










Table 5.1. Primitive control actions available to the robot in the knuckle walking
task.

Label Controller Description
1 Stabilize 4-point stance
2 Stabilize left 3-point stance
3 Stabilize right 3-point stance
4 Forward
5 Reverse
6 Rotate clockwise
7 Rotate counterclockwise
8 Raise left endpoint
9 Raise right endpoint
10 Place left endpoint
11 Place right endpoint

at least one stability controller must be converged at all times. For example, when

in a 4-point posture and executing the “forward” action, the robot will roll forward

until its COM projection strays too far from the ZMP, at which time the forward

controller “quiesces.”

Assuming the robot begins in a stable 4-point stance, there were 25 possible actions

and a total of 144 reachable states that satisfied the postural stability constraints [35].

Kuindersma’s results demonstrate that this approach supports autonomous learning

techniques that learn knuckle walking gaits efficiently using this state and action defi-

nition. Policies in this space are sequences of primitive control actions and controllers

from the postural stability control suite.

5.3 Personal Robotics and Healthcare

The success of the uBot platform is measured in part in terms of its ability to cat-

alyze new research about dexterity and control in whole-body mobile manipulators.

This contribution relates to new applications and functionality for robots. A personal

assistant robot for eldercare applications is one such emerging role for dexterous WB-

MMs. As demographic bubbles threaten to overburden the healthcare system, one
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solution may be to develop a robot that can allow a patient to remain independent

longer and increase their quality of life by supporting telemedicine providers. In the

manufacturing domain, a dexterous WBMM may decrease integration and applica-

tion development costs of widespread flexible automation and supply chain handling

in medium to small businesses. A typical industrial robot requires custom single pur-

pose programming, safety cages, detailed material flow planning and synchronization.

Moreover, some tasks require highly specialized sensors that must have controlled en-

vironments in order to perform reliably. Thus, there is a need for affordable, easily

programmable, intelligent, and safe robots capable of collaborating with human work-

ers to increase efficiency, reduce repetitive stress injuries, and lower costs. Hotzone

and HAZMAT disaster relief and other-world exploration are particularly dangerous

environments for humans. However, the risks can be mitigated by robots that can go

where people go, deploy networked sensors, and perform manipulation tasks. A dex-

terous WBMM may also enable first responders to remotely enter dangerous areas,

increase situational awareness, lead victims to safe areas, perform triage operations

and assist those in need.

A personal robot offers the potential to further the productivity and quality of life

in society. As baby-boomers approach the age of 65 approximately 70 million new

clients will enter retirement. Shortly after that, many of these clients will require

eldercare services without which, individuals in this population will likely require

assisted living facilities or nursing care. In order to mitigate rising costs reduce the

burden on centralized medical providers and community services, a robot that can

perform assistance in various human environments may provide a solution. This type

of robot can help an elder person stay at home longer, assist with chores, provide a

link to medical professionals and family members, and greatly improve their standard

of living.
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A family-client interface was implemented for a configuration of the uBot that

introduced a touchscreen, a shoulder mounted camera, and an audio interface includ-

ing speakers and a microphone. Video conferencing via standard Internet telephony

enables users to project their face and speak through the robot. Moreover, the user

can act through the robot as a remotely embodied avatar; creating a cognitive focal

point for the client, sensing the local environment, and performing work. This en-

riches the social experience of the client by allowing remote family members to visit

a loved one and communicate naturally, help with chores, and be physically present

in the client-side environment.

Figure 5.6. A client gives a tour of the assisted care facility. The visitor and the
host share a videophone conversation while interacting and moving about the facility.

Applications that can monitor the well-being of the patient, assess their health,

remind them to take their medications, and perform routine chores have been pro-

totyped using the uBot-4 and uBot-5 [12]. In Figure 5.6 uBot-4 demonstrates the

capabilities of the Skype videoconferencing interface and illustrates a doctor could

conduct a virtual house call on a patient in his or her home. In this configuration, an

on-board webcam provides the remote teleoperator with a perspective on the client-

side environment that includes the robot’s bimanual workspace. A joystick interface

allows the operator to translate and to rotate the base, position the joints in the up-
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per body, and trigger sequential behaviors such as postural transitions and grasping

motions.

Figure 5.7. A three-question stroke diagnosis through video phone with motor tasks
that are demonstrated by the uBot.

In addition, a mobile manipulator could deploy sensors and record telemetry in

precise locations in the environment. To investigate these applications, the uBot-5

has acted as a client to a sensor array consisting of Pan-Tilt-Zoom (PTZ) cameras.

The large scale network provides localization and path planning support, enabling

the uBot-5 to act as the physical embodiment for network services that can do work.

When the network detects unexpected situations, the uBot can be automatically

deployed to intervene.

The ability to relay communication and deploy sensors as Internet services also

enables new possibilities for remote service providers as well. Remote telepresence

efficiently addresses the upcoming shortage of caregivers, and saves elders from dif-

ficult and time consuming transportation. Such technology may also improve work-

force fluidity in this challenging demographic. Consequently, personal robots may

provide some capabilities that mitigates the excess demand for more doctors, nurses,

and technicians. Addressing eldercare needs requires developing solutions that can

provide short term support for high demand situations. Moreover, these personal

robots can be re-purposed after the demand passes.
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Figure 5.8. A fall is detected, the system places a call to Emergency Medical Tech-
nicians (EMT). Using the uBot, the EMT can attempt to rouse the client, or in
this case, apply a digital stethoscope. The digital stethoscope relays heart rate and
respiration telemetry to responders.

Figure 5.9. uBot-5 ready for work.

When the uBot-5 is utilized as a personal assistant type device, the robot is

controlled to pickup, process, and replace all sorts of objects including soiled garments,

toys, and tableware. Figure 5.9 shows the platform reaching for a ball placed on the

ground. The body and mobility design enables the robot to manage tight corridors

and shared spaces with humans such as kitchens and hallways. The robot’s interfaces
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for teleoperation and video conferencing allow people to interact though the robot and

operate the hardware remotely. Ultimately, this robot should be able to be deployed

in a unique home environment, not require extensive custom programming, safely

navigate autonomously, and perform useful work.

5.4 Mobile Dexterous Social

In a collaboration with the MIT Media Lab, the UMASS uBot was extended

to incorporate a socially expressive head and force sensing hands to create the Mo-

bile, Dexterous, and Social (MDS) platform. The MDS head consists of 20+ degree-

of-freedom to generate facial expressions and the 5-DOF hands are used to create

gestural actions and manipulate small objects. Figure 5.10, shows a solid model vi-

sualization of the integrated concept.

Figure 5.10. Mobile Social Dexterous (MDS) CAD rendering based on the uBot
platform.

The uBot platform was chosen for this project based on the ability to support as-

pects of human-robot interaction critical to the MDS and emergency response appli-
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cations. The uBot platform presents a familiar human-like morphology and supports

gestural communication with dexterous bimanual manipulators.
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5.5 Summary and Conclusions

This thesis deals with issues central to extending our understanding and imple-

mentation of dexterity in robot mobility and manipulation. The approach chosen

in this study centers around a hardware and software co-development, resulting in

the construction of a dynamically stable, bimanual, whole body mobile manipula-

tor, the uBot-5. The platform successfully pairs motor flexibility and performance

with a hierarchical embedded control framework that insulates programmers from the

nitty-gritty details of sophisticated machines and provides a convenient applications

development environment for constructing dexterous machines.

Historically, robotics hardware and control have suppressed dynamic effects when

they can cause the robot to fall over. Conversely, biological systems have evolved to

mitigate this risk behaviorally in order to exploit the performance advantages that

dynamics provides. This interplay of mobility and dexterity requires a relatively well-

developed vestibular system, balance control, and knowledge of the mechanical prop-

erties of objects in the environment. This work demonstrates a mastery of mobility

and dexterity through several sequential programs including bracing to catch a fall,

standing up from a prone position, and knuckle walking. Furthermore, these behav-

iors illustrate that reflexive behavior can increase the efficiency of the construction

of control programs and improve the robustness of these programs to unanticipated

circumstances.

The postural stability control suite supports dexterous manipulation whereby cer-

tain configurations, from the set of postural modes including lying prone, knuckle

walking, and balancing, present advantages in particular contexts. While prone, the

robot can reach objects low to the ground or under obstructions such as tables and

bed frames. Knuckle walking provides mobility in the presence of challenging or slip-

pery terrain. When stationary, only one arm is required to support the robot and

thus single-handed manipulation tasks can still be achieved. The balancing mode

101



completely frees the arms and further enhances the dexterity of the robot. Tran-

sitions between the modes include push-up, set-down, and bracing for a fall. This

progression was inspired by developmental pressures that seek to increase efficiency,

dexterity, and safety. Moreover, postural stability extends the range of stable mo-

bility configurations and permits secondary manipulation objectives through a wide

range of operating conditions.

The uBot-5 platform extends the state of the art in mobile manipulation and

presents many new opportunities for future robotics research.

102



BIBLIOGRAPHY

[1] Barrett Technology - Advanced Robotic Arm and Hand Systems - WAM Arm and
BarrettHand. http://www.barretttechnology.com/robot/, December 2006.

[2] HITACHI : Mechanical Engineering Research Laboratory : Hitachi’s robot
EMIEW. http://www.hqrd.hitachi.co.jp/merle/emiew.cfm, December
2006.

[3] robo3. http://www.robo3.com/robot/robot\ r3.html, December 2006.

[4] RobotCub - An Open Framework for Research in Embodied Cognition. http:

//www.robotcub.org/, 2006.

[5] TOYOTA.CO.JP -Toyota Partner Robot-. http://www.toyota.co.jp/en/

special/robot/, December 2006.

[6] VECNA Technologies : Robotics. http://www.vecnarobotics.com/, December
2006.

[7] Ambrose, Robert O., Savely, Robert T., Goza, S Micael, Strawser, Philip, Diftler,
Myron A., Spain, Ivan, and Radford, Nicolaus. Mobile Manipulation using
NASA’s Robonaut. In Proceedings of the 2004 IEEE International Conference
on Robotics and Automation (New Orleans, LA, April 2004), pp. 2104–2109.

[8] Asfour, Tamim, Berns, Karsten, and Dillmann, Rüdiger. The Humanoid Robot
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