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As opposed to certain rigid cluster NMA modeling schemes [14-16], while in 

the current approach, no distinction has been defined, the constituent residues can be 

classified into certain flexible and rigid domains, leading to a hinging motion of the 

defined lobes. In addition to the outcome of the simulations reported, the β-factors 

computed from NMA simulations have been plotted along with the experimentally 

obtained values from the Protein Data Bank.  

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Figure 5.3: A plot showing experimental versus calculated β-factors for Lactoferrin. The 
calculated values are represented by the blue line, and the red line represents the 
experimentally reported values obtained from the Protein Data Bank. 
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From Figure 5.3, a good agreement in the values of the β-factors yet again 

affirms the suitability of using an all atom NMA methodology. With regards to the β-

factors, there are some interesting characteristics that have been observed, and can be 

associated with the model’s behavior; primarily, the observed peaks are found for atoms 

in the outer periphery of the main cluster. It can be explained because we use spring 

constants now instead of unity, so these specific atoms are connected to other atoms 

through stronger bonded force constant, and weak non bonded force constants to other 

non-covalently bonded atoms. This directly alters the stiffness matrix and causes much 

greater amplitude for β-factors for these specific atoms. With regards to the observed 

peaks, that is extremely high values of computed β-factors, as mentioned, can be 

attributed to the orientation of the structure of Lactoferrin. Certain atoms were found to 

be on the outer periphery, and constitute the amino acids that are generally observed to 

be hydrophilic like Arganine and Glutamic acid, and tend to be orient along the outer 

periphery. As a result, the atoms that constitute these residues, due to greater values of 

mutual distances with other atoms, not only have minimal non bonded interactions. This 

is an effect that gets induced in to the ENM by the value of cutoff distance and also the 

values for non bonded force constants between such atoms. Hence, in the chemical 

information based ENM, these typical atoms are rendered such that they have strong 

covalent bonds and weak non bonded force constants. This results in a much higher 

value of β-factors for these specific atoms. The Table 5.1 represents a set of such atoms 

that were identified in Lactoferrin, and their structural details, elucidating their 

orientation are represented in Figure 5.4. 
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Table 5.1: Represents a list of atoms observed to have  
high values of computed β-factors numbers, their types 
and the amino acids they constitute.  
 
Atom Number Atom type Residue name and number 
253 N Arganine-30 
254 C 
255 N 
256 N 
676 N Arganine-86 
1374 O Glutamic acid-178 
3851 C Arganine-500 
3852 N 
3853 N 
3929 O Glutamic acid-511 

 

Another interesting observation from the plot of β-factors is that, the NMA 

simulations are performed on an isolated molecule of Lactoferrin. This is the primary 

reason for the observed peaks. As opposed to this, the reported values of β-factors in the 

PDB are experimental values that are obtained from analysis of a crystal and not of an 

isolated molecule as in the simulations. As a result of these, the peripheral atoms would 

be surrounded by similar atoms from the neighboring Lactoferrin molecule. As a result 

of this, there would be more non bonded interactions in a real system.  
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1. Arganine 30 2. Arganine 86 

  

3. Arganine 500 4. Glutamic acid 511 

 

Figure 5.4: Images of atoms on the outer periphery obtained from the    
conformation of Lactoferrin obtained from PDB. The ENM represents the 
connections of these atoms with the surrounding atoms. 
 
 

Figure 5.5 shows the plot of the computed values of β-factors from NMA simulations 

and the experimental values on a semi-logarithmic scale. This is done so to observe the 

proximity of the trend shown by the computed as well as the experimental values.  
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Figure 5.5: Semi-logarithmic plot of computed as well as experimental β-
factors for Lactoferrin from all-atom NMA simulation.  

 
 
5.4 Sensitivity Analysis 

 As in the case for amino acids, a similar sensitivity analysis of studying the 

effect of changes in the input parameters on the model’s behavior in the case of 

Lactoferrin has also been carried out. To establish the robustness of the model, the non-

boned force constants were varied between, 600 dynes/cm to 60000dynes/cm. Moreover, 

the connectivity matrix was also altered by changing the cutoff distance that in turn 

altered the linking matrix and the overall stiffness of the system.  
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Figure 5.6: (a) Plot of normalized wavenumbers for Lactoferrin against the mode 
number. (b) Normalized wavenumbers for Lactoferrin from mode numbers 145 to 194, 
elucidating the convergence up to the 150th mode. 
  

A plot for normalized wavenumbers was then generated in a manner similar to 

the one adopted for Lactoferrin as reported in Figure 5.6 (a) and (b). It is interesting to 

note however that through this analysis, macromolecules insinuate a greater sensitivity 
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to the connectivity in the low frequency domain. It implies that as long as the total 

connectivity, which is determined by the defined cutoff distance is not altered, the 

animations suggest no change in the modeshapes. But the high frequency, more local 

modes, show a greater dependency on the absolute value of force constant, both bonded 

as well as non-bonded assigned between atoms. In addition to the results for 1LFH as 

illustrated in this section, simulations for 1LFG were performed. On comparing the 

modeshapes and wavenumbers in both these cases, the animations for 1LFG, like in the 

case for 1LFH show one to one correspondence with the existing literature. The 

animations for 1LFG for all atom case have been summarized in Figure 5.7. 
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Figure 5.7: First three modes for 1LFG obtained from simulations using chemical 
information based NMA. They all suggest the global motion of what is commonly 
referred to as the head and the two lobes. 
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Figure 5.8: First three modes for 1LFG obtained from simulations using Cα NMA. They 
all have been represented using RASMOL in a wireframe representation. 
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Subsequent to running all atom simulations for 1LFG, Cα coarse grained model 

was simulated and animations were generated to ascertain the credibility of the new 

modeling scheme. These animations for all-atom NMA and Cα NMA are represented in 

Figure 5.7 and Figure 5.8, respectively. As can be seen from the animations, they are in 

agreement. Moreover, these animations were also compared with results generated in 

another lab that is involved in study of biomolecules (Bahar Lab: School of Medicine, 

University of Pittsburgh) which uses an Anisotropic Network Model to explore the 

relationship between dynamics and function for many proteins [77, 78]. Like the Cα 

coarse grained model, it uses Elastic Network methodology and represents the system in 

the residue level. The macromolecule is thus represented as a network, or graph. Each 

node is the Cα atom of a residue and the overall potential is simply the sum of harmonic 

potentials between interacting nodes.   

With regards to the wavenumbers, the one hindrance with comparing computed 

wavenumbers with spectroscopy data is that the available experimental frequency 

assignment does not provide us with the same resolution as that obtained from full atom 

NMA. Therefore, the focus in this work has been on incorporating the sensitivity 

analysis scheme to stress upon the fact that modeshapes are not altered in the low 

frequency domain, and the ratios of wavenumbers are also unaffected by variations in 

the input, indicating that once the lowest frequency is obtained, it can be matched with 

the results from full atom NMA, since it would mean scaling up and down the inputted 

force constants. So, until the inputted force constants that exactly replicate the real 

physical system are obtained, these normalized eigenvalues can be utilized for exploiting 
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model's characteristics as opposed to absolute wavenumbers; like in the case of Cysteine, 

where in such a scaling was done once the lowest wavenumber was obtained and 

subsequently, the higher wavenumbers were determined by matching the lowest 

wavenumber from simulation. 

  

5.5 Computational complexity 

 A full atom NMA requires a far more computational effort than a conventional 

Cα coarse grained model. These simulations have so far been computationally 

prohibitive due to the high number of degrees-of-freedom required to capture motions of 

large structures. Understandably, the primary difference between the two methods is the 

linking matrix. While in a Cα NMA, the linking matrix only represents a binary scheme 

of assignment, 1’s indicating the presence of a bond and 0’s representing the absence of 

the same, the linking matrix in an all atom NMA was required to store specific 

information of force constants between all interacting pairs of atoms. Hence, this directly 

prompted the identification of intramolecular interactions within a residue and also the 

peptide bond between carboxyl and the amide groups of interacting amino acid residues. 

While employing this assignment scheme into use, certain aberrations were observed, 

due to absence of positional co-ordinates of all the atoms of Lactoferrin in the PDB file, 

possibly due to a poor resolution. As a direct consequence of this, a given residue was 

found to consist of different number of atoms. For example, Arganine was found to have 

5 as well as 11 atoms. Initially, this caused improper assignment of force constants and 

rendered the entire linking matrix wrong. Hence, to overcome this, in addition to 
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identifying the amino acid, a distinction of number of atoms in the same was introduced. 

Apart from the challenge of assigning appropriate force constant, determination of the 

same was also an involving task. As explained in the previous chapters, NMA 

simulations were performed on simple linear molecules to determine the force constants 

between numerous acting pairs of atoms. Once all the possible types of bonds present in 

Lactoferrin were identified, these simple linear molecules were selected depending on 

the presence of the required bond. 

 So far we have discussed the ground work that was required in computing the 

inputs. In addition to this, understandably, full atom NMA required much more 

computational effort. Significantly large dimensions of input matrices; mass (3n x 3n), 

linking (n x n) and stiffness (3n x 3n) were observed. As opposed to conventional NMA, 

which required only 691 Cα atoms, one from each amino acid, full atom required 

handling of approximately 5300 atoms. The dimensionalities of the matrices were 

significantly affected by this. Performing inversion and other matrix operations on such 

huge matrices required special inclusions in the code. In order to give an estimation of 

run times for various simulations as a function of the number of atoms of the system, 

simulations for different proteins were run, in order to generate their linking matrices 

and also the NMA simulations. The run time for all these simulations was recorded in 

MATLAB, and using regression, a polynomial expression was determined to compute 

the computational time for both, the linking matrix as well as the NMA simulations. This 

was done so, since these two codes of simulations require the most of computational 

effort that goes into such an analysis. By running different simulations, these runtimes 
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were recorded and plots have been generated to understand the relationship between 

number of atoms of a system and the proportional time for performing its simulations. 

This would enable user to predetermine the computational effort and time that would go 

into such an analysis. 

 

     Figure 5.9: Represents a plot of run time for generating the linking matrix  
     in all atom NMA simulation, showing the variation in the same as a  
     function of the number of atoms of the protein. 
 

The Figure 5.9 shows the values of runtimes observed while generating linking 

matrices for different Proteins with disparate number of atoms. As mentioned, in 

MATLAB, using regression a polynomial expression was obtained to compute the time 

required for generating the linking matrix of a given protein with ‘N’ atoms, such that; 

L (t) =0.0000009603711 x N2+0.17050365 x N – 564.5358  (5.1) 

Where, 

L (t): Time to generate the linking matrix 

N: No. of atoms in the given protein. 
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Principally, though conventional NMA is analogous to all atom NMA but the 

run times of the simulations are significantly different. This is due to the fact that matrix 

operations like the computation of stiffness matrix from linking matrix requires more 

time in its computation. Also, the equation 2.9 involves multiplication of stiffness matrix 

and mass matrices of the orders of 15300x15300 and subsequent computation of the 

eigenvector and eigenvalue sets from the ‘S’ matrix. Like Figure 5.9, runtimes of NMA 

simulations were also recorded to express them as a polynomial in ‘N’, and a plot was 

generated as illustrated in the Figure 5.10.  

P (t) = 0.0017685 x N2 – 1.951 x N + 746.48    (5.2) 

Where, 

P (t): Time to run all atom NMA simulation 

N: Number of atoms in the given protein. 

 

     Figure 5.10: Represents a plot of run time for running the all atom NMA  
     simulation, showing the variation in the same as a function of the number of 
     atoms of the protein. 
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The eigenvector set in particular, computed from all atom NMA was also over 

2GB of memory. Hence, while these simulations could be performed on a personal 

computer with 6GB of ram, MATLAB version 7.8 was required so that the huge input 

and output matrices could be dealt with. 

 

5.6 Conclusions 

 Through the output computed from our analysis, it can be deciphered that an all 

atom model based NMA indeed provides much larger information pertaining to the 

biologically relevant and important low frequency domain. With the incorporation of 

atomistic details, the modeling scheme tested is a better representation of the actual 

Lactoferrin’s behavior. While in the scope of the current study, results have been 

established for Lactoferrin alone, with information on the structural details of other 

biomolecules available on various databases like the Protein Data Bank, the modeling 

scheme is sufficiently flexible to incorporate any observed aberrations by assigning 

specific values for force constants in the linking matrix, if any. Further insight into the 

complex field involving the determination of precise force fields would result in 

enabling the undertaken modeling scheme to have a better input, thereby enabling its 

users to determine even more precise wavenumbers of the observed modeshapes. It can 

thereby be proposed that by comparing this data with results from other experimental 

and computational approaches like spectroscopy, significant information that would help 

in elucidating the biological function of a macromolecule can be explained using 

chemical information based NMA. 
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CHAPTER 6 

HYBRID NORMAL MODE ANALYSIS USING CHEMICAL INFORMATION 

BASED ELASTIC NETWORK MODEL. 

 

6.1 Introduction 

In large macromolecules, slower more global motions are observed to consist of 

collective motions of the constituent atoms. In other words, the globally collective 

motions of the system are dominantly ruled by a few of the slowest modes. Statistical 

mechanics also predicts that the contribution to the corresponding eigenvalue occurs 

naturally favorable in the low-frequency modes. This means that the low frequency 

modes are naturally favorable to occur. Information from such unison motion of a large 

set of atoms can be used to identify certain rigid domains and flexible loops within a 

conformation. This implies that certain residues in a protein act as hinges about which 

the collective motions of atoms take place. Knowledge of such dynamic behavior of the 

system can be incorporated in the way that a protein is modeled. This understanding has 

lead to the development of a Hybrid Normal Mode Analysis (HNMA). In this 

methodology, broadly, the constituent atoms of a protein are classified to be either a part 

of a cluster or independent point masses in the spatial domain. Hence, clusters are 

defined, consisting of certain fixed number of atoms, and these clusters are modeled to 

be connected to neighboring clusters by certain defined point masses. A pictorial 

depiction of such a methodology is given in Figure 6.1. 
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Figure 6.1: Schematic of the hybrid elastic network model for the complex structure 
which contains both rigid domains and flexible loop regions. 
 

6.2 Methodology 

In accordance with the concept of HNMA and to implement a modeling technique that 

affirms the stated concept, the one essential prerequisite is to identify rigid clusters and 

point masses in a protein. This is done by studying the two conformations of Lactoferrin. 

Since the PDB provides the Cartesian co-ordinates of the conformations, a technique of 

Windowed Root Mean Square Distance (WMRSD) is used to classify the atoms as either 

point masses or a part of a cluster defined. Although many rigidity algorithms and 

theories have been introduced so far, there is still no unique way to define rigid clusters 

and point masses with given structures. In this context, first, rigid-clustering starts with 

the static comparison between two end structures. We can also count on the structural 

information defined by previous literature or experimentally observed rigid cluster 

domains. Next, the WRMSD is measured to define rigid cluster set. As expected, a 

certain window size is defined; such that, at a given instance, a set of residues are 
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compared in both the conformations are compared. For example, a window size of 10 

would imply that the positional co-ordinates of the constituent atoms within the same 

residues in both the conformations would be compared. As the name suggests, it is a 

square root of the mean of the squares of the difference between the co-ordinates of the 

same atoms from both the conformations. This enables us to identify flexible and rigid 

parts. The residues that experience greater values of displacement have a high value of 

WMRSD. Similarly, certain residues that undergo small values of displacements can be 

considered as hinges, about which the hinging motion takes place. Hence, the size of 

windows should be small enough not to lose local flexibility of structures. For 

Lactoferrin, Windowed RMSD results suggested that it could be broadly classified to 

consist of three rigid domains:  

Head, Right lobe, and Left lobe. 

 

Figure 6.2: A rigid-cluster model of the Lactoferrin structure. (a) Lactoferrin is assumed 
to have three rigid clusters: head (green), left (yellow), and right (red) lobes. Two lobes 
are opened and closed by the hinge motion around Thr90 and Val250. RMSD between 
corresponding clusters in each conformation is displayed in (b)  
 
 



 
 

65

The Figure 6.2a shows the schematic of a hybrid model for Lactoferrin with 

three clusters. The Figure 6.2b on the other hand gives the WMRSD values that were 

used to define these clusters. These rigid domains are connected to peripheral point 

masses, which in turn are connected to other point masses in the neighboring rigid 

domains. The Tables 6.1 and 6.2 discuss the way in which the clusters have been defined. 

In accordance with the underlying principle, the clusters are connected to each other by 

point masses, it was essential to define these point masses. Hence, to represent the 

connection between two clusters, certain atoms at the interface of any two given clusters 

were considered as individual atoms based on a certain cutoff distance. In order to do so, 

for a given cluster, the distances between its atoms from all the atoms of the interfacing 

cluster were computed. A certain predetermined cutoff distance was then used. For a pair 

of atoms, i.e. an atom from one cluster and the second atom from another cluster, any 

distance less than this cutoff distance’s value, both the atoms were classified as point 

masses. In the case with three clusters, the cutoff distance used was 6Ǻ, while in the case 

of five clusters the 4Ǻ was the value of cutoff distance used. Based on the cutoff scheme, 

the number of point masses in the cases with three and five clusters was determined to 

be 560 and 1255, respectively. Use of such a distance cutoff scheme and from the 

knowledge of flexible domain from WMRSD calculations enabled the modeling of 

Lactoferrin to be composed of both rigid clusters connected by point masses. Once, the 

point masses and clusters were identified, the corresponding linking and the mass 

matrices were adjusted to accurately represent the reduced DOF model.   
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Table 6.1: Represents one of the two clustering schemes used to run HNMA simulations 
on Lactoferrin. Specific clusters with their constituent amino acids and corresponding 
atoms numbers are listed.  
 
Cluster Residue # Atom # #Atoms in a cluster #Point 

masses 
Right lobe 1-90 

251-320 
1 – 710 
1950 - 2497 

1115 560 

Left lobe 91-250 711 - 1949 1054 
Head 321-691 2498 - 5341 2615 
 

In order to perform HNMA simulations, the stiffness and the inertia matrix were 

generated and subsequently, the equation of motion was determined [18]. The primary 

efforts in determining key input parameters were essentially concentrated on 

determining force constants as explained in Chapter 3, and also in generating the linking 

matrix. Moreover, once the atoms were classified as either point masses or to be a part of 

a cluster, a sequential rearrangement was required and all the input parameters like the 

mass and the linking matrices had to be reordered to match the new sequence of the 

assorted set of atoms. Subsequently, the inertia and the stiffness matrices of the reduced 

DOF system had to be generated in order to perform HNMA simulations. The results for 

the modeshapes from such a clustering have been discussed in the next section. In 

addition to the tested clustering scheme, another scheme with five clusters was also 

carried out. This is represented in the Table 6.2. Using the clustering scheme mentioned 

in the Table 6.2, HNMA was performed again to observe the outputs of modeshapes. 
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Table 6.2: Represents the other clustering scheme used to run HNMA simulations on 
Lactoferrin. Specific clusters with their constituent amino acids and corresponding 
atoms numbers are listed.  
 
Cluster Residue # Atom # # Atoms in a cluster #Point 

masses 
Right lobe 1 1-90 1 – 710 532 1255 
Right lobe 2 251-320 1950 – 2497 1180 
Left lobe 91-250 711 - 1949 364 
Head 1 321-520 2498 – 3966 1035 
Head 2 521-691 3967-5341 975 
 

6.3 Results and discussions 

 Once the HNMA simulations with the initial clustering scheme were run, 

animations of first few lowest modes were generated. These have been represented in the 

Figure 6.3 below. On comparing these results with the results from that obtained from all 

atom NMA and coarse grained model, it was established that these modeshapes were 

rendered incorrect. While the real values of eigenvalues suggested that the code used for 

HNMA simulations was correct, it directly implied that the outputs were sensitive to the 

input parameters. It could be observed that the way in which the clusters are defined 

governs the dynamics. 
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Figure 6.3: Represents animations of the first three modes obtained by running the 
HNMA simulations on 1LFH. 
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Figure 6.4: Represents the animations of the first three modes of 1LFH by running 
HNMA simulations on a model defined to have five clusters.  
 

In order to substantiate this hypothesis, a new clustering scheme as that 

elucidated in Table 6.2 was undertaken to observe the variation in the output of 
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modeshapes. The results obtained from HNMA simulations with such a clustering are 

represented in the Figure 6.4. So, while the modeshapes were indeed different from that 

obtained with a scheme of using three clusters, yet they do not match with the results 

obtained from all atom or coarse grained model, which have been verified to give results 

that match with those obtained from existing modeling and analysis schemes. This is 

understandable because, based on a clustering scheme; the inertia and the stiffness 

matrices are altered. Hence, while the code does return real and positive eigenvalues and 

eigenvectors, it can be observed that the way in which the clusters are defined in this 

study do not replicate the flexibility of the real system and so significantly affect the 

dynamics of the system. 

 

6.4 Conclusions 

           In this part of the research, the possibility of using a Hybrid Elastic Network 

Model, which is mathematically more rigorous and computationally much more efficient 

method of modeling than the all atom ENM. Subsequently, NMA simulations have been 

performed. This is done so, as the results from application of a hybrid model to coarse 

grained models have yielded useful results pertaining to the low frequency domain and 

have been successfully implemented to animate the modeshapes. A general code that 

incorporates atomistic details has been successfully generated as a part of this research, 

and the observed real and positive eigenvalues suggest that with a better clustering, a 

better replication of the real physical system can be put in place to further exploit if the 

HNMA can give comprehensive results for modeshapes as that achieved by all atom 
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NMA. As a part of this study, the clustering undertaken was based on results from 

WMRSD calculations as explained in the previous sections. As the results summarized 

in this chapter can be utilized to establish the dependency of the outcome on the way in 

which these rigid clusters are defined such that local flexibility is not lost, more study 

would be required to be carried out in this domain to be able to further exploit the 

clustering schemes and ultimately the way in which the number and size of each cluster 

is defined.  
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CHAPTER 7 

CONCLUSIONS AND FUTUREWORK 

 

7.1 Conclusions 

The step by step approach of application of chemical information based NMA 

suggests that an all atom based ENM modeling scheme is a feasible option for the 

analysis of large macromolecules and to study their dynamics pertaining to the low 

frequency domain. While the results from the analysis of simple linear molecules 

suggest that with appropriate representation of force fields, modeshapes can be identified 

along with the corresponding vibrational frequencies, in more complex structures, like 

amino acids and proteins, due to the effect of non boned chemical interactions between 

various molecules, the current methodology does provide accurate identification of 

modeshapes, and the distribution of the corresponding frequencies which has been 

explained by the concept of normalized wavenumbers. Hence, in simple molecules, this 

approach can be used as a vibration spectrum assignment scheme, and in large 

macromolecules, this enables us to generate an ordered set of modeshapes, with 

animations that provide insight into their global motions which is of great significance in 

the study of their dynamics to decipher any possible biological function or 

conformational changes associated with the same. With the unique ability of this 

technique to generate results pertaining to the frequency domain renders it as a good 

approach to be coupled along with results from numerous experimental approaches, 

thereby enabling us to exploit greater information out of the existing data at hand. 
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Moreover, the entire set of simulations that were required during this research has been 

generated on personal computers. This implies that as compared to some more expensive 

methods like Molecular Dynamics, chemical information based NMA is computationally 

less expensive, also, by incorporating more atomistic details than a Cα coarse grained 

model, an all-atom modeling scheme is much more coherent to the actual physical 

system. As a result, this methodology has been established as a good intermediate 

approach that presents a fine balance of accuracy of the outcome while also providing its 

users with the relative ease of computational effort and time. 

 

7.2 Future Work 

 While the current methodology has shown much better results than the existing 

methodologies, there are broadly two domains where in this work can be further 

improved upon. Firstly, with a more precise force field parameterization, more accurate 

results for wavenumbers can be expected. But this would primarily alter the analysis of 

small molecules. In macromolecules, the sensitivity analysis suggests invariance to these 

input parameters as illustrated by the normalized wavenumbers. Secondly, more rigorous 

mathematical modeling can be employed to further reduce down the computational 

effort required for these calculations. As mentioned, the major inputs in an-all atom 

modeling scheme are values of masses and representation of force fields. Hence, the 

force constants used for this study were developed by performing NMA simulations on 

linear molecules. While comparisons with literature suggest that these values are in 

reasonable agreement with the reported values, yet the results for absolute values of 
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wavenumbers obtained at the amino acids’ or at protein’s level indicate that by 

incorporating more precise force fields, accurately capturing the chemical interactions 

among all the atoms in a given macromolecule would result in even better results. With 

regards to the computational effort, as it has been observed and discussed, the low 

frequency modes are more global in nature. Hence, this implies that these modes involve 

a large number of atoms to move together in sync. As a result, like a Hybrid Normal 

Mode Analysis has been applied to Cα coarse grained models, a similar successful 

application of defining these rigid domains in an all-atom modeling scenario would 

greatly reduce the time involved in performing these simulations. By defining such rigid 

clusters, some flexibility of the system is lost, and so, identification of such rigid 

domains is a crucial parameter that can affect the outcome. Hence, further work utilizing 

certain existing techniques like Windowed Root Mean Square Distance (WRMSD) will 

assist in obtaining this objective. As a result, further work on these two described factors 

is essential if not imperative to enhance the further applicability of such a methodology. 
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APPENDIX A 

THE LINKING MATRIX, ALL-ATOM NMA 

clear all 
clc 
format long 
load resity 
load atomno 
load ca  % Ca position 
load n   % N position 
load a 
 
i=1; 
 
%bonded interaction coefficient 
NC=7e5;% dynes/cm 
N2C=7e5; 
NH=7e5; 
CH=7e5; 
CC=7e5; 
C2C=7e5; % double bond 
CO=7e5; % single bond 
C2O=7e5; % double bond 
CS=7e5; 
 
%non-bonded interaction coefficient 
nb=6e3; 
cutoff=2; % lower cutoff 
lim=15; % upper cutoff 
least=1e-12; 
%based on LFH% 
m=size(a,1); 
rn=size(atomno,1); 
%sparse linking matrix 
k=sparse(zeros(m)); 
% for i=1:m 
%     i 
%     k_initial(i,i+1:m)=1e-12; 
% end 
% save k_initial k_initial 
% check1=k_initial+k_initial; 
% load k_initial 
% k=k+k_initial; 
 
%non-bonded interactions  
for g=1:m-1 
    g 
   for h=g+1:m 
       dis=norm(a(g,:)-a(h,:)); 
    if dis<=cutoff 
        k(g,h)=nb; 
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    elseif dis<=lim 
        k(g,h)=nb*exp(-(dis-2)); 
    end 
   end 
end 
% k_non_bond=k; 
k_non_bond=k+k'; 
save k_non_bond k_non_bond 
%peptide bond  
for l=1:rn-1 
  k(ca(l)+1,n(l+1))=NC;  
end 
 
stack=[1]; 
i=1; 
 
for t=1:rn 
    t 
    if resity(t,:)=='GLY' & atomno(t,1)==4 
        k(i,i+1)=NC; 
        k(i+1,i+2)=CC; 
        k(i+2,i+3)=C2O; 
        i=i+4; 
        stack=[stack;i]; 
%         break; 
    else if resity(t,:)=='ARG' & atomno(t,1)==11 
            k(i,i+1)=NC; 
            k(i+1,i+2)=CC; 
            k(i+2,i+3)=C2O; 
            k(i+1,i+4)=CC; 
            k(i+4,i+5)=CC; 
            k(i+5,i+6)=CC; 
            k(i+6,i+7)=NC; 
            k(i+7,i+8)=NC; 
            k(i+8,i+9)=NC; 
            k(i+8,i+10)=N2C; 
            i=i+11; 
            stack=[stack;i]; 
%             break; 
        else if resity(t,:)=='ARG' & atomno(t,1)==5 
            k(i,i+1)=NC; 
            k(i+1,i+2)=CC; 
            k(i+2,i+3)=C2O; 
            k(i+1,i+4)=CC; 
            i=i+5; 
            stack=[stack;i]; 
%             break; 
        else if resity(t,:)=='SER' & atomno(t,1)==6 
                k(i,i+1)=NC; 
                k(i+1,i+2)=CC; 
                k(i+2,i+3)=C2O; 
                k(i+1,i+4)=CC; 
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                k(i+4,i+5)=CO; 
                i=i+6; 
                stack=[stack;i]; 
%                 break; 
            else if resity(t,:)=='VAL' & atomno(t,1)==7 
                    k(i,i+1)=NC; 
                    k(i+1,i+2)=CC; 
                    k(i+2,i+3)=C2O; 
                    k(i+1,i+4)=CC; 
                    k(i+4,i+5)=CC; 
                    k(i+4,i+6)=CC; 
                    i=i+7; 
                    stack=[stack;i]; 
%                     break;       
                else if resity(t,:)=='GLN' & atomno(t,1)==9 
                        k(i,i+1)=NC; 
                        k(i+1,i+2)=CC; 
                        k(i+2,i+3)=C2O; 
                        k(i+1,i+4)=CC; 
                        k(i+4,i+5)=CC; 
                        k(i+5,i+6)=CC; 
                        k(i+6,i+7)=C2O; 
                        k(i+6,i+8)=NC; 
                        i=i+9; 
                        stack=[stack;i]; 
%                         break; 
                    else if resity(t,:)=='CYS' & atomno(t,1)==6 
                            k(i,i+1)=NC; 
                            k(i+1,i+2)=CC; 
                            k(i+2,i+3)=C2O; 
                            k(i+1,i+4)=CC; 
                            k(i+4,i+5)=CS; 
                            i=i+6; 
                            stack=[stack;i];  
%                             break; 
                        else if resity(t,:)=='ALA' & atomno(t,1)==5 
                                k(i,i+1)=NC; 
                                k(i+1,i+2)=CC; 
                                k(i+2,i+3)=C2O; 
                                k(i+1,i+4)=CC; 
                                i=i+5; 
                                stack=[stack;i]; 
%                                 break; 
                            else if resity(t,:)=='ASN' & atomno(t,1)==8 
                                    k(i,i+1)=NC; 
                                    k(i+1,i+2)=CC; 
                                    k(i+2,i+3)=C2O; 
                                    k(i+1,i+4)=CC; 
                                    k(i+4,i+5)=CC; 
                                    k(i+5,i+6)=C2O; 
                                    k(i+5,i+7)=NC; 
                                    i=i+8; 
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                                    stack=[stack;i]; 
%                                     break; 
                                else if resity(t,:)=='PRO' & atomno(t,1)==7 
                                        k(i,i+1)=NC; 
                                        k(i+1,i+2)=CC; 
                                        k(i+2,i+3)=C2O; 
                                        k(i+1,i+4)=CC; 
                                        k(i+4,i+5)=CC; 
                                        k(i+5,i+6)=CC; 
                                        k(i,i+6)=NC; 
                                        i=i+7; 
                                        stack=[stack;i]; 
%                                         break; 
                                    else if resity(t,:)=='GLU' & atomno(t,1)==9 
                                            k(i,i+1)=NC; 
                                            k(i+1,i+2)=CC; 
                                            k(i+2,i+3)=C2O; 
                                            k(i+1,i+4)=CC; 
                                            k(i+4,i+5)=CC; 
                                            k(i+5,i+6)=CC; 
                                            k(i+6,i+7)=CO; 
                                            k(i+6,i+8)=C2O; 
                                            i=i+9; 
                                            stack=[stack;i]; 
                                        else if resity(t,:)=='GLU' & atomno(t,1)==5 
                                                k(i,i+1)=NC; 
                                                k(i+1,i+2)=CC; 
                                                k(i+2,i+3)=C2O; 
                                                k(i+1,i+4)=CC; 
                                                i=i+5; 
                                                stack=[stack;i]; 
%                                             break; 
                                        else if resity(t,:)=='THR' & atomno(t,1)==7 
                                                k(i,i+1)=NC; 
                                                k(i+1,i+2)=CC; 
                                                k(i+2,i+3)=C2O; 
                                                k(i+1,i+4)=CC; 
                                                k(i+4,i+5)=CO; 
                                                k(i+4,i+6)=CC; 
                                                i=i+7; 
                                                stack=[stack;i]; 
%                                                 break; 
                                            else if resity(t,:)=='LYS' & atomno(t,1)==9 
                                                    k(i,i+1)=NC; 
                                                    k(i+1,i+2)=CC; 
                                                    k(i+2,i+3)=C2O; 
                                                    k(i+1,i+4)=CC; 
                                                    k(i+4,i+5)=CC; 
                                                    k(i+5,i+6)=CC; 
                                                    k(i+6,i+7)=CC; 
                                                    k(i+7,i+8)=NC; 
                                                    i=i+9; 



 
 

79

                                                    stack=[stack;i]; 
%                                                     break; 
                                                else if resity(t,:)=='PHE' & atomno(t,1)==11 
                                                        k(i,i+1)=NC; 
                                                        k(i+1,i+2)=CC; 
                                                        k(i+2,i+3)=C2O; 
                                                        k(i+1,i+4)=CC; 
                                                        k(i+4,i+5)=CC; 
                                                        k(i+5,i+6)=C2C; 
                                                        k(i+5,i+7)=CC; 
                                                        k(i+6,i+8)=CC; 
                                                        k(i+8,i+10)=C2C; 
                                                        k(i+7,i+9)=C2C; 
                                                        k(i+9,i+10)=CC; 
                                                        i=i+11; 
                                                        stack=[stack;i]; 
%                                                         break; 
                                                    else if resity(t,:)=='MET' & atomno(t,1)==8 
                                                            k(i,i+1)=NC; 
                                                            k(i+1,i+2)=CC; 
                                                            k(i+2,i+3)=C2O; 
                                                            k(i+1,i+4)=CC; 
                                                            k(i+4,i+5)=CC; 
                                                            k(i+5,i+6)=CS; 
                                                            k(i+6,i+7)=CS; 
                                                            i=i+8; 
                                                            stack=[stack;i]; 
%                                                             break; 
                                                        else if resity(t,:)=='ILE' & atomno(t,1)==8 
                                                                k(i,i+1)=NC; 
                                                                k(i+1,i+2)=CC; 
                                                                k(i+2,i+3)=C2O; 
                                                                k(i+1,i+4)=CC; 
                                                                k(i+4,i+5)=CC; 
                                                                k(i+4,i+6)=CC; 
                                                                k(i+5,i+7)=CC; 
                                                                i=i+8; 
                                                                stack=[stack;i]; 
%                                                                 break; 
                                                            else if resity(t,:)=='ASP' & atomno(t,1)==8 
                                                                    k(i,i+1)=NC; 
                                                                    k(i+1,i+2)=CC; 
                                                                    k(i+2,i+3)=C2O; 
                                                                    k(i+1,i+4)=CC; 
                                                                    k(i+4,i+5)=CC; 
                                                                    k(i+5,i+6)=CO; 
                                                                    k(i+5,i+7)=C2O; 
                                                                    i=i+8; 
                                                                    stack=[stack;i]; 
%                                                                     break; 
                                                              else if resity(t,:)=='LEU' & atomno(t,1)==8 
                                                                        k(i,i+1)=NC; 
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                                                                        k(i+1,i+2)=CC; 
                                                                        k(i+2,i+3)=C2O; 
                                                                        k(i+1,i+4)=CC; 
                                                                        k(i+4,i+5)=CC; 
                                                                        k(i+5,i+6)=CC; 
                                                                        k(i+5,i+7)=CC; 
                                                                        i=i+8; 
                                                                        stack=[stack;i]; 
%                                                                         break; 
                                                        else if resity(t,:)=='TYR' & atomno(t,1)==12 
                                                                            k(i,i+1)=NC; 
                                                                            k(i+1,i+2)=CC; 
                                                                            k(i+2,i+3)=C2O; 
                                                                            k(i+1,i+4)=CC; 
                                                                            k(i+4,i+5)=CC; 
                                                                            k(i+5,i+6)=C2C; 
                                                                            k(i+5,i+7)=CC; 
                                                                            k(i+6,i+8)=CC; 
                                                                            k(i+7,i+9)=C2C; 
                                                                            k(i+8,i+10)=C2C; 
                                                                            k(i+9,i+10)=CC; 
                                                                            k(i+10,i+11)=CO; 
                                                                            i=i+12; 
                                                                            stack=[stack;i]; 
%                                                                             break; 
                                                         else if resity(t,:)=='HIS' & atomno(t,1)==10 
                                                                                k(i,i+1)=NC; 
                                                                                k(i+1,i+2)=CC; 
                                                                                k(i+2,i+3)=C2O; 
                                                                                k(i+1,i+4)=CC; 
                                                                                k(i+4,i+5)=CC; 
                                                                                k(i+5,i+6)=NC; 
                                                                                k(i+5,i+7)=C2C; 
                                                                                k(i+7,i+9)=NC; 
                                                                                k(i+6,i+8)=N2C; 
                                                                                k(i+8,i+9)=NC; 
                                                                                i=i+10; 
                                                                                stack=[stack;i]; 
%                                                                                 break; 
                                                                            else % TRP 
                                                                                k(i,i+1)=NC; 
                                                                                k(i+1,i+2)=CC; 
                                                                                k(i+2,i+3)=C2O; 
                                                                                k(i+1,i+4)=CC; 
                                                                                k(i+4,i+5)=CC; 
                                                                                k(i+5,i+6)=CC; 
                                                                                k(i+5,i+7)=CC; 
                                                                                k(i+6,i+8)=N2C; 
                                                                                k(i+8,i+9)=NC; 
                                                                                k(i+7,i+9)=C2C; 
                                                                                k(i+7,i+10)=CC; 
                                                                                k(i+9,i+11)=CC; 
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                                                                                k(i+11,i+13)=C2C; 
                                                                                k(i+10,i+12)=C2C; 
                                                                                k(i+12,i+13)=CC; 
                                                                                i=i+14; 
                                                                                stack=[stack;i]; 
                                                                            end 
                                                                            end 
                                                                            end 
                                                                        end 
                                                                    end 
                                                                end 
                                                            end 
                                                        end 
                                                    end 
                                                end 
                                            end 
                                        end 
                                    end 
                                end 
                            end 
                        end 
                    end 
                end 
            end 
        end 
    end 
end 
 
% end 
save stack stack 
k=k+k'; 
k1=k; 
save k1 k1  
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APPENDIX B 

ALL-ATOM NMA CODE 

clear all 
clc 
format long 
load k1  %Linking Matrix 
load M 
load a 
data=a; 
m=size(data,1); 
 
GP=sparse(zeros(3*m)); 
for i=1:m-1 
    i 
    for j=i+1:m 
        if k1(i,j)>0 
        dx=data(i,:)'-data(j,:)'; 
        GP(3*(i-1)+1:3*i,3*(j-1)+1:3*j)=k1(i,j)*dx*dx'/norm(dx)^2; 
        end 
    end 
end 
GP=GP+GP'; 
save GP GP 
K_R=-GP; 
disp('GP saved') 
 
for i=1:m 
    i 
    temp=zeros(3); 
    for l=1:m 
        temp=temp+GP(3*(i-1)+1:3*i,3*(l-1)+1:3*l); 
    end 
    K_R(3*(i-1)+1:3*i,3*(i-1)+1:3*i)=temp; 
end 
 
save K_R K_R 
S_R=M*K_R*M; 
 
save S_R S_R 
disp('K_R M S_R saved') 
  
clear all 
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clc 
format long 
disp('computing eigenvalues and the eigenvectors') 
load S_R 
load a 
load M 
n=3*size(a,1); 
KK=full(S_R); 
1 
[v,d]=eig(full(KK)); 
disp('step1 done') 
d=diag(d); 
[d,index]=sort(d); 
for i=1:n 
new_v(:,i)=v(:,index(i));    
end 
Vx=M*new_v; 
save Vx Vx -V6 
save d d 
disp('step2 done') 
 
 
for i=1:n 
wn_lfhr_gen(i,1)=sqrt(d(i))/2/pi/3e10; %#ok<AGROW> 
end 
save wn_lfhr_gen wn_lfhr_gen 
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APPENDIX C 

HYBRID NMA CODE 

clear all 
clc 
load an 
load k1n 
load nc 
load mn 
% load mass1 
 
load ctofmass1 
 
data=an; 
 
k1=k1n; 
 
m=size(data,1); 
 
num_of_pm=560;      %adjustment 
num_of_cluster=5;   %adjustment 
 
offset=3*num_of_pm; 
offset1=6*num_of_cluster; 
offset2=offset+offset1; 
 
for i=1:num_of_cluster 
    eval(['load c',num2str(i)]) 
end 
 
KT=zeros(offset2); 
MT=zeros(offset2); 
 
count=0; 
 
%%%%%%%%%% Point Mass NMA %%%%%%%%%%%%%%%% 
GP=sparse(zeros(offset)); 
for i=1:num_of_pm-1 
    for j=i+1:num_of_pm 
        if k1(i,j)>0 
        dx=data(i,:)'-data(j,:)'; 
        GP(3*(i-1)+1:3*i,3*(j-1)+1:3*j)=k1(i,j)*dx*dx'/norm(dx)^2; 
        count=count+1; 
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        end 
    end 
end 
GP=GP+GP'; 
save GP GP 
disp('GP saved') 
KP=-GP; 
 
for i=1:num_of_pm 
    temp=zeros(3); 
    for l=1:num_of_pm 
        temp=temp+GP(3*(i-1)+1:3*i,3*(l-1)+1:3*l); 
    end 
    KP(3*(i-1)+1:3*i,3*(i-1)+1:3*i)=temp; 
end 
 
for r=1:1028 
    for c=r+1:1029 
        KP(c,r)=KP(r,c); 
    end  
end 
save KP KP 
disp('KP saved') 
%break 
 
 
KT(1:offset,1:offset)=KP; 
h=1; 
for i=1:num_of_pm 
    MT(3*i-2:3*i,3*i-2:3*i)=mn(i,1)*eye(3); 
end 
 
 
 
%%%%%%%%%%%%%%%End of Point mass %%%%%%%%%%%%%%%%% 
 
%%%%%%%%%%%%%%%Rigid cluster nma %%%%%%%%%%%%%%%%% 
KC=zeros(offset1); 
MC=zeros(offset1); 
 
 for i=1:num_of_cluster-1  % first summation symbol 
 eval(['num_sample1=size(c',num2str(i),',1);']) 
 eval(['ca=c',num2str(i),';']) % the first cluster 
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    for j=i+1:num_of_cluster % second summation symbol 
       eval(['num_sample2=size(c',num2str(j),',1);']) 
     eval(['cb=c',num2str(j),';']) % the second cluster 
 
     for v=1:num_sample1  %third summation symbol 
      alpha=ca(v,1); % residue number of the first point 
      for w=1:num_sample2 % fourth summation symbol 
          beta=cb(w,1); % actual residue number of the second 
point 
             if k1(alpha,beta)>0 
                    gap=data(alpha,:)-data(beta,:); 
                    Y=gap'*gap/(norm(gap)^2); 
                 Q=Q4(i,v,j,w);  %%check here 
                 S=k1(alpha,beta)*Q'*Y*Q; 
                     
                    Ma=S(1:6,1:6); 
                 Mb=S(1:6,7:12); 
                 Mbt=S(7:12,1:6); 
                 Mc=S(7:12,7:12); 
                
    KC(6*(i-1)+1:6*i,6*(i-1)+1:6*i)=KC(6*(i-1)+1:6*i,6*(i-1)+1:6*i)+Ma; 
    KC(6*(j-1)+1:6*j,6*(j-1)+1:6*j)=KC(6*(j-1)+1:6*j,6*(j-1)+1:6*j)+Mc; 
    KC(6*(i-1)+1:6*i,6*(j-1)+1:6*j)=KC(6*(i-1)+1:6*i,6*(j-1)+1:6*j)+Mb; 
    KC(6*(j-1)+1:6*j,6*(i-1)+1:6*i)=KC(6*(j-1)+1:6*j,6*(i-1)+1:6*i)+Mbt;                     
                end 
             end 
        end 
    end 
end 
 
%%% compute M matrix 
mi=zeros(6); 
mm=zeros(3); 
for i=1:num_of_cluster 
 eval(['num_sample=size(c',num2str(i),',1);']) 
 eval(['ca=c',num2str(i),';']) % the first cluster 
    for v=1:num_sample 
        alpha=ca(v,1); 
        rhat=(data(alpha,:)-ctofmass1(i,:))*1e-8; % length scale conversion 
        mm=(rhat*rhat'*eye(3)-rhat'*rhat)*mn(alpha,1); 
%         mm=mm+a; 
        mi=[eye(3)*mn(alpha,1) zeros(3);zeros(3) mm]; %%%%% 
%         mi=mi+b; 
        MC(6*(i-1)+1:6*i,6*(i-1)+1:6*i)=MC(6*(i-1)+1:6*i,6*(i-1)+1:6*i)+mi; 
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    end 
end 
         
 
KT(offset+1:offset2,offset+1:offset2)=KC; 
MT(offset+1:offset2,offset+1:offset2)=MC; 
 
save KC KC 
save MC MC 
save MT MT 
disp('KC MC MT saved') 
 
%%%%%%%%%%%%%%%%%%Hybrid NMA %%%%%%%%%%% 
KH=zeros(offset2); 
MH=zeros(offset2); 
 
for i=1:num_of_pm % first summation symbol - point mass 
    for j=1:num_of_cluster % second summation symbol - rigid cluster 
        eval(['num_sample=size(c',num2str(j),',1);']) 
     eval(['cb=c',num2str(j),';'])  
        for w=1:num_sample % thrid summation symbol - residues in cluster 
            beta=cb(w,1); % actual residue number of the second point 
            if k1(i,beta) > 0 
                gap=data(i,:)-data(beta,:); 
             Y=gap'*gap/(norm(gap)^2); 
                Q=Q4N(j,w);  %%check here 
                S=k1(i,beta)*Q'*Y*Q; 
                 
                Ma=S(1:3,1:3); 
                Mb=S(1:3,4:9); 
                Mbt=S(4:9,1:3); 
                Mc=S(4:9,4:9); 
                                
KH(3*(i-1)+1:3*i,3*(i-1)+1:3*i)=KH(3*(i-1)+1:3*i,3* (i-1)+1:3*i)+Ma; 
KH(3*(i-1)+1:3*i,6*(j-1)+1+offset:6*j+offset)=KH(3*(i-1)+1:3*i,6*(j-
1)+1+offset:6*j+offset)+Mb; 
KH(6*(j-1)+1+offset:6*j+offset,3*(i-1)+1:3*i)=KH(6*(j-1)+1+offset:6*j+offset,3*(i-
1)+1:3*i)+Mbt; 
KH(6*(j-1)+1+offset:6*j+offset,6*(j-1)+1+offset:6*j+offset)=KH(6*(j-
1)+1+offset:6*j+offset,6*(j-1)+1+offset:6*j+offset)+Mc; 
            end 
        end 
    end 
end 
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KT=KT+KH; 
 
%%%%% Eliminate Truncation Error to Make The Matrix Symmetric %%%%%%%% 
 
for r=1:1046 
    for c=r+1:1047 
        KT(c,r)=KT(r,c); 
    end  
end 
 
save KT KT 
 
%break 
x1=MT^(-1/2);  
for r=1:1046 
    for c=r+1:1047 
        x1(c,r)=x1(r,c); 
    end  
end 
save x1 x1 
clear all 
load KT 
load x1 
 
ST=x1*KT*x1; 
for r=1:1046 
    for c=r+1:1047 
        ST(c,r)=ST(r,c); 
    end  
end 
 
save ST ST 
disp('KT MT ST saved') 
  
%%%%%%%%%%%%End of hybrid NMA %%%%%% 
 
clear all 
clc 
load an 
load k1n 
load nc 
load mn 
% load mass1 
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load ctofmass1 
 
data=an; 
 
k1=k1n; 
 
m=size(data,1); 
 
num_of_pm=560;      %adjustment 
num_of_cluster=5;   %adjustment 
 
offset=3*num_of_pm; 
offset1=6*num_of_cluster; 
offset2=offset+offset1; 
 
load ST 
load x1 
[v1,d]=eig(full(ST)); 
save v1 v1 
save d d 
 
[Y,I]=sort(diag(d)); 
v_sort=[]; 
for i=1:offset2 
    v_sort=[v_sort;v1(:,I(i))']; 
end 
v_sort=v_sort'; 
d=Y; 
v=x1*v_sort; 
 
save v_sort v_sort 
save v v 
save d d 
 
for i=1:offset2 
wn_lfh(i,1)=sqrt(d(i))/2/pi/3e10; 
end 
save wn_lfh wn_lfh 
 
 
%%%%%%%%%%%%% converting into Cartesian coordinates %%%%%%%%%% 
 
for w=1:offset2 



 
 

90

for i=1:num_of_cluster 
    eval(['load c',num2str(i)]) 
    eval(['c=c',num2str(i),';']) 
    k=size(c,1); 
    cdelta=v(6*(i-1)+1+offset:6*i+offset,w); 
    trans=cdelta(1:3,1); 
    orient=cdelta(4:6,1); 
    R=expm(Jmat(orient)); 
    for j=1:k 
    data_new(c(j),:)=(data(c(j),:)-ctofmass1(i,:))*R'+ctofmass1(i,:)+trans';    
    end 
end 
% %  
for i=1:num_of_pm 
     data_new(i,:)=data(i,:)+v(3*(i-1)+1:3*i,w)'; 
end 
% %  
for i=1:m 
    delta1(3*(i-1)+1:3*i,w)=(data_new(i,:)-data(i,:))'; 
end 
%  
end 
 
% % Grandschmidt and convert to original order for comparison %% 
save delta1 delta1 
delta2=gramschmidt(delta1); 
save delta2 delta2 
eig_converter('delta2') 
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