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The same procedure is done for EM side-channel but only with 6,000 inputs. Figure 6.10 

shows the watermark in smartcard detected using EM probes. 

 

 

 

Figure 6.12  Watermark in Smart card detected using EM side-channels. 

The top graph shows the watermark in the time domain. The bottom 

graph shows the zoomed version. 
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Figure 6.13  Watermark in Smart card detected using EM side-channels. 

The peak shows the correct key is the 50
th

 key guess. 

6.4.2. Hardware Watermarks 

For hardware watermarks we have used FPGAs where we have implemented 

designs that will follow the watermark model explained in section 6.1. We have used the 

same combinational function as in [47], a 128-bit secret key which we have set to all FF, 

and for the leakage generating circuits we have used 10-bit shift registers which uses the 

combinational function output as its enable signal. We have random logic before and 

after the watermark so as to provide a relatively realistic model of how the design could 

be in commercial products. We provide a number of different inputs from the Control 

FPGA and a trigger signal through a serial connection and make the Core FPGA perform 

the operations in the design and watermark and capture the EM traces. We then perform 

correlation based analysis on the obtained traces to detect the watermark inserted. The 
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following figure shows the watermark with secret key 128‟h FFFFFFFF FFFFFFFF 

FFFFFFFF FFFFFFFF.   

 

Figure 6.14 Watermark in FPGA detected using EM side-channels. The 

peak shows the correct key is FF. 

 

We required 15,000 traces to find the watermark. Although the CC was around 

0.07, we could clearly see the watermark with the unique ID of all FF. With more number 

of traces, the CC could increase and mainly the clarity of the peak against the other 

incorrect CC will be better. That is to say, the incorrect CC will go down as we increase 

the number of traces as unwanted noise will get averaged out.  

In this implementation of hardware watermarking, we have connected the leakage 

generator output to an IO pin of the FPGA. We use a number of leakage generating shift 

registers but connect only one of it to an IO pin, primarily to give more signal strength 

and also to prevent our design from getting trimmed. When we do not use IO pins, the 

EM radiations created does not have enough strength for us to detect the watermarks. In 

this implementation we have made use of EM radiations from the FPGA and not the 



 

72 

 

waveforms at the IO pins as we have done in the Trojan implementation. So this is EM 

side channels detection for Watermarking. But we have connected the logic after the 

watermark to an IO pin so that the Xilinx ISE does not remove the underlying logic and 

in the process the whole design due to optimization. The Xilinx ISE checks for logic that 

does not drive or not getting driven and tries to minimize the logic. So in order for it not 

to “Trim” the designs and remove our whole design, we need some part of the design that 

is connected to IO pins or that drive logic that are connected to IO pins. All the other 

underlying logic and other instances of shift registers are prevented from getting 

optimized by the usage of “KEEP” property. But the Xilinx ISE did not allow all the shift 

registers to use KEEP property, as it then removed the logic saying there is no design that 

driving other logics.  

This implementation trick gives more EM side channel and also helps the design 

to get synthesized and perform what we wanted it to do. Although, this implementation 

trick provides an added advantage for the EM radiations as IO pins in general provide 

more EM radiations. So though this implementation uses EM side-channel to prove the 

concept of watermarking, it makes use of the leverage caused by IO pins. We must 

concede that this procedure cannot be followed in real watermarking systems as this will 

not be small enough to hide, as the attacker can sense there is a high radiating signal and 

can lead to him checking the designs for watermarks. In this sense this cannot be termed 

a real Side channel usage, but this makes use of the EM side channels and can be termed 

a prototyping model for EM side channel based watermarking. In order to move ahead 

from such a prototyping to a “real” Side channel analysis, one must make sure the 

watermarking does not use advantage from the IO pin. Future work can target this by 
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making custom boards as in the case of ASICs and also maybe depackage the FPGA chip 

as this will increase the signal to noise ratio and prevent using the IO pins. 

6.4.3. Comparison of Results 

In this section we compare how the EM side-channel fares against Power side-

channel. We consider three different platforms with varying levels of noise and 

interference.  

The microcontroller setup is specifically made for power analysis which has two 

PCB boards with isolation to avoid power noise sources. We used the EM side-channels 

available from the top of the microcontroller as well as a place near the resistor. From 

Table 6.1 and Table 6.2, we can see that even though the setup is made for power, the 

watermark can be detected using EM side-channels with the same number of traces 

(1,000), if the EM probe is placed near the resistor.  We can see that with 5,000 traces, 

EM side-channels can be used to find the watermark just by placing the probes on top of 

the microcontroller. This setup for EM side-channels does not even need decapsulation of 

the microcontroller (which drastically reduces the noise levels and provides better signal 

strength). We now see that the Coefficient correlation for finding the correct peak, which 

confirms the detection of watermark, is at just 0.3 to 0.4 for EM side-channels near the 

resistor, and 0.04 for EM side-channels on top of the microcontroller. This CC value will 

increase when de-capsulation of the microcontroller is possible. But it should be noted 

that the watermark can be detected with EM side-channels even with setups custom made 

for power analysis. 
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Table 6.1. Comparison of number of traces for Microcontroller 

Side-channel Number of Traces 

EM near resistor 1000 

EM on top uC 5000 

Power 1000 

 

 

 

Table 6.2. Comparison of CC for Microcontroller 

Side-channel Correlation Coefficient 

EM near resistor 0.3 to 0.4 

EM on top uC 0.04 

Power 0.8 or 0.9 

 

 

Table 6.3. Comparison of number of traces for Smartcard 

Side-channel Number of Traces 

EM near resistor 10000 

EM on top Smartcard 5000-6000 

Power 10000 

 

 

Table 6.4. Comparison of CC for Smartcard 

Side-channel Correlation Coefficient 

EM near resistor 0.08 to 0.1 

EM on top Smartcard 0.1 to 0.12 

Power 0.08 to 0.1 
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The Smartcard setup is not specifically made for power analysis. There is no 

isolation of power supply, which will help the power analysis.  We used the EM side-

channels available from the top of the Smartcard as well as a place near the resistor. From 

Table 6.3 and Table 6.4 we can see that the watermark can be detected using EM side-

channels with 5,000 traces, whereas the power side-channels require 10,000 traces.  We 

can also see that the Correlation Coefficient for finding the correct peak, which confirms 

the detection of watermark, is almost equal and in fact 20% percent more than that 

obtained from power. This is a setup with noise to both EM and power where we can find 

that EM side-channels perform better in terms of effort required. Regarding the hardware 

watermarks, we could find the watermark with EM side-channels but we could not find 

the watermark using Power side channels with the existing setup where we just de 

soldered the coupling capacitances.  

6.5 Robustness Analysis 

In this section we will analyze how secure the inserted watermarks can be. This 

can be known by studying the possible attacks that the watermarks can be subjected to 

and mainly what their vulnerabilities are. As we know, the watermarks are assumed to be 

inserted by the owner of the chip or design under test. An attack in this scenario could be  

 Removing the watermark from the original design 

 Hiding the watermark so that it can‟t be detected by the owner/ verifier 

 Creating new watermarks that can offset the original watermarks 

 The concept of watermarking has long been used for audio, video, and digital 

content. In such watermarks, there are four classes of attacks that could be carried out:  
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 Robustness Attacks 

In the case of image watermarking, Robustness attacks are those attacks that try or 

attempt to diminish or remove the presence of watermarks but try not to affect the 

original content. These can be accomplished by signal processing like filtering, resizing, 

and scanning, or analytic or algorithmic attacks like collusion attacks that combine 

different versions of the image to get a new image which inherently reduces the strength 

of watermark, making it difficult to be detected. 

 Presentation Attacks 

This type of attack is where the watermarked image or digital content by itself is 

targeted and thus there is no need to hide or diminish the strength of the watermark. This 

will help in fooling an automated detector by giving wrong information if the automated 

detector is specifically looking for the watermark at a specific place in the content. 

 Interpretation Attacks 

This type of attack is where the attacker can insert his own watermark and claim 

ownership. It will be difficult to find out whose watermark is original when both the 

watermarks have equal strength. This could again lead to argument, as there is more than 

one watermark in the same design  

The attacker could also try to insert a watermark that can actually perform the 

inverse function of the original watermark thereby reducing its strength and hiding the 

original watermark.  

 Legal Attacks 

This type of attack, as the name indicates, is mainly from the legal perspective 

and has nothing to do with the watermark design and insertion. These attacks mainly 
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depend on the laws of copyright and ownership, credibility of owner, and the attacker 

among other things. 

 In all the above mentioned attack options we can see that there has to be some 

knowledge of the presence, place, or type of the watermark for the attacker to succeed or 

it will very time consuming or impossible. So the first assumption is that the design will 

be kept secret by the owner and also small. Since this is the Identity of the IP that is in 

question, we assume that each company will be provided with different IDs/ keys space 

(so that many devices are watermarked). The main thing here is to keep the key/ unique 

ID secret. The other assumption is that there are no insider attacks. The watermarks will 

definitely be vulnerable to insider threats and can even be converted to become a Trojan 

as discussed in the previous chapter. This will lead to leaking out the secret ID which 

could be an IP breach, as this will provide the information to the attacker, who in this 

case is the illegal user who tries to copy the original design. If the attacks require more 

efforts and more time than that could be practically affordable, they will be called 

unbreakable in terms of cryptography. 

Considering the above mentioned assumptions, we will now look into the 

different methods in which the inserted hardware and software watermarks could be 

attacked or rendered useless. 

6.5.1. Reverse-engineering attack 

This is similar to the robustness attack previously discussed where the aim is to 

find the watermark inserted in the design.  
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In the case of software watermarks, we have the watermark written in assembly 

level language. In order to reverse engineer, the attacker has to find the watermark once 

she has access to the assembly level code. Even if the attacker has access to it, finding a 

set of instructions that perform a specific operation is very difficult in assembly level, as 

this is not as straightforward as in higher level languages, such as C and Java. Also the 

watermark inserted is very small. Finding a watermark that is of less than 10 instructions 

will be practically very difficult when the original code is very huge. The amount of 

effort required will be so high that it is not worthwhile for the attacker to reverse engineer 

the assembly level watermark.  

In the case of hardware, reverse engineering is a field in itself and is very difficult 

for an attacker, as it requires a large investment in effort and various special equipments 

are required. There are a series of steps to be followed to remove the chip layer by layer 

in order to access the design and wiring connections to know watermark location and 

operation. If an attacker is motivated enough and has resources to tear down the chip, 

almost any chip is vulnerable, but in general, the watermarks can be assumed to be safe 

against such reverse engineering attacks. 

6.5.2. Side-channel attacks 

We have made use of the EM side-channel analysis principle for a constructive 

purpose but the same can be used by an attacker for finding the watermark. But the 

problem for the attacker is that he does not know the secret key and leakage circuit which 

we have assumed to be secret and company specific. The attacker‟s aim here will be to 

remove the watermark once he finds it to avoid further problems from the verifier/ owner. 
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The attacker can find this by analyzing the exact clock cycles where the watermark 

operation takes place and can try to find what instructions they are and remove it in the 

case of software watermarks. For hardware, he can alter the codes only in the design 

phase or even change the watermark to become a Trojan so that it leaks unwanted 

information which he could claim as his watermark.  

Though side-channel analysis proves to be a possible option for an attacker, again 

it will require considerable effort for the attacker if the key, leakage circuit, and 

combinational circuit remain secretive and mostly small so that the side-channel 

information is not provided to the attackers without special equipments to reveal them. 

When the combinational function and key space are large, it is practically impossible for 

any attacker to find the watermark without inside knowledge. 
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CHAPTER 7 

CONCLUSION AND FUTURE WORK 

7.1. Conclusions 

In this work, we have made use of side-channel analysis (mainly EM analysis) to 

attack FPGA with encryption algorithms, and also used it for Watermarking applications 

for microcontroller, smart card and FPGAs. We have used EM side-channels to make use 

of the advantage of not requiring the resistor to be placed in the power supply path, as 

this helps in the automation of watermarking applications for a manufacturer. The EM 

side-channels will require just an EM probe to be placed near the chip in use and does not 

require any modifications to the supply path or the design under test.  This work required 

creation of setups for Attacks and Defenses using side-channel specific probes and 

hardware. We have made use of MATLAB for all the processing and supply of inputs in 

the case of microcontrollers and FPGA. We have also made use of C for the smartcard 

environment which uses Microsoft PC environment, WinScard libraries and functions. 

We have also made use of AVR studio for the codes in assembly level language for the 

Smartcards. This is the first time that EM analysis is used for watermarking and also 

hardware Trojans.  

What we have found out is that EM side-channel analysis, like Power analysis, 

can be used to attack secret keys, insert, and detect watermarks in both hardware and 

software. Although EM analysis requires more effort in terms of signal processing and 

number of hours spent in capturing traces and analyzing, it is pretty effective in finding 

out the secretive information and protecting them. We found that in terms of hardware 
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with noise interference, EM side-channels can provide equivalent and sometimes better 

results when compared to power analysis, which was evident from the correlation co-

efficient obtained from the detection of the watermarks in terms of smart card. Also, 

since this thesis was the first work in terms of actual hardware for our lab, all the required 

setup was developed and at this point provides setup for both smartcards and FPGAs.  

7.2. Future Work 

In this work we have made use of the near field EM side-channel information for 

both software and hardware watermarking and attacks. The main advantage of EM side-

channel over Power side-channel is localization, where one can use a number of very tiny 

EM probes that can actually touch or monitor the contact pins in terms of hardware. Due 

to time and resources, we did not focus on utilizing this property of EM side-channel and 

this is a possible future direction in terms of the work carried out here. Also the work 

here increments and provides support for the work carried out by power side-channels 

and is the first work with EM side channels in the case of both microcontroller and 

contact based smartcards. A possible future direction would be to carry out the EM 

analysis on contactless smartcards and RFIDs where EM side-channels can play a big 

role.  

This work concentrated on using only the side channel that is emanated from the 

design under test. Future works could possibly address the fact that the side channel 

information could be used for communication between two designs under test. Future 

direction could also try to study the usage of side channel information for 2 way 

communication and not just that is emanated. We could possibly insert side channel into 
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the design under test [49]. This could potentially lead to more security concerns. This 

would potentially lead to certain specifications to be followed while manufacturing 

hardware and implementing designs so as to allow (and reject)  information coming into 

the designs.  

In our group, we have been using passive analysis in all our work. We could 

possibly move into the direction where we could actively tamper with the designs, build 

equipments for fault injection type of attacks. This would require sophisticated 

equipments which could see through the layers of a chip. This would need a lot of effort 

and money to be invested, but would be necessary in order to specialize in all forms of 

security research. 

The setup used in this work although being cheap and easy to construct, is very 

basic and mostly not noise tolerant. With better resources and more time, clean custom 

setups for EM side channel can be used in the future. A possible direction is to have a 

separate lab space exclusive for side-channel measurements. Usage of a faraday cage 

could help in mitigating noise from the environment. Multiple tiny probes could be used 

at different parts of the design under test to obtain more information. 
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