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Results

Each of the panels of Figure 2 present individual

data on the choice of foraging area during consecutive

sessions- Beginning at the top and continuing downward

each point represents the choice made on Trial 1 , Trial 2

,

and so on. When the left foraging area was chosen on any

trial the point for that trial was entered under the

column labelled L; when the right foraging area was chosen

on any trial the point was entered under the column

labelled R. From the left most panels it can be seen that

each bird shows a distinctive and recurring pattern of

choices during equal density baseline condition. A bird

spent a typical number of trials foraging in one area

before switching to the other area where an equal number

of trials was then spent foraging . By looking at the next

panels it can be seen that birds continued this pattern of

alternating equal length foraging bouts when the differen-

tial density condition 40:10 was first begun. Only gra-

dually did the number of trials spent per foraging bout in

the 40 area increase and the number of trials spent per

foraging bout in the 10 area decrease. When criterion

behavior was reached each bird spent a long foraging bout

in the 40 area then switched to the 10 area for one trial

and immediately switched back to the 40 area for another

long foraging bout. The switches to the 10 area occurred
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following trials on which prey were obtained, while

switches back to the 40 area occurred regardless of

whether or not a prey had been obtained (see Table 2).

On each differential density condition the pattern

of choices followed this same overall process of change.

The rate at which the pattern changed varied as a function

of the differences in density between the two foraging

areas . The smaller the differences in density between

areas, the longer it took the birds to adjust their beha-

vior (see Figure 3). Although there was considerable

variation between jays in the number of trials required to

meet criterion, each jay was remarkably invariant in how

long it took to adjust to each density condition across

replications of the experiment.

The number of prey obtained during criterion

sessions was found to vary as a function of density (see

Table 3 ) . The higher the density in the more profitable

area, the greater the number of prey the jays obtained;

and, the less time the jays required to select foraging

areas (see Table 4).

Discussion

The results of this experiment provide information

on the manner in which blue jays adjust their behavior

when offered a choice between two foraging areas con-
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TABLE 2

PERCENTAGE OF SWITCHES DURING CRITERION
SESSIONS ON WHICH EACH JAY CHANGED
FORAGING AREAS IMMEDIATELY AFTER

OBTAINING A PREY

40 :: 10 35 :: 15 30 :; 20 25 :; 25

Jay 20 93 13 91 19 96 14 91 93

Jay 31 89 13 85 17 90 22 91 83

Jay 34 96 25 96 12 98 24 95 98
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Figure 3 . Number of trials to criterion for each
jay in each replication of each density condition.
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TABLE 3

AVERAGE NUMBER OF PREY OBTAINED BY EACH JAY DURING
CRITERION SESSIONS AT EACH DENSITY CONDITION

40:10 35:15 30:20 25:25

Jay- 20 29 27 22 20

Jay 31 26 24 23 19

Jay 34 29 26 23 21
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TABLE 4

AVERAGE NUMBER OF SECONDS FOR EACH JAY TO SELECT A
FORAGING AREA DURING CRITERION SESSIONS

40 : 10 35 : 15 30 : 20 25 : 25

Jay 20 2.2 2.9 3.5 3.4

Jay 31 1.5 2.2 2.6 2.5

Jay 34 1.5 1.8 1.8 3.1
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taining different prey densities: 1) the jays prefer to

forage in the area of higher prey density, other things

being equal ; 2 ) the jays develop this preference over

time, requiring more time the smaller the density dif-

ferences between the areas -

The first result is not unexpected . It is already

known that various avian predators tend to concentrate

their foraging behavior in areas of high prey density

(e.g., field studies by Gibb, 1958; Goss-Custard, 1970,

1977; and laboratory experiments by Smith & Dawkin, 1971;

Smith & Sweatman, 1974; Zach & Falls, 1976; Krebs,

Kacelnik, & Taylor, 1978). The second result is more

interesting since it implies that jays must learn about

the difference in density between the two areas. Although

these data are not reported in Krebs, Kacelnik, and Taylor

(1978) or in Kacelnik (1979), Krebs (personal

communication ) reports that many of the birds in these

experiments switched from sampling to exploitation

gradually.

The finding that exploitation is acquired gra-

dually is important. This contradicts many optimal

foraging models which predict a discontinuous function

(e.g. Emlen & Emlen, 1966; MacArthur & Pianka, 1966;

Schoener, 1971). The failure to find such an all-or-none

function has been reported in numerous studies on prey



selection (Willson, 1971 ; Reichman, 1977; Krebs, Ericksen,

Webber & Charnov, 1977; Kaufman & Collier, 1981). This

result has usually been explained in terms of failure to

discriminate or employment of an adaptive strategy which

enables the animal to monitor a changing environment

(e.g., Emlen & Emlen, 1975).

Thus far, ecologists have collected little infor-

mation (see above) on the ability of individual predators

to discriminate between profitable and unprofitable

foraging areas . And, one ecologist (Pulliam, personal

communication) reports that acquisition data are often

not collected at all. Much more attention needs to be

given to the problem of how information required to forage

in an efficient manner is acquired.

The results of this experiment do provide infor-

mation on the events which precede switching during

sampling and exploitation. Unlike the experiment of

Kacelnik (see Kacelnik, 1979, p. 105; Krebs, Kacelnik, &

Taylor, 1978, p. 31 ) which resulted in tits tending to

switch after a run of bad luck, the present experiment

resulted in jays tending to switch after finding a prey

.

Although there were many differences in procedure (e.g.,

tits were required to make one hop to complete a trial

;

jays were required to complete several response intervals

each trial), one difference which seems especially impor-
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tant was the baseline conditions used between experimental

conditions

.

In Kacelnik's experiment both reward rates were

7.5% during baseline conditions- The sum of the two

reward rates is considerably lower than the sum of the two

reward rates during experimental conditions (i.e., 15 vs

50). The low rates were used because they were found to

be effective in neutralizing preference (Krebs, Kacelnik,

& Taylor, 1978, p. 29). Apparently, tits did not respond

equally often at the two feeders when the reward rates

were similar to those used in the experimental conditions

(Kacelnik, 1979, p. 95). This suggests some persistence

in staying with the "most" profitable feeder unless the

change in reward rate was large. Such persistence in

remaining at a feeding area was also reported by Smith &

Sweatman (1974) who used tits in their experiments on pro-

fitability. These results imply that tits might bring a

di f ferent sampling strategy into an experiment than jays

do or that the tits learn a different sampling strategy

during low density neutralization than jays do during a

higher density baseline.

When exposed to neutralization, tits experienced

only a 7.5% reward rate, so many responses were

unrewarded . Given the tit now has long runs of unrewarded

responses, this sequence of events could be a statistical



fluctuation in the reward distribution but it might be

that the reward distribution has changed and the response

is no longer effective. Thus, the problem becomes one of

how long to persist when responses no longer yield

rewards . The tits must decide how many unrewarded respon-

ses should be made if energetic returns are to be

maximized. The optimal solution for this sort of problem

involves persisting for more trials in the face of failure

when probability of reward is low than when it is high

(McNamara & Houston, 1980).

In the present experiment the jays were very unli-

kely to be faced with a long run of unrewarded responses

during baseline conditions since reward rates were 25%.

Given all conditions that summed to 50% , the problem is

not one of persistence. It is more likely to be a problem

of deciding if the reward rates differ from 25:25. It

would appear that the jays 1 strategy should be to forage

in one area until reward is obtained and then forage in

the other area until reward is obtained, since each

sequence of trials serves the dual purpose in giving a

possible reward and providing information on the true

value of reward rate. The optimal policy is truly sequen-

tial taking into account the outcome of previous trials.

Given the different problems the tits and jays

were faced with during baseline, it is likely that dif-
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ferent strategies used during sampling were those acquired

during baseline.



CHAPTER IV

EXPERIMENT II

Often the quality of a foraging area changes as a

result of the activity of the predator. The predator may

significantly deplete the area it is foraging in. This

could be the direct result of exploitation (e.g., eating

the prey ) or as a result of the predator 1

s general acti-

vity (e.g., prey leaving the area). The consequence of

depletion is that the expected rate of food intake within

the foraging area declines as a function of the time spent

there (Charnov, 1976). By staying too long, the predator

achieves a lower expected rate of intake than could be

achieved by moving to another area. In order to maximize

the expected rate of intake the predator should move to

another area whenever the expected rate of intake in the

current area drops below the average across the

environment

.

Since there are few experimental studies of prey

depletion (e.g. , Krebs, Ryan, & Charnov, 1974) , experiment

II was a first attempt to determine experimentally if a

predator is sensitive to the depletion of prey within a

foraging area. The blue jays were faced with two foraging

areas: one depleting density area, and one constant

33
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density area whose density approximated the average value

of the depleting area.

Method

Each jay was given sessions on an equal density

baseline condition (30:30) until the jay chose each set of

keys equal ly often. Then the prey density available on

the left set of keys was changed to simulate a depleting

area. This was done by having each block of 10 con-

secutive slides contain fewer and fewer moths: 6 out of

the first 10 contained moths, but only 4 out of the next

10, 2 out of the next 10, and 0 out of the next 10. The

prey density on the right set of keys remained unchanged

in order to simulate a nondepleting area. Each block of

10 consecutive slides contained 3 moths.

Results

Figure 4 presents session by session data on the

number of switches made by each jay and on the number of

prey that each jay obtained. It can be seen that the

number of switches decreased gradually and that individual

birds decreased the number of switches at markedly dif-

ferent rates. The data indicate that the jays adjusted

their behavior in response to prey depletion in two

characteristic ways. Jays 34 and 40 showed a rapid
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Figure 4. Session by session data on the number of
switches (S) made by each jay and on the number of prey
(T=total , D=depleting, ND=nondepleting) that each jay obtained

.
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decrease in the number of switches made per session and at

the same time showed an increase in the number of prey

obtained per session. This increase occurred largely

because of an increase in the number of prey obtained from

the nondepleting area. Jays 20 and 3 1 showed a higher

rate of switching and a greater amount of variability in

the number of switches made per session and showed no

decrease in the number of switches until the fifteenth and

twentieth sessions, respectively. Then, the number of

switches decreased gradually over the next five sessions.

Over the experiment the total number of prey that these

jays obtained fluctuated from session to session but

showed little increase. Jay 20 obtained from 17 to 20

prey per session and Jay 31 obtained from 16 to 20 prey

per session. The number of prey obtained in the depleting

area was approximately 12 prior to the decrease in

switching and then dropped to approximately 10. At the

same time the number of prey obtained in the nondepleting

area increased from approximately 7 to 10,

Over the last five sessions of the experiment when

the jays were making only one switch per session their

foraging patterns were very similar. All jays began

foraging in the depleting area, then moved to the non-

depleting area. Before making the switch, individual jays

obtained a fairly constant number of prey although
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spending a variable number of trials (see Figure 5). The

jays required less time to chose foraging areas in these

last five sessions than in the first five sessions ( see

Table 5 ) .

Discussion

The situation in this experiment simulated the

resource depression problem described by Charnov, Orians,

and Hyatt (1976). The rate at which prey could be

obtained in the depleting and nondepleting foraging areas

was comparable in the long run (over all the trials in the

session) but differed in the short run (from one part of

the session to the other) because of the distribution of

patches contained prey. Since the data are not confounded

by prey preferences, differences in palatability of prey,

ease of capture or handling time as in the case of field

studies (e.g., Goss-Custard, 1970; O'Connor & Brown,

1977), the results clearly indicate that jays can adjust

their foraging pattern in response to prey depletion.

In the field a predator faced with declining prey

population has essentially three options: 1) The predator

can move elsewhere to hunt for its preferred prey (These

movements could be local or long-distanced depending on

how far reaching the prey depletion is). 2) The predator

can change its diet by turning to some other prey not pre-
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Figure 5. Number of prey obtained and number of
trials made in the depleting area by each jay before
switching.
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Fig. 5.



TABLE 5

AVERAGE NUMBER OF SECONDS FOR EACH JAY TO CHOOSE A
FORAGING AREA OVER THE FIRST AND LAST FIVE SESSONS

First Five Last Five

Jay 20 10.9 6.3

Jay 31 9.5 6.8

Jay 34 4.9 2.6

Jay 40 4.1 2.7
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viously taken for some reason (e.g., prey is of low pala-

tability or requires greater capture and/or handling

effort) . 3 ) The predator could exploit its current prey

type more extensively by taking prey it previously ignored

for some reason (e.g., small size). In the present

experiment only the first option was available. And, the

jays did indeed adjust their foraging pattern.

Acquisition data indicate that the jays rapidly

learned to begin each session by foraging in the depleting

area which was initially of higher density than the non-

depleting area. Learning where to search appears to

involve both returning to a specific area and remaining in

that area after finding prey items (Croze, 1970). Alcock

( 1973 ) has experimentally demonstrated that red-winged

blackbirds first search locations where food has been

found in prevous sessions before searching other loca-

tions. Croze (1970) has discovered that after finding a

bait wild crows altered their searching pattern by con-

centrating their searching in the area of the find. Such

behavior has also been reported for thrushes (Smith, 1972)

and for captive ovenbirds (Zach & Falls, 1976).

Whenever faced with a clumped prey population the

predator can enhance the likelihood of further captures by

remaining in the vicinity of a capture. For the jays the

prey distribution in the depleting foraging area was



essentially a clumped distribution. And, given that the

clump "ran out" as prey were captured, the jay was faced

with deciding when to leave. Two approaches have been

taken in modelling such a problem. One is to construct a

simplified model of what predators have been observed to

do. A notable example is the suggestion by Gibb (1962)

that titmice hunting for insect larvae hidden in pine

cones learn how many larvae to expect in different

localities ; and slacken their search when the expected

humber of larvae have been taken from the cones. The

other approach is to assume that the predator is an opti-

mal forager and to derive the optimal strategy. Charnov

(1973, 1976) shows that a predator which is searching

optimally, in the sense of maximizing its net rate of

energy, will leave a patch when the net rate of energy

intake in the patch drops to the overall average rate for

the habitat.

Data from this experiment do not support a fixed

number strategy in the strict sense of taking the same

number of prey and leaving immediately after that number

has been taken. Once the nth prey had been obtained the

jays persisted for an additional trial. If the trial was

an unrewarded trial, then the jay switched foraging areas.

If the trial was rewarded, then the jay persisted until an

unrewarded trial occurred and then switched foraging
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areas

.

Prior to the present study the only experiment on

prey depletion that investigated the type of strategy used

was Krebs, Ryan, and Charnov (1974) who studied the black-

capped chickadees search for mealworms on artificial pine

cones. They found that the giving up time, defined as the

interval between the time that last prey was captured and

the time the forager left the patch, was nearly constant

for all patches despite the fact that the amount of food

varied between patches. In low density patches there were

1 to 6 prey and in high density patches there were 3 to 12

prey . In the present experiment the amount of prey in a

foraging area was always constant. In this situation it

was found that jays appeared to leave the area on the

basis of a number expectation. It appears that the amount

of variance in the spatial distribution of prey is criti-

cally important in determining the optimal strategy (see

Green, 1980; and Iwasa, Higashi, & Yamamura, 1981 for

mathematical models )

.

In order to determine the prey distribution, the

jay must assess the variability. Green (1980) has mathe-

matically demonstrated that assessment of patch quality is

especially important in the case where patches tend to

have no prey at all or many prey and that assessment of

patch quality does no good when the number of prey varies
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very little. If the distribution of successive encounters

with food items is hump shaped, as in the case of Gill and

Wolf (1977) , the encounter process does not behave as a

Poisson process ; thus , the marginal value theorem (Charnov,

1973; 1976) is an inappropriate model for such cases.

Rather than using a continuous variable to model the accumu-

lated food intake, a discrete variable should be used

(e.g. Oaten, 1977) .



CHAPTER V

GENERAL DISCUSSION

The ultimate biological answer to why animals move

about as they do is that the resources necessary for the

survival and reproduction of the genotype are not all

found at the same place, and that those individuals who

are capable of surviving and reproducing in the wild must

be capable of getting from one place to another and of

apportioning their in various places in accordance with

the spatiotemporal distribution of resources and their own

biological requirements. The question is, how do they

accomplish these feats? How do they manage to come as

close as they do to optimal strategies?

Given a predator that searches for prey which are

distributed in discrete patches, the problem becomes when

to leave one patch and move to another. Charnov (1976)

has constructed a model for the patch persistence problem.

He assumes that the predator visits many patches and

depletes each patch as it forages. The optimal forager

should leave each patch when the rate of food intake from

the current patch drops to the average rate of food intake

across the environment. Oaten (1977 ) has criticized this

model stating that the laws of large numbers which justify
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many deterministic models in biology, will not cause the

accumulated consequences of the deterministic optimal pro-

cedure (based on average information) and the stochastic

procedure (based on specific information) to converge

.

One can expect the two to be different since the uncer-

tainty concerning the true state of nature can be an

important factor in the stochastic case. So, the optimal

procedure must take account not only of what the state

seems to be (e.g., the conditional expected capture rate)

but also of what it might seem to be in light of further

information (e. g. , if there is one more capture)

.

Initially the predator has no information about

the quality of a patch. The major problem here is how to

determine the optimal time for leaving the patch by esti-

mating the number of prey remaining given the number

already taken. Since searching for prey serves as a cen-

sus for the number of prey that exists in the patch, when

a predator finds a prey its estimate for the number of

prey orignially present in the patch increases.

Nevertheless, the estimate decreases by one after the prey

is taken. The balance between these two tendencies

changes with the distribution of prey. Recently Iwasa,

Higashi, and Yamamura (1981) developed a mathematical

model which demonstrates these changes: under a regular

distribution (i.e., binomial) the tendency to decrease the
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estimate is greater, so the estimate goes down at the

moment of capture. When the distribution is contagious

(i.e., negative binomial ) the tendency to increase is so

great that the estimate jumps up each time a capture is

made . And, whenever the distribution is random (i.e.

,

Poisson ) the two tendencies cancel each other, so the

estimate of the remaining prey decreases exponentially

with time regardless of the number of prey captured

.

Since the functional form of the estimate changes

with the distribution of prey, the corresponding strategy

changes too. For example, when the distribution is regu-

lar the estimate is a function of the number of prey

found. Thus, the predator should leave the patch when a

fixed number of prey have been found. When the distribu-

tion is contagious, the estimate is a function of both the

number of prey found and the time interval between suc-

cessive captures. And, since the typical contagious

distribution has many empty patches and a few highly con-

centrated nonempty patches, the time since last capture is

the best estimate of when patch has been depleted.

Finally, whenever the distribution is random, the estimate

is a function of time only. So, in this case, the optimal

strategy is a fixed time strategy.

Such an emphasis on the distribution of prey is

especially important in light of the present studies.



Their results indicate that the optimal strategy for

leaving a foraging area may vary in the manner suggested

by Iwasa, Higashi, and Yamamura (1981). A satisfactory

explanation of the different behaviors observed must deal

with the spatial distribution of prey items as experienced

by the predator being studied and must include a careful

account of the individual predators while foraging

.

The procedure developed for the present studies

provides one technique for investigating a predator 1

s

response to prey distributions. The results from the

constant density experiment were very orderly . Although

there was considerable variation between birds in the

length of time it took to reach criterion, there are three

very positive features. 1) Each jay was remarkably

invariant in terms of how long it took to adjust to each

density condition across replications of the experiment.

2) The basic effect reported by Krebs, Kacelnik, and

Taylor (1978), and to be expected from the psychological

literature on probability matching (e.g., Uhl, 1963), was

clearly obtained . The smaller the differences in density

between the two areas, the longer it took the jays to

adjust their behavior. This result increases our con-

fidence in the validity of the technique . 3 ) The jays

were responsive to small density differences. This

suggests that this technique provides a sensitive way of
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measuring the preferences of the jays for prey which vary

along different dimensions such as cryptic ity

.

The results from the depleting density experiment

were also very consistent even though the jays varied in

the length of time it took to reach stabilization. The

results make two important points . 1 ) The jays do respond

to prey depletion. The fact that the jays adjusted their

behavior to short term prey depletion appears to indicate

the technique is a sensitive way of measuring responses to

changes in the spatial distribution of prey. 2 ) The jays

appear to use a hunting by expectation rule. This result

increases my confidence in asserting that the rule the

predator uses depends on the distribution of prey. This

technique provides excellent control over the presentation

of prey distributions and can therefore be used to deter-

mine the jays 1 rules for deciding when to leave a foraging

area.
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