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CHAPTER 1 

INTRODUCTION 

1.1 Background 

Standard setting has grown from relative obscurity thirty years ago to a prominent 

topic in psychometrics today. Standard setting is the task of deriving levels of performance 

on education or professional assessments by which decisions or classification of persons 

can be made (Cizek, 1993). Methods of standard setting attempt to dichotomize a range of 

test performance into definable categories. These categories may be as simple as pass-fail or 

more elaborate as seen in the state of Massachusetts, which uses four categories: advanced, 

proficient needs improvement, and warning. Therefore, standard setting is the delineation 

of examinee performance to differentiate between degrees of performance on an 

assessment. Each of these performance categories are separated by a point on the score 

scale called a cut score. Cut scores are developed by following a system of rules defined by a 

particular standard setting method. Popular standard setting methods include the Angoff 

method (Angoff, 1971), the modified Angoff method (Angoff, 1971), the bookmark method 

(Lewis, Mitzel & Green, 1996), and many more. Standard setting varies widely in practice 

and is used in areas from educational settings to credentialing exams to licensure tests. 

However, some researchers have noted that different standard setting methods produce 

different cut scores on the same test (Jaeger, 1991). 

 One of the most important aspects of standard setting is its use in making decisions. 

Some of the earliest standard setting procedures appear in China as early as 2000 B.C. 

where it was used for military entrance. Kane (1994) cites a biblical record that recounts 

one of the earliest accounts of standard setting: 
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Are you a member of the tribe of Ephraim?" they asked. If the man replied that he 

was not, then they demanded, "Say Shibboleth." But if he couldn't pronounce the H 

and said Shibboleth instead of Shibboleth he was dragged away and killed. So forty-

two thousand people of Ephraim died there (Judges 12:5-6). 

While standards set on tests today may not have stakes as high as those in this 

biblical passage, many tests are still considered high stakes assessments. High stakes 

assessments are tests that have important consequences for the examinee based on test 

score. For example, No Child Left Behind (NCLB, 2002) mandated high stakes assessments 

in educational programs across the nation. Often, a standard setting process is used to 

establish a pass/fail decision associated with high stakes testing. Since decisions associated 

with high stakes testing are frequently attached to a standard setting procedure, it is 

important that the procedure be accurate and well documented so decisions based on these 

standards are as fair and defensible as possible (Cizek, 2001). 

1.1.1 Overview of Standard Setting 

As previously defined, standard setting is the process by which cut scores are established 

that separate examinees into buckets based on definable performance categories. While the 

operational definition is simple and concise, the relationship between the operational 

definition of standard setting and the actual process in practice is much more difficult to 

define. Cizek (2001) stated that “psychometrics falls more along the lines of science, 

standard setting falls more into the social. Standard setting is perhaps the branch of 

psychometrics that blends more artistic, political, and cultural ingredients into the mix of its 

products than any other" (p. 5). This blend of science and art, politics and culture makes 

standard setting a very difficult and complex task that may results in inaccuracies. 
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 Although there are many different standard setting methods, Hambleton and 

Pitoniak (2012) outlined nine essential steps to setting performance standards that are 

applicable to the majority of standard setting methods. While the authors proposed these 

steps as important criteria for defensible standards, they also provided a detailed summary 

of the standard setting process. The steps in order are described below. 

1) Select a standard setting method and prepare for the first meeting of the panel. 

 In the first step of standard setting, it is important to select the type of standard 

setting method that will be used. Although some methods are more popular than others, 

each method serves a purpose and is applicable in certain situations. The majority of 

standard setting methods used today make judgments after reviewing assessment material 

and scoring rubrics (Hambleton et al., 2012). Hambleton et al. also mention that, in their 

personal experience, the method chosen is not as important as the implementation of the 

method because of various external biases that may influence cut scores such as training, 

panel, and administrator effects. The impact of these external sources of bias may come if an 

administrator controls the discussion in certain methods or a single panelist dominates the 

discussion during the standard setting workshop. If multiple panels are being used, then 

each panel facilitator needs to be trained so they manage their panels similarly. If panels are 

being facilitated in vastly different ways, there may be a large amount of variability across 

different panels due to a facilitator effect. The authors suggested that even the item 

presentation order may affect the outcome of the standards setting workshop. 

2) Choose a large panel that is representative of stakeholders and a standard setting 

method for the study. 

 The second step is concerned with selecting an appropriate number of panelists that 

is representative of the stakeholders in the assessment. For example, the National 
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Assessment of Educational Progress (NAEP) has a diverse group of stakeholders, from 

educators to policymakers. For that reason, the panelists for the NAEP include 70% 

educators, further broken down into 55% classroom teachers and 15% other educators, 

and 30% non-educators (Loomis, 2012). The educators may come from teachers, school 

administrators, curriculum directors or many other educational professions. The non-

educators include parents, policy makers, and employers (Loomis, 2012). As demonstrated 

by the diversity used for setting standards in the NAEP exam, it is important to select an 

appropriately diverse panel. 

3) Prepare descriptions of the performance categories. 

 Many authors have noted that there is increased attention given to selecting and 

defining performance level descriptors (PLDs; Huff & Plake, 2010; Perie, 2008). The 

increased attention is a result of the increased attention received by performance standards 

as well as the important role that PLDs play in setting accurate and valid performance 

standards (Perie, 2008). In every standard setting process, PLDs convey information about 

performance categories and in some cases describe the candidate that is appropriate for the 

category. Raters in turn use this information to help anchor scale points in the psychological 

judgment process. The development of these standards may differ in length and specificity, 

but a performance standard will outline what an examinee needs to accomplish in order to 

obtain the standard. 

4) Train panelists to use the method. 

 In order to obtain the most defensible and accurate standards possible, it is 

necessary to have an effective training for panelists. Panelists need to know about the 

standard setting methodology, the use of scoring rubrics, and the development of PLDs. 

Additionally, effective training may include practice rating sessions, taking practice tests, 
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reviewing the item pool, and even developing PLDs or descriptions of borderline 

candidates. It is not uncommon for training to take half a day or even more, depending on 

the complexity of the estimating process and description of the exam (Hambleton et al., 

2012; Hein & Skaggs, 2009). 

5) Collect ratings. 

 The fifth step described by Hambleton et al. (2012) is where many differences 

between standard setting methods are introduced. Raters review the information required 

by the standard setting method and provide the appropriate ratings. The process is 

relatively straight forward, if time intensive. This is often done privately at each panelist’s 

discretion. 

6) Provide panelists with feedback on their rating and facilitate a discussion. 

 During the sixth step, panelists review their ratings and receive feedback. The 

facilitator of the panel will often promote discussion among the panelists. This time is used 

for panelists to review and change their ratings if desired. 

7) Compile panelist ratings again and obtain performance standards. 

 After each of the panelists has finalized his/her ratings, all of the ratings are 

compiled and used to obtain performance standards. This is done by whatever process is 

required by the standard setting method. While calculating the performance standards may 

be a relatively quick process, the amount of time and effort in collecting, compiling and 

discussing performance standards may be quite long. If panelist’s judgments are paper 

based, then each panelist’s ratings must be entered into a computer. 
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8) Conduct an evaluation of the standard-setting process and recommend performance 

standards. 

 In the penultimate step, raters are provided with feedback surveys and asked 

descriptive information on their feelings and experiences during the standard setting 

process. The recommended cut scores obtained through the standard setting process are 

forwarded to policy makers as recommended cut scores, which can either be accepted or 

changed by this group. 

9) Compile technical documentation and validity evidence. 

In the final stage of setting performance standards, the suggested cut scores have 

been submitted, but the standard setting process is still incomplete. It is still necessary to 

compile validity information on the standard setting process and the corresponding cut 

scores. While more detailed information will be provided in the literature review on validity 

issues in standard setting, there are several important sources of validity evidence that 

should be considered. Kane (2001) suggested three important sources of validity evidence 

that should be collected after a standard setting session is complete. The first is procedural 

evidence. Procedural evidence is the extent to which the implementation of a standard 

setting method is consistent and well documented. This includes documentation of the 

selection of candidates and the standard setting process. The second is internal validity 

evidence, which is the extent to which a method is consistent with itself. Internal validity 

includes the relevance of the chosen method, consistency within the method, inter-rater 

consistency, intra-rater consistency and across-panel consistency. Finally, external validity 

evidence is the comparison of cut scores to an external criterion. This form of evidence is 

important and includes comparing a new method with an established method, comparing 

final categories of students with external information about the examinees, and reviewing 
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the reasonableness of standards by investigating the proportion of examinees placed into 

each performance category. 

Each of the nine steps provides an important function in standard setting, from 

selecting panel candidates to choosing a method. The defensibility of setting performance 

standards is greatly increased when each of these steps is implemented in the standard 

setting process. It should be noted that very few of the steps are actually collecting ratings 

and selecting a standard setting procedure. It is important that time is spent training 

panelists as well as collecting feedback on the procedure from the panelists. When 

developing new standard setting methodologies, it is important to investigate each type of 

validity evidence. Every standard setting process, including the method described in this 

paper, should adhere to these validity principles. 

1.1.2 Information Integration Theory  

Information integration theory (IIT) was proposed by Norman H. Anderson, a 

cognitive psychologist. It is a cognitive theory that is primarily concerned with how an 

individual integrates information from two or more stimuli to derive a quantitative value. 

The theory focuses on evaluating the unobservable psychological processes involved in 

making complex judgments. IIT is developed around four interlocking psychological 

concepts: stimulus integration, stimulus valuation, cognitive algebra, and functional 

measurement (Anderson, 1981). Each of these processes will be briefly described in this 

section and discussed in more depth in chapter II. 

Stimulus Integration 

How an individual internalizes and integrates information in thought is a core 

concept in IIT. It is rare for a thought or behavior to be predicted from a single predictor 
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variable or stimuli. The process of multiple sources causing a single behavior is called 

multiple causation (Anderson, 1981), and it is important to understanding how multiple 

variables are integrated to produce response. For example, when determining the loudness 

of a police siren, an individual might process the sound as two different stimuli: pitch and 

tone. Individuals may provide numerical judgments about the loudness of a sound 

differently based on changes in its tone and pitch, even if the decibel level remains constant. 

IIT studies how these variables are integrated and combined cognitively to form a final 

response. 

 Stimulus Valuation 

 Stimuli may either be physical or psychological. Physical stimuli can be observed 

and modified in experiments. Psychological stimuli are unobservable and it is difficult to 

assign a numerical value to these variables. IIT’s dominant concern is with psychological 

variables and obtaining quantitative values from unobservable psychological processes. 

Valuation in IIT is the process by which an individual processes information and arrives at 

conclusions. Two different people may respond differently to the same colors or light 

patterns since the value the hue or color saturation differently. Different loudness can be 

interpreted from a sound for two people, even if the sound was the same pitch and 

intensity. Valuation underscores these individual differences to show that differences in 

opinion are present due to the psychological evaluation process.  

 Cognitive Algebra 

 Cognitive algebra is a byproduct of integration. Many studies on cognitive algebra 

have shown that information integration often follows very simple mathematical rules. In 

unobservable neural pathways, the human mind is multiplying, averaging, subtracting, or 

adding stimuli together to arrive at a final conclusion. Returning to the example of the 



 9 

loudness of a siren, the perceived loudness of a police siren may be the tone of the siren 

multiplied by the pitch. In deciding how much an individual likes a president it may be as 

simple as adding all the approved platform agendas and subtracting all the bad platform 

agendas. When integrating information about motivation of workers, a manager may simply 

multiply the ability of an individual by their effort. Adding, subtracting, multiplication, and 

averaging are four simple algebraic models that have been used to demonstrate how 

individuals integrate multiple sources of information. 

 Functional Measurement 

 Functional measurement is the unification of several theories of psychological 

measurement. Inherent in the functional measurement theories are the psychophysical laws 

(valuation), psychological laws (integration), and psychomotor laws (responses) 

(Anderson, 1981). Each of these laws helps to evaluate how an initial physical stimulus is 

eventually converted into a numerical response. The psychophysical law investigates the 

relationship between physical stimuli and psychological qualities, like sensation and 

perception. The psychological laws employ cognitive algebra to combine the psychological 

qualities from the psychophysical law into a single, integrated judgment. The psychomotor 

laws apply to how the integrated psychological stimuli manifest in a physical or numerical 

judgment. A complete example will help solidify the concept of functional measurement and 

IIT. Suppose an individual wants to order a pizza. There are two factors that must be 

evaluated: the size of the pizza and the number of toppings. The person values information 

on the size of the pizza as fixed at $16 for a large. Similarly, the individual values a 

pepperoni topping at $2. This information is integrated using a cognitive algebra addition 

model. So the price of a large pepperoni pizza is equal to the price of a large pizza plus the 

price of a pepperoni topping. Therefore the final quantitative value for the price of a large 
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pepperoni pizza is $18. Although this example is simple, it provides information about a 

model that is currently used in decision theory and pizza pricing in the United States 

(Anderson, 1981).  

 IIT is a process whose purpose is to derive accurate quantitative values from the 

decision and judgmental process of raters. It uses statistical measures to validate equal 

interval scales that the judges are using and focuses on understanding the cognitive process 

of judges. Standard setting at its core is a judgmental task where raters are asked to provide 

quantitative values on a definable scale. The main focus and fundamental purpose of IIT 

appears as if it could be appropriately applied to standard setting. 

1.4 Statement of the Problem 

Mehrens and Lehmann (1991) highlighted the importance of standard setting by 

saying: 

Decision making is a daily task. Many people make hundreds of decisions 

daily; and to make wise decisions, one needs information. The role of 

measurement is to provide decision makers with accurate and relevant 

information… The most basic principle of this text is that measurement and 

evaluation are essential to sound education decision making.” (p. 3) 

 On the same note, Hambleton (1978) stated “I cannot see how instructional 

decisions can be made without the use of cut-off scores” (p. 281). Hambleton's statement 

emphasized that for policy makers to make a decision on criterion-referenced test, cut-off 

scores must be established. Since then, many psychometricians have stated the importance 

of standards in the decision making process (Cizek, 2001; Jaeger, 1991; Kane, 2001). At the 

same time, millions of examinees are affected by standard setting on high stakes testing 
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each year, and cut scores may be the most salient feature on these tests. Because of the 

effect that standards have on decisions in high stakes testing, it is important that standards 

be accurate, well developed, and reliable. 

 However, Kane (2001) pointed out that cut scores are relatively arbitrary, 

depending on the method used, the quality of rater training, and several other reasons. He is 

not the only psychometrician to criticize standard setting methods (see Block, 1978; Camilli, 

Cizek, & Lugg, 2002; Hambleton, 1978; Linn, 1978). Jaeger (1991) provided a compelling 

argument that cut scores are used to dichotomize continuous data, but who is to say that 

any give cut score should not be a bit higher or lower. Policy makers can change suggested 

cut scores because of political or policy decisions, often to something with no statistical 

justification. Standard setting has been criticized for a lack of statistical justification (Jaeger, 

1991) and policy assumptions by decision makers (Kane, 2001).  

 Due to its mixture of politics, measurement, and psychology (Cizek, 2002), standard 

setting is a frequently criticized feature of modern measurement. Despite the problems with 

standard setting methods, it is important to continue diligent research and to develop new, 

researchable methods that are grounded solidly in theory.  

1.5 Purpose of Current Study 

 One weakness of modern standard setting methods is the lack of cross-

discipline research in the area. Standard setting is primarily a psychological judgmental 

process (Jaeger, 1990), but psychological theory has never been utilized in a major standard 

setting method. The purpose of this study is to investigate the effectiveness of applying IIT, 

a method developed by a cognitive psychologist to help interpret individual judgments, to 

setting performance standards. In addition the study will evaluate the strengths and 

weaknesses of applying such an approach through the use of an experimental design where 
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rater responses and their corresponding cut scores are analyzed using Kane’s (2001) 

approach to constructing a validity argument to support or discourage the use of IIT in 

standard setting practice. Such an argument would be potentially invaluable and inform test 

publishers, developers, and researchers to a new method of standard setting based in a 

cognitive theory.  
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Introduction 

This chapter reviews the literature on the standard setting procedures, their applications, 

and their limitations. Additionally, this chapter addresses the literature on IIT, including its 

practical applications, and methodology. Specifically, this chapter can be outlined into the 

following four sections: 

1. Information Integration Theory  

2. Standard Setting Practice  

3. Standard Setting Methods  

4. Issues in Standard Setting  

2.2 Information Integration Theory 

 The goal of information integration theory is to provide a unified, general theory of 

everyday life (Anderson, 2004). The generality of IIT spans from person cognition, cognitive 

development, decision theory, language processing and has been applied to an even wider 

variety of fields because IIT methods can adapt to each setting. One of the most important 

aspect of IIT is that it is founded in and reliant upon empirical evidence (Anderson, 2004; 

Weiss, 2006).  

 IIT is primarily concerned with how multiple sources of stimuli are internalized and 

combined, resulting in a single quantifiable response. However, to arrive at a final response, 

multiple sources of observable variables must be cognitively analyzed in three 

unobservable stages. In the first stage stimuli are interpreted, in the second stage stimuli 

are integrated, and in the third stage a response is constructed. These stages are collectively 
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known as the problem of three unobservables (Anderson, 2008). IIT hinges on understanding 

the underlying unobservable psychological processes that produce a response.  

 A solution does exist to understand what is occurring cognitively during each 

unobservable portion of IIT (valuation, integration, and response development). The 

discovery of cognitive algebra (Anderson, 1978) provided a key to quantitatively estimate 

these different unobservable variables. While cognitive algebra will be described in more 

detail later, its application to IIT has been shown in a wide variety of circumstances. The 

basic IIT process, as well as the problem of three unobservables, is highlighted in Figure 1. 

Three unobservable functions are indicated in the diagram: the valuation function, the 

integration function and the response function. In the basic flow of IIT, stimuli are first 

interpreted in the valuation stage, then the different sources of stimuli are combined during 

the integration stage and then a quantitative judgment is developed and expressed during 

the response stage. 

2.2.1 Valuation 

Defined simply, valuation is the process of extracting information from a physical 

stimulus and turning it into a psychologically derived value (Anderson, 1981). Multiple 

causation states that no reaction, thought or behavior is simply a function of a single 

stimulus but multiple coacting factors. Depth is a mixture of color, triangulation, size, and 

shadows (Howard, 2012). Perceived sound intensity is affected by both pitch and tone as 

well as other factors (Plack, 2005). It is helpful to think of valuation as a numerical 

weighting system of different stimuli in order to come to a final conclusion. For example, 

two people see the same light. However, both individuals weigh the hue and saturation of 

the light differently, therefore when asked about the intensity of the light respond with 

different answers. Valuation is the internal weighting of the different stimuli components. 



 15 

The valuation function obviously involves a long chain of neural networks and cognitive 

processing and is therefore the first unobservable. However, the direction and magnitude of 

these neural networks are not the subject of the current investigation. It is important, 

however, to investigate certain aspects of the valuation function in order to obtain a better 

understanding of IIT.  

2.2.2 Integration 

As mentioned in the previous section, most responses are based on multiple 

interacting factors. It is rare to find one perfect predictor of behavior. Depth perception is 

an example that is studied frequently in cognitive psychology. Depth is a perception that 

involves perspective, size, texture, color, triangulation, and several other co-acting factors. 

Without the integration of all these complex variables, determining depth would be 

impossible. IIT attempts to analyze how these factors are integrated psychologically. Since 

integration, like valuation, is psychological, it is the second unobservable. It is physically 

impossible to observe the exact psychological processes of integration. However, it is 

possible to infer what is occurring using cognitive algebra and the use of quantitative 

methods of analysis. 

 The third unobservable is the response function and is directly linked to the 

integration of multiple stimuli. The response function refers to the psychological process of 

imposing numerical values on the newly combined information. During the third stage, after 

information is weighted and integrated, it is formulated into a response that can be 

expressed in an observable form. A response may be a sound, action, writing or any other 

observable response variable.  
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2.2.3 Cognitive Algebra 

Cognitive algebra is a mental step nested within integration phase of IIT. Cognitive 

algebra is the process by which individuals combine multiple sources of stimuli into a single 

judgment using algebraic rules (Anderson, 1981, 2004, 2008). When combined with 

factorial design, cognitive algebra can be used to infer what is occurring psychologically 

with each of the three unobservables stages (valuation, integration and response 

processing). Using cognitive algebra and several well defined and empirically researched 

models, one can interpret how things are weighted during valuation and combined during 

integration (Anderson, 1996; Anderson, 2004; Weis, 2006). Norman Anderson (1978) 

identified and described many cognitive algebra models that can be interpreted from 

empirical evidence. However, the three most popular cognitive algebra models are the 

adding, averaging, and multiplication models. During the valuation stage, the individual 

places weights on each of the presented stimuli. During the integration stage, stimuli are 

either added, multiplied, or averaged together using the stimuli’s weights to form an 

integrated response. For example, when valuing different ice-creams and toppings, a 

chocolate lover may place a high weight on chocolate ice cream and fudge topping. If the 

individual is asked to rate their preference of an ice-cream by topping combination on a 

scale of 1-20, they may give a weight of 5 to the chocolate ice-cream and a weight of 4 to the 

fudge topping. If the cognitive algebra process involved in this situation is a multiplication 

model, then the two values for the stimuli are combined multiplicatively. Using this process, 

a total value of 5 x 4 = 20, a maximum value on the 1-20 scale, is produced. 

 While seemingly simple, these cognitive algebra models have been shown to work in 

a wide variety of empirical settings. Butzin (1978) has shown that children use an adding 
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model when determining if someone deserves gifts. The equation used in this cognitive 

algebra task was Deservingness of gift = Achievement + Need of the individual receiving the 

gift. Graesser (1974) showed when rating a coworker’s performance, the cognitive algebra 

performed was a multiplication of motivation and ability. When coworkers were asked to 

rate each other’s performance, the resulting numerical judgments exhibited a pattern of a 

motivation score multiplied by an ability score. In both cases, information was combined in 

a predictable mathematical way. 

 The specific cognitive algebra models, as well as methods to detect each, will be 

discussed in more detail later. In addition, the benefits of detecting the cognitive algebra 

models will be discussed.  

To conclude, when stimuli are integrated using cognitive algebra, information is 

combined in a predictable way. Therefore, detecting predictable integration patterns is a 

reliable way to determine which cognitive model is being employed. Most of the cognitive 

algebra detection methods are done through a visual analysis of the factorial graph through 

the use and inspection of a factorial design.  

2.2.4 Factorial Design 

The basic analysis and design tool for IIT is the factorial design (Anderson, 2004), which is 

widely used throughout psychology and other disciplines as a way to manipulate two or 

more variables. For cognitive algebra, specific cognitive algebra models are detected by the 

patterns they produce in a factorial design. In order to detect these patterns, it is important 

to analyze the patterns in the factorial graph.  

The simplest factorial designs involve two different factors (or stimuli using the 

terminology of IIT), which can be arranged easily in a Row x Column matrix as shown in 
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Figure 2. Each cell in this matrix corresponds to a combination of factor A and factor B. A 

graph called the factorial graph can be constructed from a factorial design. An example 

factorial graph is displayed in Figure 3. The graph is constructed by placing the columns of 

the factorial table on the horizontal axis and the rows on the vertical axis of a Euclidian 

plane and graphing individual cell means. The row data points are then connected to form a 

curve. This factorial graphs is the main form of data presentation and analysis in IIT. 

Discovering patterns in these graphs helps diagnose the cognitive algebra rule, if it exists, 

that is being used to integrate different sources of information. 

2.2.5 Functional Measurement 

Functional measurement is the combination of the weighting factors in valuation, the 

integration of information using cognitive algebra, and finally outputting the result as a 

numerical response. This process is shown in Figure 1. In the diagram, S is a physical 

stimulus,   is the psychological value interpreted through valuation, I is the integration 

function,   is the integrated psychological stimuli, and R is the physical response from the 

produced from the integrated information. The figure reveals the three important functions 

integral to functional measurement: 

  

 { }V S   (1) 

 { }I    (2) 

 { }I R   (3) 

 Equation 1, the valuation function, shows how the psychological valuation converts 

S, a physical stimulus, into  , a psychological variable. Equation 2 is the integration 
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function and takes each psychological value   from the valuation function and integrates 

them into a single response  . Finally, equation 3, the response or action function, converts 

the physiological   into an observable or quantitative response R.  

One problem with validating this process is that the majority occurs psychologically 

and is therefore unobservable. While the true rationale for functional measurement lies in 

substantive theory, the final principal of functional measurement requires an empirical 

analysis. Information integration theory derives its name from the integration function in 

functional measurement where cognitive algebra is the key component. Anderson (1971, 

1979, & 1991) asserts that IIT can only be valid if the algebraic models of stimulus 

integration are validated empirically. The essence of functional measurement lies in the 

empirical testing of the algebraic laws of cognitive algebra.  

2.2.5.1 Adding Type Models 

Adding type models occur when the values of observed stimuli are added together to 

produce the final response. For example, Anderson (1968) showed that when participants 

were asked to rate the overall impression of a random individual based on two adjectives, 

they simply added the value for both variables. While integrating the adjectives into an 

overall impression is complicated, it obeyed a simple adding process. This algebraic rule is 

inferred based on a parallelism analysis of graphical data. An example of observed 

parallelism is shown in Figure 3. 

 The concept of parallelism is simple. To test the hypothesis that two variables are 

being integrated additively, it is necessary to manipulate the stimuli into a factorial design. 

If the addition model is being used to integrate information, then the adding-type operation 

will produce a pattern of parallelism in the response data. Take the example given in Figure 
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3, where raters were asked to rate the impression of an individual based on a combination 

of two adjectives. The first adjective was gloomy, proud or courteous. The second adjective 

was worrier, thrifty or considerate. This 3 x 3 factorial design required each rater to make 9 

distinct ratings based on every combination of adjectives. Figure 3 shows two factorial 

graphs for two different subjects. This graph helps reveal the nature of the integration 

procedure. As shown, the distance between each adjective’s starting point and end point in 

comparison to the other adjectives remains constant, and all the lines are parallel to each 

other. This is a visual inspection of observed parallelism. While initially it seems that testing 

functional measurement is impossible because the three functions are unobservable, an 

analysis of the matrix of responses in a factorial design can help reveal and validate the true 

nature of the integration function. 

 There is an important proof for the parallelism theory that provides support for the 

use and existence of additive models. The proof focuses on the factorial design, where i and j 

are rows and columns, respectively.  

 ij Ai BjP     (4)  

 0 1ij ijR C C P   (5) 

 Equation 4 shows an additive cognitive algebra model where Ai  and Bj  are being 

combined using simple addition. The equation also shows the addition integration function. 

Equation 5 shows the response function for linearity. Response linearity is important, as the 

factorial graph will reveal if the underlying cognition pattern is linear (Anderson, 2004). 

There are two premises, that if proven, show the algebraic adding rule to function correctly. 

The first premise is that the factorial graph will show observed parallelism. The second is 

that the marginal means of the rows will be a linear scale of Ai , and the column marginal 
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means will be a linear scale of 
Bj . The proof as given by Anderson for the first premise 

begins with equation 4 and continues:   

 
0 1( )ij Ai BjR C C      (6) 

  Now consider rows 1 and 2 of the factorial design: 

 
1 0 1 1( )j i BjR C C      (7) 

 
2 0 1 2( )j i BjR C C      (8) 

  Subtraction yields: 

 
1 2 1 1 2( )j j i iR R C      (9) 

 The entire expression on the right of equation 9 is a constant, and this algebraic 

constancy is equal to graphical parallelism. Given this proof, if the graphical displays of the 

factorial data are parallel, then the graph displays parallelism and supports an additive 

model displayed in equation 4. Parallelism can also be supported statistically by the lack of 

a significant interaction in a repeated measures ANOVA 

The second premise can also be proved algebraically beginning with equation 5 and 

continuing: 

 
1

1 I

j ij

i

R R
I





   (10) 

 0 1

1

1
[ ( )]

I

j Ai Bj

i

R C C
I

 



    (11) 
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0 1 1

1 1 1
( ) ( )j Ai Bj

i i i

R C C C
I I I

        (12) 

 0 1 1j Ai BjR C C C      (13) 

Since the first part is a constant, equation 13 reduces to: 

 '

0 1j BjR C C    (14) 

Since '

0 1 BjC C  is a constant, jR , or the column mean, is equal to the column value 

on the right of the equation and shows linearity in the column means. The same logic holds 

true for the row means.  

 These two proofs provide valuable information about adding-type models. If the 

first proof is true, than the result will be a factorial table similar to Figure 2, and since the 

difference between levels is always a constant separates the resulting graph will exhibit 

observed parallelism. If the first proof is true then the second proof can also be proved and 

the scale raters are working with can be shown as equal interval. Thus, observed 

parallelism helps prove both equation 4 and equation 5 true. Additionally, if observed 

parallelism exists and the equations are true, there is a whole host of benefits: 

  1) support for the addition rule; 

  2) support for linearity (equal interval) of the response measure; 

  3) linear (equal interval) scales of each stimulus variable; 

  4) support for meaning invariance in the stimulus variables; 

  5) support for independence of valuation and integration (Anderson, 2004). 
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 As previously discussed, observed parallelism offers strong support for an additive 

model. However, in fringe cases this may not always be true. If both assertions in equations 

4 and 5 are true, then there will be observed parallelism. Similarly, If only one is true, then 

there will be no observed parallelism. However, if neither is true, then on the rare occasion, 

observed parallelism may occur due to chance in composite results across multiple raters. 

Results in this case should be validated or invalidated in other empirical studies and 

through an analysis of individual judgments. 

 It would be difficult to overemphasize the importance that observed parallelism 

shows support for a linear response scale. The pattern shown in the observed cells of the 

factorial design is a picture of an unobservable cognition pattern. Similarly, the scale values 

which guided the response processes are cognitively conceptualized by the rater as a linear, 

equal interval scale. Thus, the scale values used in the factorial design are a simple linear 

transformation from any other scale and changes in the scale have equal meaning. Linearity 

allows the response scale to be linear transformed to any other scale values.  

 Finally, observed parallelism shows that each stimulus is independent of other 

stimuli and has meaning invariance. For example, in Figure 3, the adjective considerate has 

the same scale value despite its combination with a variety of other adjectives. Considerate 

is meaning invariant, meaning its scale value has a fixed meaning within rater cognition. 

 The adding model, shown by observed parallelism in the factorial graph, provides 

important characteristics to the response scale. Equal interval scales and independence of 

stimuli are desirable in the majority of disciplines. It is important to note that observed 

parallelism and the adding model have been proven empirically in a wide domain of content 

areas. Anderson (1962) showed that human judgments of adjective traits follow this 

pattern. The additive model has been shown to function in decision theory (Anderson, 
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1991), self-estimation attribute evaluations (Zalinski, 1991), attitude (Anderson, 1971), 

inequity evaluations (Farkas, 1971), fairness evaluations (Farkas, 1991), and poker 

evaluations of risk and reward (Lopes, 1987). While dozens more cases of observed 

parallelism in empirical research could be cited, adding models are applicable in a variety of 

situations. 

2.2.5.2 Multiplication Models 

The multiplication cognitive algebra model, like the addition model, appears to be 

natural in many cognitive integration processes (Anderson, 1996). For example, a simple 

multiplying model that is used frequently in economics and statistics is that of expected 

value (EV). The basic equation in economics is: EV = Probability x Value. However, a study 

of the multiplicative rules requires methods for testing these cognitive algebra steps. 

 The basic tool in analyzing multiplication rules is the linear fan (see Figure 4). Just 

as observed parallelism is indicative of an additive model, a linear fan indicates a 

multiplication model. The basic multiplication model rests on two premises: 

1) ij Ai BjP     (Multiplication) 

2) 0 1ij ijR C C P   (Linearity) 

Both of these equations are proven in a similar way to the parallelism premises seen 

in equations 4 and 5. From these premises come two conclusions. The first conclusion is 

that the factorial graph will appear as a linear fan. The second conclusion is that the 

marginal means of the factorial table will be a linear (equal interval) scale. 

 Anderson (1981, 1996) mentions that in order for the linear fan to be visible, the 

factorial graph must be constructed appropriately. The graph must be constructed in such a 
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way that the spacing on the horizontal axis is equal to their subjective values. It is necessary 

to arrange the stimuli according to the column marginal means and place them on the 

horizontal axis in this order. If the multiplication rule is true, then linear fan pattern will 

appear, as shown in Figure 4. However, if the multiplication rule is false, then the factorial 

graph will not be a linear fan. 

 The linear fan theorem provides a simple test for the multiplication rule. An 

observed linear fan provides strong support for both premises of the multiplication 

theorem. Similar to the additive model, Anderson (1996) described several benefits to an 

observed linear fan: 

1) support for the multiplication rule; 

2) support for linearity in the response scale; 

3) linear scales of each stimulus variable; 

4) support for meaning invariance; 

5) support for independence of valuation and integration. 

 Each of these benefits have been discussed previously section 2.2.5.1. However, the 

second and third benefits, those of linearity, should be re-emphasized. When there is an 

observable linear fan, the response measure is conceptualized cognitively as a linear scale. 

Differences in the scale have true meanings, and the scale itself has established validity 

evidence. Therefore, the detection of a linear fan provides validity evidence of the rater 

scale responses.  

 Similar to the additive model, it is unlikely but possible that a linear fan appears in 

the data when a multiplicative rule does not exist. If a linear fan appears in the aggregated 

data across participants, then the factorial graphs for each individual should be 

investigated. Rare combinations of non-linear fan data on the individual may produce a 
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linear fan occasionally by chance. A significant interaction from repeated measures ANOVA 

will also support the observable linear fan. 

 Figure 4 provides a near perfect example of a linear fan. Shanteau and Nagy (1976) 

asked females to rate the attractiveness of going on a date with a simulated individual by 

combining the physical attractiveness of the date and the probability of going on a date with 

them. Each subject was presented with a picture of a person and given the probability 

ranging from low (.05) and high (.95) that the person would ask the subject on a date. The 

subject then gave a numerical judgment about the relative attractiveness of going on a date 

with the presented individual. The integration of these two stimuli resulted in a 

multiplicative pattern. The date attractiveness was equal to the probability of being asked 

on a date multiplied by the attractiveness of the person in the picture. When this 

information was graphed it produced an observable linear fan. 

2.3 Standard Setting Practice 

2.3.1 Performance Levels 

Performance level descriptors (PLDs) are frequently used in standard setting 

procedures. While performance standard is generally used to define the pass/fail 

categorical data applied to a standard setting procedure, performance levels provide 

multiple evaluative categories (Haertel, 1999). Egan, Schneider, and Ferrara (2012) 

describe PLDs as “the knowledge, skills and processes (KSPs) of students at specified levels 

of achievement and often include input from policy makers, stakeholders and SMEs” (p. 79). 

Kane (2001) explains that the purpose of a standard setting method is to convert PLDs to 

appropriate cut scores. 
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B.3.2 IIT Factorial Graph for Rater 2. 
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B.3.3 IIT Factorial Graph for Rater 3. 
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B.3.4 IIT Factorial Graph for Rater 4. 
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B.3.5 IIT Factorial Graph for Rater 5. 
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B.3.6 IIT Factorial Graph for Rater 6. 
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B.3.7 IIT Factorial Graph for Rater 7. 
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B.3.8 IIT Factorial Graph for Rater 8. 

 

 



 141 

B.3.9 IIT Factorial Graph for Rater 9. 
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