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A common problem in predictive validity studies in the educational and psychological fields, e.g. in educational and employment selection, is restriction in range of the predictor variables. There are several methods for correcting correlations for restriction of range. The aim of this paper was to examine the usefulness of two approaches to correcting for range restriction; Thorndike’s case 2 correction and ML estimates obtained from the EM algorithm, by comparing the corrected correlations with the correlation from an unrestricted sample. The unrestricted sample consisted of examinees who took the practical Swedish driving-license test regardless of their result on the theory test. Examinees that passed the theory test and took the practical test were regarded as a restricted sample. The result provided empirical support for the appropriateness of Thorndike’s case 2 correction method. Although using the EM algorithm yielded a good estimate of the correlation in the unrestricted sample, further studies are needed on this topic.
indicated that when the unrestricted sample was studied, the correlation increased ($\hat{\rho}_{XY} = .64$).

In most cases, however, researchers do not have access to unrestricted samples. In order to obtain an estimate of the correlation in the population, formulas for corrections of range restriction are commonly applied in predictive validity studies. For example, in validity studies of several large-scale testing programs, such as the Graduate Management Admission Test (GMAT) (Sireci & Talento-Miller, 2006; Talento-Miller & Rudner, 2008), Graduate Record Examinations (GRE) (Chernyshenko & Ones, 1999; Kuncel, Hezlett, & Ones, 2001) and Scholastic Aptitude Test (SAT) (Weitzman, 2005), the validity coefficients have been corrected for range restriction. Correction methods for restriction of range are frequently applied in other settings as well; e.g. in personnel selection when examining the predictive validity of scores from measures of General Mental Ability (Schmidt & Hunter, 1998), in examining the predictive validity of Grade Point Average (GPA) on career development (Cohen-Schotanus et al., 2006) and of tests for selection of officers within the air force (Caretta & Ree, 1995).

Several correction methods for range restrictions have been suggested depending on what kind of corrections are needed and on whether we have a univariate or multivariate data material (Duan & Dunlap, 1997; Held & Foley, 1994; Sackett & Yang, 2000; Theron, 1999; Thorndike, 1949). Which correction methods could be applied also depends on whether we have a univariate or multivariate data material (Duan & Dunlap, 1997). The commonly used Thorndike’s case II correction formula is suitable for direct restriction of range. This formula has however been applied for indirect restriction of range even though it has been shown to underestimate validity coefficients. Lately, a correction formula is suitable for direct restriction of range (Hunter & Schmidt, 1990). The formula was originally developed by Karl Pearson (1903) but became widely known through the work of Thorndike (1949). The formula is known as Thorndike case 2 and has been shown to produce close estimates of the correlation in a population. For example, this formula was used by Chernyshenko and Ones (1999) when examining the correlation between GRE scores and GPA in a restricted sample. The correlations in the restricted sample ranged between $\hat{r} = .15$ and $\hat{r} = .37$ and when the correction formula was applied, the correlations were stronger and ranged between $\hat{r} = .35$ and $\hat{r} = .70$.

The second approach used in this paper is seldom used with range restriction problems, although it has been mentioned as a possibility (Mendoza, 1993). Using this approach we will view the selection mechanism as a missing data mechanism, i.e. we will view the data in the variable that is restricted in range as missing, and estimate the missing values before estimating the correlation. By viewing it as a special case of missing data, we can borrow from a rich body of statistical methods; for an overview see e.g. Little & Rubin (2002), Little (1992) or Schafer & Graham (2002). There are three general missing data situations; MCAR, MAR and MNAR. Assume $X$ is a variable that is known for all examinees and $Y$ is the variable of interest with missing values for some examinees. MCAR means that the data is Missing Completely At Random, i.e. the missing data distribution does not depend on the observed or missing values. In other words, the probability of missingness in data $Y$ is unrelated to $X$ and $Y$. MAR means that the data is Missing At Random, i.e. the conditional distribution of data being missing given
the observed and missing values depends only on the observed values and not on the missing values. In other words, the probability of missingness in data Y is related to X, but not to Y. MNAR means that data is Missing Not At Random. In other words, the probability of missingness on Y is related to the unobserved values of Y (Little & Rubin, 2002; Schafer & Graham, 2002). If the data is either MCAR or MAR, we can use imputation methods to replace missing data with estimates. In this paper we have a selection mechanism that is based solely on X, hence we will consider the data to be MAR, which is in line with Mendoza’s (1993) conclusions about similar data. In this approach, we can use information on some of the other variables to impute new values. Herzog & Rubin (1983) stated that by using imputation one can apply existing analysis tools to any dataset with missing observations and use the same structure and output.

There are several different techniques that use imputation to replace missing values. The most commonly applied techniques are mean imputation, hot-deck imputation, cold-deck imputation, regression imputation and multiple imputations (Madow, Olkin, & Rubin, 1983; Särndal, Swensson, & Wretman, 1992). In general, imputation may cause distortions in the distribution of a study variable or in the relationship between two or more variables. This disadvantage can be diminished when e.g. multiple regression imputation is used (Särndal et al., 1992). For example, Gustafsson & Reuterberg (2000) used regression to impute missing values in order to get a more realistic view of the relationship between grades in upper secondary schools in Sweden and the Swedish Scholastic Achievement Test. Note that regression imputation is questionable to use, because all imputed values fall directly on the regression line, the imputed data lack variability that would be present had both X and Y been collected. In other words the correlation would be 1.0 if only computed with imputed values (Little & Rubin, 2002). Therefore we suggest using imputed Maximum Likelihood (ML) estimates for the missing values that are obtained using the Expectation Maximization (EM) algorithm (Dempster, Laird, & Rubin, 1977).

**Aim**

The aim was to compare two methods for range restriction correction; Thorndike’s case 2 correction method and ML estimates obtained from the EM algorithm, to the correlation in an unrestricted sample.

The data used in the present study was results from the Swedish driving-license theory and practical test. In both Sweden and Great Britain, attempts have been made to investigate the relationship between examinees’ results on the theory test and the practical test. One problem that these studies have in common is restriction in range in theory test scores, because examinees have to pass the theory test before being allowed to take the practical test (Forsyth, 1992; Wolming & Wiberg, 2004). Studies that have explored the relationship between the Swedish theory and practical tests (Sundström, 2003; Wiberg, 2004; Wolming, 2000; Wolming & Wiberg, 2004) indicate that there is a weak negative relationship between the scores in the theory test and the number of competence shortages in the practical test, i.e. good results on the theory test are related to few competence shortages in the practical test. The weak correlation between the tests has been explained as a result of the range restriction in the theory test scores. It is important to examine the relationship between the theory test and practical test, because the two tests are viewed as parts of a driving-license examination. This means that the theoretical knowledge examined in the theory test is important in the practical driving, but the practical driving skills are not critical for mastering the theoretical content. Therefore we hypothesise that there should be a moderate relationship between these tests.

**DATA AND METHOD**

**Instruments**

The Swedish driving-license test consists of a theory test and a practical test. The theory test is a computerized criterion-referenced mastery test that consists of 65 dichotomously scored multiple-choice items. The examinees have to achieve a total score of at least 52 (i.e. 80 percent) to pass the test. The internal consistency was assessed through Cronbach’s alpha. For the sample used in the present study, \( \alpha = 0.76 \). In the practical test, the examinee’s driving performance in different traffic situations is assessed by a driver examiner with respect to five competences that are related to the driver’s awareness of risks in traffic. The examiner uses a special form to record what has been tested and if the examinee has failed with respect to any of the competences. If the
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examinee fails in any competence he or she fails the test (Vägverket, 1996).

Participants
The sample used was a large random sample that was representative of the population of driving-license examinees in Sweden. This sample was divided into an “unrestricted sample” and a “restricted sample”. The unrestricted sample included 2,254 examinees, 1,313 (58 %) men and 941 (42 %) women that either passed or failed the theory test and then took the practical test. Their average age was 21.5 years and ranged between 18 and 69 years (SD = 7.1, Mdn = 19). The pass rate was 68.1 percent on the theory test and 61.3 percent on the practical test. The restricted sample included those examinees that passed the theory test, i.e. 1,535 examinees. Of these 852 (55 %) were men and 683 (45 %) were women. Their average age was 20.7 years and ranged between 18 and 64 years (SD = 2.6, Mdn = 18). In the restricted sample 69.6 percent of the examinees passed the practical test.

Procedure
The unrestricted and restricted sample included examinees who participated in a project conducted by the Swedish Road Administration during six months in 2006, when a new model for the driving test was tested. The study was conducted at six driving test centres in three regions in Sweden. The overall test results in these regions have been shown to be representative of the population of examinees who take the Swedish driving-license test (Wiberg, Stenlund, Sundström, & Henriksson, 2005). In the project, examinees were given the opportunity to take the practical test regardless of their result on the theory test. Usually only examinees who pass the theory test are allowed to take the practical test, i.e. there is a restriction of range. In order to resemble the usual procedure, those who passed the theory test and took the practical test were viewed as the restricted sample.

Analysis
In order to examine the relationship between the results of the theory and practical tests, Pearson’s product-moment correlation, denoted \( r \), was used together with scatter-plots. The relationship between the results from the theory and practical tests is assumed to be linear, which our analysis supported since no curvilinear relationship could be detected. Note that we examined the material for possible effects of outliers. Since we arrived at the same results with and without outliers included, and since this is a real data set, we decided to keep all data in the analyses.

In order to deal with range restriction (in the restricted sample), two different approaches were used and the results from them were compared with the estimated correlation obtained from the unrestricted sample, denoted \( \hat{\rho}_{XY} \). SPSS 14.0 software was used to calculate observed and corrected correlations in both samples. Firstly, Karl Pearson’s (1903) formula, which is usually referred to as Thorndike (1949) case 2 for explicit selection, was used. Explicit selection means that there is a direct selection on X, i.e. no one with a test score below a specified cutscore on X is selected. In the present study, X refers to the score on the theory test. Gross & McGanney (1987) claim that this selection process is ignorable. It requires that the unrestricted variance is known for the selection variable and that there is no additional range restriction on additional variables (Sackett & Yang, 2000). This formula has been widely discussed and used (Chernyshenko & Ones, 1999; Gross & McGanney, 1987; Holmes, 1990; Mendoza, 1993; Sackett & Yang, 2000). The formula uses the correlation of the restricted sample and the standard deviation of the independent variable (X) in the restricted sample and in the unrestricted sample to provide an estimate of the correlation in the population:

\[
\hat{\rho}_{XY} = \frac{S_X \cdot r_{xy}}{(S_X^2 \cdot r_{xy}^2 + S_X^2 - S_X^2 \cdot r_{xy}^2)^{1/2}}
\]

(1)

where

- \( r_{xy} \) is the observed correlation between X and Y in the restricted sample.
- \( S_X \) is the estimated standard deviation of X in the restricted sample.
- \( r_{XY} \) is the estimated corrected correlation between X and Y in the unrestricted sample.
- \( S_X \) is the estimated standard deviation of X in the unrestricted sample.

Formula (1) has been shown to give a close estimate of the true correlation (\( \rho_{XY} \)) if the regression
of Y on X is linear and homoscedastic, i.e. the variance of the error term is the same in the restricted sample and in the population (Gulliksen, 1950; Levin, 1972; Lord & Novick, 1968). Bivariate normality is a sufficient although not a required condition for this formula (Lawley, 1943). Gross (1982) and Gross & Fleischman (1983) showed that these assumptions can be relaxed in many circumstances. E.g. even if the regression is nonlinear and heteroscedastic, the corrected correlation will be a more accurate estimate than the uncorrected correlation (Chernyshenko & Ones, 1999).

Secondly, EM imputation was used to obtain estimated values on pseudo missing values on the practical test. In other words, we constructed a range-restricted sample by removing the practical test results among those examinees who failed the theory test, therefore these observations were viewed as missing values. Using the definition of missing data in the introduction the data are assumed to be MAR since the probability of missingness in the practical test score (Y) is related to the theory test score (X), but not to the practical test score (Y). Maximum likelihood (ML) estimates using the Expectation Maximization (EM) algorithm were imputed for the practical test for examinees who failed the theory test (Dempster et al., 1977; Little, 1992). The complete and incomplete cases were used together as the EM algorithm reestimates means, variances and covariances until the process converges. The base of EM missing values is an iterative regression imputation. The final estimated moments are the EM estimates including estimates for the correlation. For an extensive description see SPSS (2002). Dempster, Laird & Rubin (1977) showed that these are maximum likelihood estimates, which are consistent, i.e. they converge in probability to the population parameters. The idea is that the missing Y values are imputed using

$$Y_{imp} = \hat{\alpha}_{EM} + \hat{\beta}_{EM} X,$$

where $\hat{\alpha}_{EM}$ and $\hat{\beta}_{EM}$ are the estimates obtained from the final iteration of the EM algorithm.

When maximum likelihood estimates are obtained using the EM algorithm it is denoted $\hat{r}_{EM}$. Schaffer (2002) suggested that using EM imputation is valid when examining missing data.

RESULTS

In the first step, examination of the unrestricted sample indicated that there was a significant negative relationship between results on the theory and practical tests ($\hat{\rho}_{XY} = -.28$). The restricted sample demonstrated a weaker correlation between theory and practical test results ($\hat{r}_{xy} = -.12$) (see Figure 1).

![Figure 1. Plot of the competence shortages and the theory test scores in the unrestricted sample.](image)

In the next step, the two approaches for dealing with range restriction were applied to the restricted sample. The first approach was to apply the correction formula (1) to the correlation in the restricted sample, which resulted in an estimated corrected correlation of $\hat{r}_{XY} = -.24$. The second approach was to replace the pseudo missing values with ML estimates using the EM algorithm, which resulted in an estimated correlation of $\hat{r}_{EM} = -.28$ (see Table 1).

DISCUSSION

A common methodological problem in test validation studies is restriction of range on the predictor due to explicit selection. There are several methods that can be used to correct correlations for restriction of range, and some have been more frequently used than others. In this study we had a unique opportunity to examine empirically the usefulness of two different approaches by comparing the estimated correlations with the correlation from an unrestricted sample. The correlation obtained in the restricted sample ($r = -.12$) was similar, with respect to strength and direction, to
correlations obtained in previous studies of the Swedish driving-license test (Sundström, 2003; Wiberg, 2004). There was a negative correlation between the results on the theory and practical tests in both the restricted and unrestricted sample. The reason why the correlation was negative is that scores on the theory test were correlated with competence shortages in the practical test. In the theory test the better performance, the higher the score, and on the contrary, in the practical test the worse the performance, the higher the score. Due to range restriction, the correlation in the restricted sample was weaker. The estimates obtained using the correction methods as well as the estimated population correlation indicated that there is a moderate correlation between the theory and practical tests. This supports the notion that theoretical knowledge and practical driving performance are integrated and that the tests can be viewed as two parts of one driving-license examination.

Table 1. Standard deviations for the restricted ($s_x$) and unrestricted ($S_X$) sample, correlation estimates in the restricted sample ($\hat{\rho}_{xy}$), correlation estimates using the correction formula 1 ($\hat{\rho}_{XY}$), ML estimate ($\hat{\rho}_{EM}$), and correlation estimate in the unrestricted sample ($\hat{\rho}_{XY}$).

<table>
<thead>
<tr>
<th></th>
<th>$s_x$</th>
<th>$S_X$</th>
<th>$\hat{\rho}_{xy}$</th>
<th>$\hat{\rho}_{XY}$</th>
<th>$\hat{\rho}_{EM}$</th>
<th>$\hat{\rho}_{XY}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated correlations</td>
<td>3.05</td>
<td>6.28</td>
<td>-012**</td>
<td>-0.24</td>
<td>-0.28**</td>
<td>-0.28**</td>
</tr>
</tbody>
</table>

*p < 0.05  **p < 0.01
Note: Unrestricted sample n = 2254, Restricted sample n = 1535.

The formula for correction of range restriction provided a good estimate of the correlation in the unrestricted sample ($\hat{\rho}_{XY} = -.24$). This formula has been used for correcting correlations for range restriction, for example by Sireci and Talento-Miller (2006), where the relationship between GMAT scores and GPA were investigated. In that study, the correlations in the restricted sample were weak and positive ($r = .14 - .30$) and the corrected correlations were still positive and stronger ($r = .19 - .60$). However, no information about the correlation in the unrestricted sample was available. The results from the present study also indicated that the correlation using ML estimates obtained from the EM algorithm provided a very good estimate of the correlation in the unrestricted sample. However, because this approach is not commonly used in range restriction studies, the appropriateness and effectiveness of this method should be further examined, e.g. through simulation studies.

Although it is a common problem, range restriction has not been empirically studied in many educational or psychological settings. The main reason for the lack of empirical studies of this topic is that access is rare to unrestricted samples to compare the corrected correlations with. As mentioned above, this study compared the estimated correlations obtained from two methods for range restriction correction to the correlation in an unrestricted sample. Regarding the first correction method, Thorndike’s Case 2, the result confirms previous findings which indicate that the correction method provided a good estimate of the population correlation ($\hat{\rho}_{XY} = -.24$). Regarding the second correction method, the results indicate that ML estimates obtained from the EM algorithm seem to be a very effective method of estimating the population correlation ($\hat{\rho}_{EM} = -.28$). Because this approach has not been commonly used in restriction of range studies, its appropriateness for this use needs to be further explored.

Using an appropriate method for correcting for restriction of range is most important when conducting predictive validity studies of instruments used for example for selection to higher education and employment selection. The use of inappropriate methods for range restriction correction or no correction method at all could result in invalid conclusions about test quality. Thus, carefully considering methods for correcting for restriction of range in correlation studies is an important validity issue.

There are still many questions that need to be answered with regard to range restriction. Some areas
of future research that are of special interest include simulations of different population correlations and different selection proportions when using the described missing data approach. Another topic could of course be to examine the approaches if we have a curvilinear relationship instead of a linear relationship between the variables. Regarding the EM imputation approach, one important research question is also how many cases can be imputed at the same time as we obtain a good estimate of the population correlation. This would also be an excellent topic for future studies.
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