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Applying Tests of Equivalence for Multiple Group Comparisons: Demonstration of the Confidence Interval Approach

Shayna A. Rusticus and Chris Y. Lovato
University of British Columbia

Assessing the comparability of different groups is an issue facing many researchers and evaluators in a variety of settings. Commonly, null hypothesis significance testing (NHST) is incorrectly used to demonstrate comparability when a non-significant result is found. This is problematic because a failure to find a difference between groups is not equivalent to showing that the groups are comparable. This paper provides a comparison of the confidence interval approach to equivalency testing and the more traditional analysis of variance (ANOVA) method using both continuous and rating scale data from three geographically separate medical education teaching sites. Equivalency testing is recommended as a better alternative to demonstrating comparability through its examination of whether mean differences between two groups are small enough that these differences can be considered practically unimportant and thus, the groups can be treated as equivalent.

The challenge of assessing the comparability of different groups is an issue facing many researchers and evaluators. Occasionally the question of interest is not one of whether two or more groups (or treatments or methods) are different from one another, but rather one of whether the groups can be considered the same. A prime example of this is the work of William Blackwelder which has established the importance of examining the equivalence of clinical trials (e.g., Blackwelder 1982, 2004). The purpose of this paper is to practically demonstrate a method of assessing comparability among two or more groups. Recognizing that it is more effective to illustrate a statistical technique in the context of an example rather than describe it in abstract terms, this paper will focus on a medical education example to facilitate the demonstration.

Determining the comparability of teaching methods and different geographical sites is an issue facing many evaluators working in educational settings. With the expansion and development of geographically separated medical education programs and the increased use of technology for curriculum delivery, medical schools have the challenge of ensuring the comparability of students’ educational experiences across program sites and/or methods of instruction. The Liaison Committee on Medical Education (LCME) accreditation standards state, “There must be comparable educational experiences and equivalent methods of evaluation across all alternative instructional sites within a given discipline” (ED-8).

It has been common practice to use analysis of variance (ANOVA) methods (or t-test methods in some two group cases) to demonstrate the equivalence of alternative instructional sites or modes of instruction. These statistical methods (classified under the umbrella of null hypothesis significance testing; NHST) test the hypothesis that groups are statistically different on a particular outcome measure, with the null hypothesis stating that the groups are not statistically different. For instance, Bianchi, Stobbe, and Eva (2008) were interested in comparing the academic performance of students studying at rural versus urban settings. These researchers used ANOVAs to examine group differences on multiple types of assessment scores. The non-significant findings were interpreted as showing that “academic performance among students was at least comparable across all learning sites” (p. 67). Waters, Hughes, Forbes and Wilkinson (2006) also made academic comparisons across students in rural and urban clinical
settings using ANOVA methods. Again, non-significant findings were used to conclude that “academic performance among students studying in rural and urban settings is comparable” (p. 117). Hatala, Issenberg, Kassam, Cole, Bacchus and Scalese (2008) used ANOVA to address their research question assessing the “comparability of clinical competence using [real patients] compared with that using simulation technology” (p. 629). Other examples of research studies using the same procedures/logic include Fydryszewski, Scanlan, Guiles, and Tucker (2010), Lovato and Murphy (2008), McFall and Freddolino (2000), and McKendry, Busing, Dauphinee, Braiovsky, and Boulais (2000). The point here is not to criticize the work of these researchers, but to highlight that this has been common practice for examining whether distributed sites or instructional methods are comparable.

The problem with using ANOVA methods is that a statistically non-significant value (failure to find a group difference) is used to imply that the groups are comparable. To be precise, however, a statistically non-significant finding only indicates that there is not enough evidence to support that two (or more) groups are statistically different. It does not show evidence for the null hypothesis being true; that is, it does not show any evidence for the groups being comparable. It is possible that the two groups are comparable, but it is also possible that the study did not have enough power to detect a statistical difference, there was high variability in the sample, and/or that the study was poorly designed. Concluding equivalence based on a lack of a statistically significant difference has been identified as one of the most common misuses of NHST (Tryon, 2001). Thus, using this method does not properly address the question of comparable educational experiences, including results from student assessments.

While NHST is appropriate to answer questions about whether group differences exist, it is not appropriate to provide evidence for comparability (whether this intention is explicitly stated or covertly implied). To correctly address questions about comparability, the real question to be answered is whether two (or more) groups are equivalent. Note here that the key word is equivalent, not equal. One does not, and should not, expect two groups to be exactly equal—that is virtually impossible to do. Rather, the goal is to demonstrate that the differences that do exist between the groups are small enough that, for practical purposes, the groups can be treated as equivalent. Equivalency testing can be used to accomplish this purpose.

Equivalency testing assesses whether mean differences between two groups are small enough that the groups can be considered equivalent/similar (i.e., differences found are considered practically unimportant; Blackwelder, 2004; Rogers, Howard, & Vessey, 1993). As noted by Rogers et al. (1993), there are three general categories of equivalency tests: the confidence interval approach (also known as the two one-sided tests procedure), the nonequivalence null hypothesis approach and Bayesian methods. The approach that we have chosen to use is the confidence interval approach (Rogers et al., 1993; Schuirmann, 1987; Westlake, 1976) because of its popularity as an equivalency testing method and its ease of use and interpretation. Briefly stated, this approach calculates a confidence interval around the mean difference between two groups. If this confidence interval is within a specified range (the equivalence interval) then the groups are said to be equivalent. Thus, the first, and most important, step in conducting equivalency testing is to operationalize equivalency prior to statistical testing. Equivalency is described by Rogers et al. (1993) as “the minimum difference between two groups that would be important enough to make the groups nonequivalent” (p. 554). As the difference between two groups could be in either a positive or negative direction, there is both a positive and a negative value used to define equivalence, forming an equivalence interval. Lewis, Watson, and White (2009) recently noted that there are no set standards for equivalence intervals; although ±20% appears to be the most commonly used in the areas of bioequivalence and social science. However, both Lewis and colleagues (2009) and Rogers and colleagues (1993) caution against the thoughtless use of rules of thumb and advise that the equivalence interval selected should be relevant for its particular use and based on a strong rationale. The second step in conducting tests of equivalence using the confidence interval approach is to construct a 90% confidence interval around the mean group difference on the outcome measure (Rogers et al., 2003). Equivalence can be concluded if the confidence interval is contained within the equivalence interval.

This article will demonstrate the confidence interval approach to equivalency testing. Traditional ANOVAs are also presented to provide a comparison to the equivalence test results, as the former method has been the most widely used approach. The results will be of particular interest to evaluators and researchers working in settings in which demonstrating the comparability of groups is of concern.

METHODS

Data

Assessment data. Second year assessment data from four cohorts of students enrolled at the University of British Columbia (UBC) were included in this analysis (n = 884). See Table 1 for the distribution of students by year and campus site. These students completed their second year courses between 2006 and 2009. Assessment data was collected from students at all three sites of the UBC distributed program (herein referred to as Site 1, Site 2 and Site 3) and included exam scores for Gastroenterology, Blood and Lymphatics,
Musculoskeletal and Locomotor, Endocrine and Metabolism, Integument, Brain and Behaviour, Reproduction, Growth and Development, Doctor, Patient and Society, Family Practice, and Clinical Skills.

**Table 1: Participants by Site and Year**

<table>
<thead>
<tr>
<th>Year</th>
<th>Site 1</th>
<th>Site 2</th>
<th>Site 3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>22</td>
<td>24</td>
<td>141</td>
<td>187</td>
</tr>
<tr>
<td>2007</td>
<td>24</td>
<td>23</td>
<td>166</td>
<td>213</td>
</tr>
<tr>
<td>2008</td>
<td>23</td>
<td>23</td>
<td>177</td>
<td>223</td>
</tr>
<tr>
<td>2009</td>
<td>30</td>
<td>33</td>
<td>198</td>
<td>261</td>
</tr>
<tr>
<td>Total</td>
<td>99</td>
<td>103</td>
<td>682</td>
<td>884</td>
</tr>
</tbody>
</table>

**Rating scale data.** Self-reported student course evaluation data was also selected for analysis to demonstrate equivalency testing for rating scale data. These data included anonymous responses from 270 second year medical students in 2008 or 2009 (29 in Site 1, 36 in Site 2, 205 in Site 3). Only two years of data were selected because it was only these two years in which the items asked were identical. The surveys were distributed electronically to all students across sites at the end of the course.

The student course evaluation data examined students’ educational experiences in the Blood and Lymphatics course and consisted of the following dimensions: direction, learning support, level of engagement, confidence level, and overall satisfaction. The direction dimension (4 items) measures students’ satisfaction with direction provided in the course to focus learning. The learning support dimension (9 items) measures students’ satisfaction with three aspects of learning support: course content, learning materials and instructional strategies. The level of engagement dimension (2 items) measures students’ level of engagement with learning activities based on relevance and interest in course content and activities. The confidence level dimension (2 items) measures students’ perception of performance confidence within each course and compared with other courses. The overall satisfaction single item measures a global rating of students’ overall satisfaction with the course. With the exception of the confidence level dimension, which is rated along a 7-point scale, all other dimensions are assessed using a 5-point response format.

**Analyses**

Statistical equivalency between sites was tested using the confidence interval approach outlined by Rogers and colleagues (1993). To conduct tests of equivalence, a critical a priori decision must be made regarding an equivalence interval that is relevant and appropriate to the particular context. This represents the boundaries of the difference between the means of two groups (positively or negatively) that would indicate a meaningful difference (i.e., at this difference or greater the groups are not equivalent; Rogers et al., 1993). Any group mean difference found that is within the equivalence interval indicates that the difference is not practically meaningful and the groups can be treated as equivalent/considered comparable.

Based on an examination of the literature, internal studies, and discussions with relevant stakeholders, the following equivalence intervals were used for the present study: (1) ±5% between groups (Site 1-Site 2, Site 1-Site 3, Site 2-Site 3) for the assessment data, (2) ±1.0 points between groups for the 5-point rating scale items, and (3) ±1.4 points between groups for the 7-point rating scale item.

A series of one-way ANOVAs were conducted to investigate traditional group differences, as well as to calculate the 90% confidence intervals on the pair wise mean group differences using a Games-Howell post-hoc test. It is these 90% confidence intervals, taken from the post-hoc comparisons, which were used to test whether the mean group differences were within the equivalence intervals. If the confidence intervals were within the equivalence intervals, equivalency was concluded.

**RESULTS**

**Assessment Data**

Table 2 presents the means and standard deviations for the assessment data for each of the second year medical school courses. Table 3 presents the equivalency test results for each of the courses. Equivalency testing showed that: (1) Site 1 and Site 2 were statistically equivalent for 5 out of 11 courses. (2) Site 1 and Site 3 were statistically equivalent for all 11 courses, and (3) Site 2 and Site 3 were statistically equivalent for 7 out of 11 courses.

Table 3 also presents the ANOVA results for each of the second year medical school courses. Using a non-significant ANOVA result as an indicator of group equivalence showed that: (1) Site 1 and Site 2 were equivalent for 2 out of 11 courses. (2) Site 1 and Site 3 were equivalent for 10 out of 11 courses, and (3) Site 2 and Site 3 were equivalent for 2 out of 11 courses.

---

1 This criterion was calculated in reference to the 5-point scale: $1/5 \times $ (point value) = 1/5 \times 7 = 1.4.

2 Games-Howell was selected because this method takes unequal group sizes into account, as well as violations of homogeneity of variance (which occurs more often with unequal group sizes). Additionally, this method has been shown to perform well when groups are homogenous (Dunnett, 1980). The only course to violate the variance assumption was Endocrine and Metabolism.
Table 2: Means and Standard Deviations of Exam Scores for Second Year Medical School Courses Grouped by Site

<table>
<thead>
<tr>
<th>Course</th>
<th>Site 1 M</th>
<th>Site 1 SD</th>
<th>Site 2 M</th>
<th>Site 2 SD</th>
<th>Site 3 M</th>
<th>Site 3 SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gastroenterology</td>
<td>77.08</td>
<td>8.30</td>
<td>77.55</td>
<td>8.38</td>
<td>74.10</td>
<td>9.28</td>
</tr>
<tr>
<td>Blood and Lymphatics</td>
<td>83.76</td>
<td>7.60</td>
<td>84.75</td>
<td>7.50</td>
<td>81.57</td>
<td>7.88</td>
</tr>
<tr>
<td>Musculoskeletal and Locomotor</td>
<td>84.15</td>
<td>7.85</td>
<td>83.19</td>
<td>7.29</td>
<td>80.08</td>
<td>7.77</td>
</tr>
<tr>
<td>Endocrine and Metabolism</td>
<td>85.29</td>
<td>6.97</td>
<td>85.45</td>
<td>7.84</td>
<td>80.66</td>
<td>9.94</td>
</tr>
<tr>
<td>Integument</td>
<td>83.57</td>
<td>10.15</td>
<td>83.85</td>
<td>9.12</td>
<td>79.37</td>
<td>9.85</td>
</tr>
<tr>
<td>Brain and Behaviour</td>
<td>81.08</td>
<td>6.97</td>
<td>80.63</td>
<td>6.81</td>
<td>76.69</td>
<td>7.90</td>
</tr>
<tr>
<td>Reproduction</td>
<td>82.40</td>
<td>7.90</td>
<td>82.10</td>
<td>7.39</td>
<td>79.83</td>
<td>7.38</td>
</tr>
<tr>
<td>Growth and Development</td>
<td>79.48</td>
<td>8.01</td>
<td>78.84</td>
<td>7.89</td>
<td>76.45</td>
<td>6.55</td>
</tr>
<tr>
<td>Doctor, Patient, and Society</td>
<td>86.54</td>
<td>3.32</td>
<td>85.79</td>
<td>3.59</td>
<td>85.90</td>
<td>3.02</td>
</tr>
<tr>
<td>Family Practice</td>
<td>87.47</td>
<td>3.76</td>
<td>85.19</td>
<td>4.27</td>
<td>84.89</td>
<td>4.94</td>
</tr>
<tr>
<td>Clinical Skills</td>
<td>77.41</td>
<td>4.81</td>
<td>77.02</td>
<td>5.22</td>
<td>74.03</td>
<td>5.07</td>
</tr>
</tbody>
</table>

Table 3: Equivalence and ANOVA Test Results for Second Year Exam Scores

<table>
<thead>
<tr>
<th>Course</th>
<th>Site 1-Site 2</th>
<th>Site 1-Site 3</th>
<th>Site 2-Site 3</th>
<th>90% CI</th>
<th>ANOVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gastroenterology</td>
<td>0.43</td>
<td>-2.31</td>
<td>-5.46</td>
<td>-1.44</td>
<td>.001*</td>
</tr>
<tr>
<td>Blood and Lymphatics</td>
<td>-0.06</td>
<td>-2.68</td>
<td>-4.90</td>
<td>-1.47</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td>Musculoskeletal and Locomotor</td>
<td>1.80</td>
<td>-0.77</td>
<td>-4.79</td>
<td>-1.42</td>
<td>.02</td>
</tr>
<tr>
<td>Endocrine and Metabolism</td>
<td>2.15</td>
<td>-1.74</td>
<td>-6.92</td>
<td>-2.67</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td>Integument</td>
<td>1.29</td>
<td>-2.52</td>
<td>-6.62</td>
<td>-2.34</td>
<td>.02</td>
</tr>
<tr>
<td>Brain and Behaviour</td>
<td>2.23</td>
<td>-1.09</td>
<td>-5.64</td>
<td>-2.24</td>
<td>.03</td>
</tr>
<tr>
<td>Reproduction</td>
<td>0.34</td>
<td>-1.45</td>
<td>-3.89</td>
<td>-0.66</td>
<td>.012*</td>
</tr>
<tr>
<td>Growth and Development</td>
<td>0.89</td>
<td>-1.15</td>
<td>-3.86</td>
<td>-0.92</td>
<td>.008*</td>
</tr>
<tr>
<td>Doctor, Patient, and Society</td>
<td>-0.36</td>
<td>-0.06</td>
<td>-1.57</td>
<td>-0.87</td>
<td>.184</td>
</tr>
<tr>
<td>Family Practice</td>
<td>1.30</td>
<td>1.42</td>
<td>3.14</td>
<td>-1.36</td>
<td>&lt;.001*</td>
</tr>
<tr>
<td>Clinical Skills</td>
<td>1.95</td>
<td>-0.69</td>
<td>1.48</td>
<td>1.88</td>
<td>.04</td>
</tr>
</tbody>
</table>

Note. Equivalence interval = ±5.00   * Groups are not equivalent   *p < .05

Rating Scale Data

Table 4 presents the means and standard deviations and Table 5 presents the equivalency test results for each dimension of the student course evaluation data. Equivalency testing showed that criterion for equivalency was met across all sites and dimensions; that is, all groups are comparable. Table 5 also presents the ANOVA results for each of the student course evaluation dimensions. Using a non-significant result as an indicator of group equivalence showed that all sites are comparable for each of the assessed dimensions.
This paper demonstrates tests of equivalence using the confidence interval approach to show comparability of two or more groups. In the field of medical education, a key accreditation standard requires that distributed medical education sites and methods of instruction be comparable in terms of program quality and evaluation. This paper highlights how previous research has tended to incorrectly use null hypothesis significance testing as a means of demonstrating comparability. Instead, tests of equivalence are recommended to demonstrate that any differences found between groups are small and unimportant; thus, the groups can be considered comparable. However, because significance testing has been the approach that has been most commonly used to demonstrate equivalence, ANOVA results were also calculated for each of the outcome measures and compared to the equivalency results.

For the rating scale data, both the equivalence and ANOVA results concluded equivalence for all groups on all dimensions assessed. For the assessment data, there were mixed results. The results of the equivalence tests showed that Site 1 and Site 3 were comparable across all courses. With one exception, the ANOVA results were consistent with these findings (i.e., there was no statistically significant difference). For Site 2 and Site 3, the results of the equivalence tests found statistical equivalence for 7 of the 11 courses. However, the ANOVA results concluded equivalence for only two of the courses. Finally, for Site 1 and Site 2, the equivalence tests found statistical equivalence for five of the courses, while the ANOVA results concluded equivalence for only two of the courses.

For all of the site comparisons (i.e., Site 1 vs. Site 2, Site 2 vs. Site 3, Site 1 vs. Site 3), the equivalency tests were more likely to find equivalence than the ANOVA results. Overall, equivalency testing found that 23 of the 33 group comparisons could be considered equivalent, while significance testing concluded that only 14 of the 33 group comparisons could be considered comparable. There are three possible explanations for these findings. One, the equivalence intervals that were constructed for this research study were based on a rationale that was appropriate for the evaluation goals of the university. These criteria are likely not equal to the criterion of 0.05 that is used to indicate a statistical difference in significance testing. Two, significance testing is known to be sensitive to sample size, such that it is easier to find a statistical difference when sample sizes are large, as in the present study. Thus, while these findings are found to be statistically different, they may not have practical significance. A lack of practical significance is supported by the small effect sizes for the differences found in the ANOVA results. Three, equivalency testing and significance testing are different methodologies that test a different hypothesis. The former tests whether differences between groups are small enough that the groups can be considered equivalent; whereas the latter tests whether differences between groups are large enough that the groups can be considered different.

One issue to note is that by using the confidence intervals that are calculated as part of the post-hoc comparisons, the error term that is used in the calculation of the confidence intervals is from the omnibus F test. This error term is used to control type I error (concluding groups are equivalent when they are not equivalent) in the pair-wise comparisons because of the multiple comparisons being conducted. However, there is the possibility that this may result in the confidence intervals being too wide and thus the probability that the confidence interval is contained within the equivalency interval may be low (i.e., type II error). This is an important line of research that should be explored further.

In summary, as demonstrated in this study, and in other studies (e.g., Cribbie, Gruman, Arpin-Cribbe, 2004; Lewis et al., 2009; Rogers at al., 1993) NHST and equivalence testing are not analogous. If the goal is to demonstrate that two groups are equivalent/comparable, then equivalency testing is
the recommended procedure to use, with the added recommendation that the equivalence interval selected should be appropriate for the given research and evaluation context.
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