
the second task using its innate controllers against the time required when using acquired

skills.

6.1.2.1 The First Task

The first task consists of a small room containing a button and a handle. When the handle is

pulled after the button has been pressed, a door in the side of the room opens, allowing the

uBot access to a compartment which contains a switch. The goal of the task is to press the

switch. Sensing and control for the objects in the room are performed using touch sensors,

with state tracked and communicated to the uBot via an MIT Handy Board (Martin, 1998).

A schematic drawing and photographs of the first room are given in Figure 6.2.

Button

Handle

Switch
Door

245 cm

355 cm

Figure 6.2. The first task in the Red Room Domain.
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At the task level, the state of the first task at time i is described as a tuple si = (ri, pi, hi),

where ri is the state of the room, pi is the position of the robot, and hi is the position of its

end-effector.

The state of the room at time i consists of four state bits, indicating the state of the button

(pressing the button flips this bit), the state of the handle (this bit is only flipped once, and

only when the button bit is set), whether or not the door is open, and whether or not the

switch has been pressed (this bit is also only flipped once since the task ends when it is set).

The uBot may find itself at one of five positions: its start position, in front of the button,

in front of the handle, through the door, and in front of the switch. Each of these positions

is marked in the room using ARTags—a combination of small and large tags are used to

ensure that each position is visible in the robot’s cameras from all of the relevant locations

in the room. The robot has a navigate action available to it that will move it from its current

position to any position visible when it performs a visual sweep with its head. Thus, the

robot may always move between the button and the switch, but can only move through the

door entrance once it is open; only then can it see the switch and move towards it.

Finally, the robot’s end-effector may be in one of seven positions: withdrawn (from where

it can execute a navigation action), extended, and then extended and moved to the left,

right, upwards, downwards, or outwards. The robot must always be facing an object to

interact with it. In order to actuate the button and the switch, the robot must extend its arm

and then move it outwards; in order to actuate the handle, it must extend its arm and then

move it downwards.
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6.1.2.2 The Second Task

The second Red Room task is similar to the first: the robot is placed in a room with a group

of manipulable objects and a door. In this case, the robot must first push the switch, and

then push the button to open the door. Opening the door hides a button in the second part

of the room. The robot must then navigate to the second part of the room and pull a lever to

close the door again, revealing the second button, which it must press to complete the task.

Button

Handle

Switch

Door

245 cm

355 cm

Button

Figure 6.3. The second task in the Red Room Domain.

Note that this room contains the same types of objects as the first task, and so the robot is

able to apply its acquired skills to manipulate objects when they are of a type it has encoun-

tered before. In general object classification could be done by visual pattern matching, but

in this case we simply label the objects for the robot.
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6.2 Results

The uBot’s first task is to sequence its innate controllers to solve the first Red Room task.

Since the robot starts with no knowledge of the underlying MDP, it must learn both how

to interact with each object and in which order interaction must take place from scratch.

Figure 6.4 shows the uBot’s learning curve for the first Red Room task: it is able to find

the optimal controller sequence after 5 episodes, reducing the time taken to solve the task

from approximately 13 minutes to around 3.
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Figure 6.4. The uBot’s learning curve in the first Red Room task. It executes the optimal
sequence of controllers from the 5th episode on.

The resulting optimal sequence of controllers are then used to generate 5 demonstration

trajectories for use in CST (using a first-order Fourier Basis, k = 150, M = 60, N =

120, σv = 602, and βv = 0.000001). The resulting trajectories all segment into the same

sequence of 10 skills, and are all merged successfully (using a 5th order Fourier Basis,
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σv = 5002, and βv = 0.000001). An example segmentation is shown in Figure 6.5; a

description of each skill along with its relevant abstraction is given in Table 6.1.

Figure 6.5. A trajectory from the learned solution to the first Red Room task, segmented
into skills.

CST consistently extracted skills that corresponded to manipulating objects in the environ-

ment, and navigating towards them. In the navigation case, each controller execution was

split into two separate skills. These skills correspond exactly to the two phases of the navi-

gation controller: first, aligning the robot with the normal of a feature, and second, moving

the robot toward that feature. We do not consider the resulting navigation skills further

since they are room-specific and cannot be used in the second task.

In the object-manipulation case, a sequence of two controllers is collapsed into a single

skill: for example, extending the arm and then extending it further forward is collapsed
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# Abstraction Description

a torso-button Align with the button.
b torso-button Turn and approach the button.
c endpoint-button Push the button.
d torso-handle Align with the handle.
e torso-handle Turn and approach the handle.
f endpoint-handle Pull the handle.
g torso-entrance Align with the entrance.
h torso-entrance Turn and drive through the entrance.
i torso-switch Approach the switch.
j endpoint-switch Press the switch.

Table 6.1. A brief description of each of the skills extracted from the trajectory shown in
Figure 6.5, along with their selected abstractions.

into a single skill which we might label push the button. We fitted the resulting policies for

replay using a single demonstrated trajectory, and obtained reliable replay for all manipu-

lation skills.

Figure 6.2 shows the results obtained when the uBot first attempts to solve the second Red

Room task, given either its original innate controllers or, additionally, the manipulation

skills acquired in the first Red Room task. We performed eight runs of each condition. The

results show that using acquired manipulation skills, the uBot is able to initially complete

the new task in on average a little more than half the time required when only innate skills

were present. This difference is statistically significant (t-test, p < 0.01); moreover, the

sample completion times for the two conditions do not overlap.

This data thus demonstrates that skills acquired in one task can be deployed to improve the

robot’s problem-solving abilities in second task.
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Figure 6.6. The time taken by the uBot-5 to first complete the second Red Room task,
given innate controllers or acquired skills.

Note that one of the runs using skill acquisition is marked as an outlier (with a cross) in

Figure 6.2. During this run, the robot explored virtually all transitions available in the

MDP before finally finding the solution. This data point thus corresponds to a sample of

the worst-case behavior of the uBot using acquired skills; it still requires less time (by about

30 seconds) than the fastest sample run using only innate controllers.

6.3 Related Work

The great deal of work on various aspects of robot skill acquisition has already been covered

in Chapter 2; here we focus primarily on the few systems where acquired skills are used
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to more efficiently learn to solve new tasks. The most directly relevant work is by Hart

(2009a), where a robot learns according to a developmental schedule whereby it acquires

skills that are then used as primitives in later tasks. This work used an intrinsic reward

function (Hart, 2008) which was task specific, and relies upon the presence of a teacher

or programmer who both designs the developmental schedule for the robot and restricts

the controllers available to it to make learning feasible. In addition, the skills acquired

are chunked sequences of innate controllers and cannot be further improved via learning.

Similar work by Huber (2000) is used to build directed locomotion controllers from learned

component gaits.

6.4 Summary and Conclusions

We have demonstrated that CST is able to acquire skills using demonstration trajectories

obtained from the robot’s own solution to a problem, and that the resulting skills can be

used to improve its performance in a new task.

It is worth dwelling on the implications of the results presented here. Although the uBot

started off with the capacity to learn to, for example, push the button, this was accomplished

through the laborious trial-and-error of running through many combinations of manipula-

tion actions within a particular task. However, since this sequence of manipulation actions

happened to be useful in solving a problem, it was extracted as a single action that can

be deployed as a unit—requiring only a single action selection decision—when the robot

encounters a new problem. Had the uBot attempted transfer its entire policy from the first

Red Room to the second, it would have started off with a very poor policy. Instead, transfer
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was affected via the isolation and retention of skills—effectively policy components—that

are suitable for reuse in later tasks.

Thus, the uBot was able to acquire procedural knowledge autonomously through inter-

action with its environment; its performance in the second Red Room task shows that

acquiring such knowledge can allow robots to learn to solve problems more efficiently.
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CHAPTER 7

DISCUSSION AND CONCLUSION

The goal of this thesis was to improve the state of the art in hierarchical reinforcement

learning and skill acquisition, to the point where it is possible to create a robot that acquires

new skills autonomously.

In the pursuit of this goal, we developed three new algorithms: skill chaining, the first (to

the best of our knowledge) method for skill acquisition in general continuous reinforcement

learning problems; abstraction selection, which allows an agent to select an appropriate

abstraction from a library when acquiring a new skill, and hence aids in skill acquisition in

high-dimensional problems; and CST, and algorithm that performs both skill chaining and

abstraction selection efficiently and online, using demonstration trajectories.

Finally, we have described an example demonstration where a mobile robot has autonomously

acquired a set of new skills through interaction with an environment. This system shows

that the methods developed here are sufficient to realize autonomous skill acquisition on a

mobile robot in at least one instance. Thus, this work was at least partially successful in

achieving its goal.

However, each of the specific techniques developed here opens up several questions that

merit further attention.
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7.1 Future Work

While skill chaining provides a general method for skill acquisition in continuous rein-

forcement learning domains, it could be extended in several directions. Most obviously,

general heuristics that can identify target events before the agent has first reached a goal

state would significantly broaden the method’s applicability. Future work might also ex-

amine ways to deal with the large numbers of skills that might result from the presence

of multiple root target events. A possible solution might involve identifying target events

where two skill trees approximately overlap—for example, skill trees to reach two different

locations in the same room might both use opening the door to that room as an intermediate

target event—and then merging those trees below the common target event.

Future work may also address the question of how model-free skill acquisition techniques—

such as skill chaining—compare to the combination of a learned environmental model fol-

lowed by a model-based skill acquisition technique—such as LQR-Trees (Tedrake, 2009)—

and the circumstances under which each approach may be more efficient or more likely to

succeed.

Abstraction selection assumes the existence of a library of sensorimotor abstractions; this

raises the question of whether new techniques might make it feasible to instead simply build

the relevant abstraction as necessary, while the agent learns the skill; if they cannot, future

work might examine how an agent can acquire an abstraction library over its lifetime. Fu-

ture work might also examine how an agent can acquire information about the probability

of deploying an abstraction in various contexts, and so provide more informative priors to

a selection algorithm.
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All of these extensions would also be applicable to CST, since it combines the ideas under-

lying both skill chaining and abstraction selection. In addition, future work might consider

more principled ways to combine the changepoint distributions that result from each sample

trajectory, perhaps by maximizing likelihood over the entire set of trajectories rather than

for each trajectory sequentially. Additionally, an important question that remains open in

CST is that of safety: when can an agent determine that it has seen sufficiently many sam-

ple trajectories to be able to successfully and reliably execute a policy? The application of

confidence-based methods (Chernova and Veloso, 2007) seems to be an appropriate initial

direction for such work.

Finally, the robot demonstration in the previous chapter was fairly limited, and has signif-

icant scope for improvement. In addition to all of the extensions above, future work may

also address improving its rather rudimentary perception, adding grippers to the robot and

thus allowing for more interesting manipulation skills, creating a system that could choose

to explicitly practice acquired skills—perhaps following initial work by Stout and Barto

(2010)—and actively explore new environments to discover new skills.

7.2 Discussion

The techniques presented here, and especially the demonstration described in the preceding

chapter, have several limitations. Most importantly, the robot demonstration is a fairly

limited one, using an environment engineered for simplicity, a hand-designed abstraction

library, and a small number of acquired skills. These limitations, especially when viewed

in light of all of the extensions detailed in the previous section, demonstrate plainly that
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this work has only begun to scratch the surface of what is necessary to build robots that are

can acquire skills in an open-ended, reliable, and completely autonomous fashion.

However, the techniques and demonstration presented here are sufficient to provide support

for the two behavioral advantages described in Chapter 1: that skill acquisition allows an

agent to both discover solutions to new problems faster than it would have been able to

otherwise—as demonstrated in the Red Room in Chapter 6—and that it allows an agent

to achieve performance improvements on hard control problems through improving the

policies of its acquired skills—as demonstrated in the Pinball Domain in Chapter 3.

In addition to the behavioral advantages discussed in Chapter 1, we have also demonstrated

that skill acquisition in continuous domains confers two additional engineering advantages.

First, as demonstrated using skill chaining in Chapter 3, skill acquisition allows us to solve

continuous problems that are too hard to solve monolithically by adaptively breaking them

up into smaller problems, and then learning good policies for those subproblems. Thus,

skill acquisition eases the burden of learning complex policies monolithically.

Second, as demonstrated via abstraction selection in Chapter 4, skill acquisition provides a

natural way to solve high-dimensional problems that are not amenable to a solution using

a state abstraction, by adaptively breaking them into sequences of smaller problems, each

of which can be solved using an abstraction. Thus, skill acquisition eases the burden of

representing complex policies monolithically.

Together, these two advantages may prove crucial in scaling up reinforcement learning

methods to high-dimensional, continuous domains; more broadly, the ability to adaptively
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break a problem into subproblems that are easy to solve and then reassembling those solu-

tions may underlie many aspects of human intelligence.

Beyond immediate extensions to the techniques presented in this thesis, the work here

suggests some broader directions for future research. One of these is the need for skill

management. If we are to build agents that acquire their own skills across a variety of

different tasks and environments, we require methods that both restrict the set of available

skills at any given moment—so that the robot’s task is not made harder by too many avail-

able skills—while at the same time using the information contained in its skill library to

acquire new skills more efficiently.

Several strategies might be useful for skill management. Prior knowledge of the context in

which a skill is frequently deployed may rule it out or reduce the likelihood of its selection

in many contexts. We may devise methods for recognizing when one skill is simply a

(perhaps slightly perturbed) copy of another, and thereby both speed up (or indeed simply

avoid) policy learning and avoid the acquisition of a duplicate skill. Alternatively, an agent

might learn when a pair or sequence of policies are all distorted copies of each other, and

thereby acquire a parametrized option. Using such methods, an agent could build a compact

library of prototype skills that it could use for skill policy initialization when acquiring a

new skill.

More generally, methods that are able to achieve inter-skill transfer may prove useful in

achieving open-ended learning. Transfer in reinforcement learning (surveyed by Taylor and

Stone (2009)) has received significant research attention, including some work on learning

portable options for skill transfer (Konidaris and Barto, 2007). However, considering trans-

fer in the context of a single agent trying to become more efficient at skill acquisition results
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in a new and interesting setting where common features between tasks are clear, and the

problem of maintaining a compact library of prototype skills and then selecting among

them when initializing a new skill policy becomes critical.

Another broad direction for future research is that of building true skill hierarchies. In all

of the work described here, and more generally in almost all of the work using the options

framework, only the first level of a hierarchy is constructed: new skills are simply added to

the actions already available to the agent.

The other two major hierarchical reinforcement learning frameworks—MaxQ (Dietterich,

2000) and HAMs (Parr and Russell, 1997)—describe hierarchies with more than one level.

However, attempts to acquire either type of hierarchy through interaction with the environ-

ment have met with only very limited success. In addition, in both frameworks the size

of the state space actually increases with the level of the hierarchy, which is obviously

undesirable. Thus, the question of how to acquire true skill hierarchies remains open.

Ideally, a method for acquiring a skill hierarchy would result in a hierarchy with at least the

following properties: each level of the hierarchy is an easier problem (one with a smaller

state space and fewer actions) than the level below it; each level would form an MDP,

with all levels (except possibly the first) discrete; that MDP would be well-formed in the

sense that executing an action in it would never result in the agent reaching a configuration

that is not also a state at that level; at the highest levels, each state either has a symbolic

interpretation or form the basis for one; and finally, each layer (except possibly the first)

would contain sufficient information to allow planning at that level without a model of the

environment. The development of such a method would be a significant advance in the state

of the art of hierarchical reinforcement learning.
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Finally, another broad direction of interest is the use of robots and intelligent agents as

synthetic models of human skill acquisition. Although we have discussed human skill

acquisition in this thesis, no serious attempt was made to accurately model the human brain,

except at a very abstract level. Hierarchical reinforcement learning has recently received

some attention as a model of human skill acquisition (Botvinick et al., 2009), and synthetic

models might provide a useful mechanism for testing such models.

7.3 Conclusion

If we are to succeed in developing truly intelligent artificial systems, we are faced with the

problem of moving beyond well-engineered systems that are adept at a single, specialized

task. A unique trait of human intelligence is that it is flexible, adaptive and open-ended:

humans are able to learn to become proficient in tasks as diverse as playing tennis, driv-

ing a car, weather forecasting, playing the stock market, assembling a computer, flying a

plane, designing a circuit, creating furniture from wood, and proving a theorem. They are

indeed capable of going further than proficiency: a human who is trained to expert-level

proficiency in a task is often capable of using that training to exceed the level of expertise

of their trainers.

Thus, this research is concerned with the question of how to build agents that can use their

experience in solving some problems to later solve new, harder problems more efficiently.

We have chosen to focus on skill acquisition, which involves the acquisition of procedu-

ral knowledge—knowledge about how to act—through interaction with an environment,

because the primary function of the brain is control.
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This thesis reflects the belief that hierarchical reinforcement learning provides a principled

theoretical approach to skill acquisition, and has developed new methods that extend the

reach of skill acquisition algorithms to the point where they can begin to be applied to

high-dimensional, continuous domains. This thesis also reflects the belief that progress in

artificial intelligence is best achieved through the design of relatively complete, integrated

agents, especially robot systems. In this case, such an approach has both emulated the

hypothesized behavioral advantages of skill acquisition, and also shed light on some of the

engineering advantages of it. Although much remains to be done before we can even begin

to claim the ability to create flexible, adaptive and open-ended artificial agents, the research

presented here represents a small but hopefully concrete step in that direction.

128



BIBLIOGRAPHY

Abbeel, P. and Ng, A. (2004). Apprenticeship learning via inverse reinforcement learning.
In Proceedings of the 21st International Conference on Machine Learning.

Abbeel, P., Coates, A., Quigley, M., and Ng, A. (2006). An application of reinforcement
learning to aerobatic helicopter flight. In Advances in Neural Information Processing
Systems 19.

Argall, B., Chernova, S., Veloso, M., and Browning, B. (2009). A survey of robot learning
from demonstration. Robotics and Autonomous Systems, 57, 469–483.

Arkin, R. (1989). Neuroscience in motion: The application of schema theory to mobile
robotics. In J.-P. Ewert and M. Arbib, editors, Visuomotor Coordination: Amphibians,
Comparisons, Models, and Robots, pages 649–672. Plenum Press, New York.

Arkin, R. (1998). Behavior-Based Robotics. MIT Press, Cambridge, Massachusetts.

Atkeson, C., Moore, A., and Schaal, S. (1997). Locally weighted learning for control.
Artificial Intelligence Review, 11(1-5), 75–113.

Baird, L. (1993). Advantage updating. Technical Report WL-TR-93-1146, Wright-
Patterson Air Force Base Ohio: Wright Laboratory.

Barto, A., Singh, S., and Chentanez, N. (2004). Intrinsically motivated learning of hierar-
chical collections of skills. In Proceedings of the International Conference on Develop-
mental Learning.

Bernstein, D. (1999). Reusing old policies to accelerate learning on new MDPs. Tech-
nical Report UM-CS-1999-026, Department of Computer Science, University of Mas-
sachusetts at Amherst.

129



Berthier, N. and Keen, R. (2006). Development of reaching in infancy. Experimental Brain
Research, 169, 507–518.

Bishop, C. (2006). Pattern Recognition and Machine Learning. Springer, New York, NY.

Bonarini, A., Lazaric, A., Restelli, M., and Vitali, P. (2006). Self-development framework
for reinforcement learning agents. In Proceedings of the Fifth International Conference
on Development and Learning.

Botvinick, M., Niv, Y., and Barto, A. (2009). Hierarchically organized behavior and its
neural foundations: a reinforcement learning perspective. Cognition, 113, 262–280.

Boutilier, C., Dearden, R., and Goldszmidt, M. (1995). Exploiting structure in policy con-
struction. In Proceedings of the Fourteenth International Joint Conference on Artificial
Intelligence, pages 1104–1113.

Boyan, J. (1999). Least squares temporal difference learning. In Proceedings of the 16th
International Conference on Machine Learning, pages 49–56.

Bradtke, S. and Barto, A. (1996). Linear least-squares algorithms for temporal difference
learning. Machine Learning, 22(1-3), 33–57.

Bradtke, S. and Duff, M. (1995). Reinforcement learning methods for continuous-time
markov decision problems. In Advances in Neural Information Processing Systems 7,
pages 393–400.

Brock, O., Fagg, A., Grupen, R., Platt, R., Rosenstein, M., and Sweeney, J. (2005). A
framework for learning and control in intelligent humanoid robots. International Journal
of Humanoid Robotics, 2(3).

Brooks, R. (1991). Intelligence without representation. In J. Haugeland, editor, Mind
Design II, pages 395–420. MIT Press, Cambridge, Massachusetts.

Burridge, R., Rizzi, A., and Koditschek, D. (1999). Sequential composition of dynamically
dextrous robot behaviors. International Journal of Robotics Research, 18(6), 534–555.

Butterfield, J., Osentoski, S., Jay, G., and Jenkins, O. (2010). Learning from demonstration
using a multi-valued function regressor for time-series data. In Proceedings of the Tenth
IEEE-RAS International Conference on Humanoid Robots.

130



Chernova, S. and Veloso, M. (2007). Confidence-based policy learning from demonstration
using Gaussian mixture models. In Proceedings of the 6th International Joint Conference
on Autonomous Agents and Multiagent Systems.

Deegan, P., Thibodeau, B., and Grupen, R. (2006). Designing a self-stabilizing robot for
dynamic mobile manipulation. In Proceedings of the Robotics: Science and Systems
Workshop on Manipulation for Human Environments.

Dietterich, T. (2000). Hierarchical reinforcement learning with the MAXQ value function
decomposition. Journal of Artificial Intelligence Research, 13, 227–303.

Digney, B. (1998). Learning hierarchical control structures for multiple tasks and chang-
ing environments. In R. Pfeifer, B. Blumberg, J. Meyer, and S. Wilson, editors, From
Animals to Animats 5: Proceedings of the Fifth International Conference on Simulation
of Adaptive Behavior, Zurich, Switzerland. MIT Press.

Diuk, C., Li, L., and Leffler, B. (2009). The adaptive k-meteorologists problems and its
application to structure learning and feature selection in reinforcement learning. In Pro-
ceedings of the 26th International Conference on Machine Learning, pages 249–256.

Dixon, K. and Khosla, P. (2004). Learning by observation with mobile robots: a computa-
tional approach. In Proceedings of the IEEE International Conference on Robotics and
Automation.

Ericsson, K. (2006). The influence of experience and deliberate practice on the develop-
ment of superior expert performance. In K. Ericsson, N. Charness, P. Feltovich, and
R. Hoffman, editors, Cambridge handbook of expertise and expert performance, chap-
ter 13, pages 685–706. Cambridge University Press, Cambridge, UK.

Fearnhead, P. and Liu, Z. (2007). On-line inference for multiple changepoint problems.
Journal of the Royal Statistical Society B, 69, 589–605.

Ferguson, A. (1999). Managing My Life: My Autobiography. Hodder and Stoughton Ltd.,
London.

Ferguson, K. and Mahadevan, S. (2006). Proto-transfer learning in markov decision pro-
cesses using spectral methods. In Proceedings of the ICML Workshop on Structural
Knowledge Transfer for Machine Learning.

131



Fox, E., Sudderth, E., Jordan, M., and Willsky, A. (2008). Nonparametric Bayesian learn-
ing of switching linear dynamical systems. In Advances in Neural Information Process-
ing Systems 21.

Grollman, D. and Jenkins, O. (2010). Incremental learning of subtasks from unsegmented
demonstration. In International Conference on Intelligent Robots and Systems.

Guenter, F., Hersch, M., Calinon, S., and Billard, A. (2007). Reinforcement learning for
imitating constrained reaching movements. Advanced Robotics, 21(13), 1521–1544.

Hart, S. (2008). Intrinsically motivated hierarchical manipulation. In Proceedings of the
2008 IEEE Conference on Robots and Automation.

Hart, S. (2009a). The Development of Hierarchical Knowledge in Robot Systems. Ph.D.
thesis, University of Massachusetts Amherst.

Hart, S. (2009b). An intrinsic reward for affordance exploration. In Proceedings of the
Eighth IEEE International Conference on Development and Learning.

Hart, S., Grupen, R., and Jensen, D. (2005). A relational representation for procedural task
knowledge. In Proceedings of the 2005 American Association for Artificial Intelligence
(AAAI) Conference.

Hengst, B. (2002). Discovering hierarchy in reinforcement learning with HEXQ. In Pro-
ceedings of the Nineteenth International Conference on Machine Learning, pages 243–
250.

Hovland, G., Sikka, P., and McCarragher, B. (1996). Skill acquisition from human demon-
stration using a Hidden Markov Model. In Proceedings of the IEEE International Con-
ference on Robotics and Automation.

Huber, M. (2000). A hybrid architecture for hierarchical reinforcement learning. In Pro-
ceedings of the 2000 IEEE International Conference on Robotics and Automation, pages
3290–3295.

Huber, M. and Grupen, R. (1997). Learning to coordinate controllers - reinforcement learn-
ing on a control basis. In Proceedings of the Fifteenth International Joint Conference on
Artificial Intelligence, pages 1366–1371.

132



Huber, M., MacDonald, W., and Grupen, R. (1996). A control basis for multilegged walk-
ing. In Proceedings of the 1996 IEEE Conference on Robotics and Automation, pages
2988–2993.
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