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Figure 3.6: Diagram from Eric Siegel’s Predictive Analytics (2013) illustrating how large amounts of 
data (Big Data), along with machine learning (algorithmic programming), enables new insights into 
predictive pattern in both human and nonhuman systems (27). 
 
 

The Persuasion Effect: Although imperceivable, the persuasion of an 
individual can be predicted by uplift modeling, predictively modeling across 
two distinct training data sets that record, respectively, the outcomes of two 
competing treatments. (208) 
 

Uplift modeling is a way to put consumer data to work by comparing large data sets 

from across a range of metrics, then leverage exponentially growing computer 

processing speeds to analyze the data, using statistical regression techniques and 

algorithmic programming to help find correlations between data sets, and thus better 

predict how a certain percentage of people will, under certain circumstances, act. 

While not an exact measure, there is value in knowing even a rough percentage of a 

particular activity or consumption pattern, and as the phenomenon of Big Data 

reminds us, as more data is collected and analyzed, such modeling on consumer 

behavior grows in breadth and accuracy.  
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In Web 3.0 we find ourselves ensconced in a networked and automated 

textual environment where non-human ICT systems take on more agential force than 

individual human agents. What matters less is the data of individual consumers and 

more the data of millions of consumers that can be aggregated, sorted, triangulated, 

compared, and mixed in novel ways. But to maintain knowledge production at this 

kind of scale, it is imperative for the ICT industries that consumer data continue to 

flow, and flow fast. For this to happen, consumers need to be online, living and 

working online, clicking and writing, signing up and buying things online a good 

portion of our day. And this is indeed what has happened in Web 3.0. Results from a 

2014 report by independent communications regulator Ofcom in the UK, showed 

that adult Britons, on average, spend more time on media devices during a normal 

day than actually sleeping (bbc.com). Studies from the U.S. and Australia reflect 

similar trends (medibank.com; Pew).  

In the context of Beniger’s history and Seigel’s discussion of machine learning 

then, it is apparent that the celebrated use value of Web 2.0 writing, as vibrant and  

alive as ever, has also become a vital source of labor value for the circulation of  

capital in Web 3.0. Take as an example Figure 3.4, an infographic created by the 
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Interactive Advertising Bureau (IAB), a leading professional organization for online 

advertisers and marketers. The playfulness of the model belies its subtle rhetoric. The 

“Engagement Continuum Metrics” graphic comes from the IABs annual public 

report (2014). The report brings together professionals and stakeholders interested in 

  

Figure 3.7: Graphic from the Interactive Advertising Bureau’s annual report on how best to stimulate 
“Engagement” with consumers to maintain the necessary feedback system from consumer activities. 
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awareness of data collection and problems surrounding consumer privacy and 

surveillance. As Heidi McKee notes of the unsettled state of Internet regulation and 

the lack of oversight on data collection practices, the public must keep these concerns 

in the foreground as we begin to shape legislation on data collection in the next 

decade (2011).29

In addition to the absence of ethos, what we also see in Figure 3.4 are traces 

of the first mass marketing techniques to emerge in the early 20th century (Beniger) in 

capital’s effort to stimulate consumer desire and alleviate the commodity glut brought 

on by industrialization. Of particular note here are the propaganda techniques 

pioneered by Edward Bernays before, during, and after WW I. Bernay’s, the nephew 

of Sigmund Freud, drew extensively on his uncle’s ideas about desire and compulsion 

to effectively psychologize mass advertising. He is often referred to as the “father of 

public relations.” He is most famous for helping President Woodrow Wilson 

successfully win public opinion to enter WW I and his “Torches of Freedom” 

advertising campaign that helped break down the prohibition of smoking by women 

in 1929 in the U.S., empowering women and opening up the tobacco market at the 

same time (Curtis, 2002). I mention Bernays in particular to foreground how mass 

networked communication technologies, and a hyper-literate culture that embraces 

them, become a necessary condition in manufacturing the consumer desire necessary 

to circulate and grow capital. The “Engagement Continuum Metrics” graphic extends 

  

                                              
29 On February 26, 2015, the Federal Communication Committee reclassified the Internet service 
under Title 2 of the Telecommunications Act (usatoday.com), requiring internet service providers 
(ISPs) to maintain equal access to all content on the Internet (fcc.gov). 
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Figure 3.9: Basic metabolic relations between inscription technologies, writing labor, and the 
biophysical world in Web 3.0. 
 
 
The breadth and depth of Web 3.0 technologies now serve as a global 

communications spinal cord reaching into all aspects of cultural and planetary life. 

What has emerged in this development is a material, metabolic system where an 

oversized technological infrastructure combines with the boundless labor power of 

our online writing to produce a dangerous imbalance with other human and 

nonhuman systems in the biophysical world. One of the effects of this imbalance is 

the phenomenon of acceleration and socio-technological systems that begin to process 

human informational and material needs faster than the Earth’s resources naturally 

regenerate, creating a dangerous antagonism between a growing public sphere, a 

power-hungry, technological infrastructure, and a finite, ailing planet. 

metabolic 
relations 

online writing 
labor 

biophysical 
world technology 
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The Great Acceleration 

  Several contemporary scholars have noted the phenomena of acceleration 

(Castells, Harvey, Virilio). Beniger lists over one hundred different phrases that have 

been coined to describe the lived experience of acceleration in the past century. 

Writing in 1986, he voiced a similar concern we hear today--  

If social change has seemed to accelerate in recent years…this has been due in 
large part to a spate of new information-processing, communication, and 
control technologies like the computer, most notably the microprocessors that 
have proliferated since the early 1970s. (6) 
 

Big Data and Web 3.0 are the current culmination of this process that began in the 

the mid-19th century—a steady process of acceleration brought on by the parallel and 

progressive development of more diffuse communication and inscription 

technologies, faster computer processing speeds, more bandwidth, and endless 

storage capacity. Work by information theorist Martin Hilbert confirms this felt sense 

of acceleration. He argues in his research on the world’s capacity to save information 

(data): 

Humankind’s technological capacity to compute information has grown even 
faster than the world’s storage and telecommunication capacity– by 60–85% 
annually. That is more than 10 times faster than our economic capacities. (9, 
2012) 
 

The pace of life feels faster in Web 3.0 because our technological capabilities to 

process both informational and material flows continues to advance exponentially (as 

expressed in Moore’s Law).30

                                              
30 Moore’s Law is named after Gordon E. Moore, co-founder of microchip pioneer Intel 
Corporation. Moore estimated in 1975 that the processing power of semi-conductors—microchips—
doubled every two years. The law has since been applied to other aspects of computer development 

 Hilbert stresses that in the move from analogue 
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technologies (print, tape, vinyl) to networked, digital technologies (binary code, dvds, 

carbon), audio and visual data storage decreased significantly while text production 

and storage increased by 20%. As Hilbert observes, “The multimedia age actually turns 

out to be an alphanumeric text age, which is good news if you want to make life easy 

for search engines" (9). Hilbert reminds us that, in addition to the accelerated 

production of video, music, images, and other semiotic forms, in a Web 3.0 data 

environment, it is the labor of our online writing and the industrial production of 

alphanumeric textuality that grows most prodigiously.  This is the same textual 

production that Web 2.0 writing theory celebrates as inherently beneficial in the way 

it expands opportunities for rhetorical, civic participation in the public sphere. 

As I’ve been arguing throughout this chapter, the same writing labor that Web 

2.0 writing theory celebrates for the use value it provides to writers, is also the 

productive force that propels capital circulation in Web 3.0. And, as a consequence of 

the metabolic relation between online writing labor, inscription technologies, and the 

biophysical world (Figure 3.7), what has manifested in Web 3.0 are deepening 

ecological antagonisms between human textual production and other social and 

biophysical systems. As our capabilities to process both informational and material 

flows accelerate, we are invariably impacting other social and natural systems in 

problematic and unsustainable ways.31

 

 

                                                                                                                                       
such as memory capacity, screen resolution, and video and sound card development (amended from 
Wikipedia entry on “Moore’s Law”—accessed March, 2015). 
 
31 My use of the terms “material and informational flows” comes out of Castells’ and Beniger’s work. 
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This is precisely what research shows. In 2000, the International Geosphere-

Biosphere Programme (IGBP)32

 

 offered compelling evidence that human activities in 

the past 250 years, beginning with the Industrial Revolution in Europe (circa 1750 

CE), have altered the Earth’s eco-system so definitively that humans have initiated a 

new geological phase, the Anthropocene (Steffen et al. 2). In 2004 the IGBP published 

their results in a report containing 24 graphs, one for each of the 24 indicators they 

were measuring—12 social systems and 12 ecological systems (2). The report 

garnered wide spread attention and led to the coining of the phrase “The Great 

Acceleration.” It is “great” because the IGBPs research shows, quite compellingly, 

the process of acceleration occurring evenly and radically across a range of social and 

natural systems. In 2015, the IGBP published updated versions of all 24 graphs, with 

data as recent as 2010. Figure 3.8 shows six of the indicators. The trends you see here 

are consistent across all 24 indices. The IGBP notes that each system makes a surge 

around 1950—the same era that the U.S. begins to shift from an industrial to an 

informational economy (Beniger, Drucker, Hayles). 

 

 

 

 

 

                                              
32 IGBP is a non-governmental organization composed of scientists from all disciplines and 
nationalities.  
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Figure 3.10: Six sample metrics taken from the IGBPs report on the impact of human activity on 
social and biophysical systems. 
 

The graph for Telecommunications supports a similar claim that Beniger made thirty 

prior—the development of informational technologies will always lag behind 
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developments in commodity production. The Telecommunications chart, which 

measures the percentage of people globally who own mobile phones, is practically 

silent until 1950, but shoots exponentially upward starting around 1990, reaching 

over 80% of the world’s population in 2010. The IGBPs research draws a clear 

metabolic relation between the rise of informational economies driven by data 

collection and the acceleration of other natural and social systems.   

A concrete example of this relationship between information processing and 

the biophysical world is the growing demand for energy needed to power the data 

centers around the world that make up the ever expanding “cloud.” Energy use by 

data centers is growing faster than any other industry. According to Greenpeace, the 

total consumption of energy used to power the growing number of data centers 

worldwide is somewhere in the range of 40GW annually—a number predicted to 

grow by at least 81% by 2020 (Greenpeace, “Clicking Clean,” 11). In 2013, the global 

cloud consumed the equivalent output of 40 nuclear power plants (Greenpeace, 

Glantz)—more energy than France, Germany, Brazil, and Canada combined 

(Greenpeace). While use of renewable energies are on the rise by companies like 

Google and Facebook, other companies like Twitter and Amazon continue to lag 

behind in adopting clean energy to power their operations (Carli, Greenpeace, 

Glantz). 

Energy studies have also shown that data centers are exceedingly wasteful in 

their use of energy. Because of the need to operate 24/7, data centers must build in 

redundant energy measures to ensure servers never go down. A study by the NY 
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Times in 2013 found that “data centers can waste 90 percent or more of the 

electricity they pull off the grid” (Glantz). An average size data center drawing 5 

million gigawatts (Facebook draws 60 million annually) will also need back-up 

servers, back-up batteries, and back-up generators, as well high powered air 

conditioning and ventilation to remove the heat produced by the servers. At the end 

of the day, it is estimated that about 12% of the energy needed to run a data center is 

used by actual servers.   

Greenpeace has led the way in raising public awareness about the growing 

energy of the cloud. Since 2008 they have released report cards for all major tech 

companies and great improvements have been made by many ICT companies in 

energy efficiency and investment in renewable energies. Google has set the example 

here with 35% of their energy use currently provided by solar and wind power 

(google.com). Unfortunately, the industry in general has not followed Google’s lead, 

and there continues to be a culture of secrecy around how much energy is actually 

being used by data centers around the world, and what other potential environmental 

concerns might emerge as a byproduct of building and powering these data centers.  

 

Conclusion 
 
 In this chapter I’ve explored the third material stratum in the MEOW 

framework, the contexts of informational capitalism and the various kinds of value 

that are produced by the labor of our online writing. I’ve argued there is an 

opportunity, in the shift from a Web 2.0. to a Web 3.0 environment, to expand our 
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material and ecological analyses of contemporary writing practices and begin a deeper 

engagement with the sub-strata of data gets produced as a by-product of the time and 

labor we put in when we go online.  

In the next chapter, I move from the burnished, sterile environment of the 

data center to another side of Web 3.0—the opaque, toxic world of electronic waste 

factories (ewaste). Developing countries in the northern hemisphere have for decades 

reaped the benefits of cutting edge computing while off-loading the responsibility of 

electronic disposal on developing countries in the southern hemisphere. While 

disposing of electronics in another country certainly eliminates the challenges of 

recycling electronics, no cultures are immune to the toxins that are released into water 

and soil systems when ewaste isn’t recycled appropriately or dumped in landfill. I 

address this issue in the next chapter, as well as another system that has come into 

conflict with Web 3.0, the organic system of the writing body. 
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CHAPTER 4 
 

STRATUM IV: LITERACY AND THE BIOPHYSICAL WORLD 

“It is not clear how these [online literacy] habits will now begin to change with the spread of 
hypertextual materials; but there is nothing about the form of such materials that insures more 

perspicuous readings…” (Burbules). 
 

 “The Internet is still ours to shape. Our minds are in the balance" (Dokoupil). 
 

 In the preceding chapters I’ve outlined three different vantage points in which 

to theorize a materialist ecological approach to writing in Web 3.0—what I’ve been 

calling material strata. In this final chapter I integrate more fully the IV material strata--

the biophysical world. By “biophysical world” I mean the physical and organic 

systems that sustain life and their interdependent relations with the writing body. In 

exploring writing’s relationship to the 4th strata, I am looking for ways in which our 

current digital literacy practices, and the hyper-mediated textual environment of Web 

3.0, intersect and possibly harm both the natural environment and the permeable 

space of the writing body. 

 In Web 3.0 we find the 4th stratum in crisis—over-population, growing 

demand for natural resources, climate change, water shortages, and losses in 

biodiversity. These are global concerns that impact us all. Due to the scope of 

ecological problems, solving them will require concerted effort at all levels of culture 

and all disciplines, including education. As environmental scientist and educator 

David W. Orr argues, “the ecological crisis is in every way a crisis of education” (xi, 

2012). With literacy and writing instruction at the center of education around the 

world, the field of rhetoric and composition can play key role in ameliorating 
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environmental problems by helping students cultivate critical, ecological awareness in 

our writing courses.  

 In this final chapter, I explore two prominent concerns emerging in the 4th 

stratum that directly connect to our digital literacy practices--the dangerously toxic 

problem of electronic waste (ewaste) and the ascendance of two problematic 

literacies--media-multitasking and skanning. Both ewaste and these nascent screen 

literacies raise serious questions about environmental justice and the ways digital 

writing environments may be in conflict with the health of other social and biological 

systems, including our bodies.  

 Drawing on work from Kristie Fleckenstein, Robert Yagelski, and Max Van 

Manen, as well as work in education, ecoliteracy, cognitive psychology, neurobiology 

and environmental science, I demonstrate how the inclusion of the 4th stratum (body 

and natural environment) in our theorization of digital literacy radically changes our 

understanding of literacy in Web 3.0. In so doing, it opens up new ways for us to 

develop more critical, sustainable, and ecological literacies that will better prepare 

students for the social and environmental problems we are facing today. I close the 

chapter with five broad learning outcomes and a sequence of writing activities 

intended to help guide faculty and administrators in integrating critical, ecological 

literacies at all levels of program and course curricula.  
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Part 1: Web 3.0 and the Challenge of Sustainability: Setting the Context 

Strong Sustainability 

 The criterion of sustainability is vital for the discussion that follows, and it 

provides the ethical grounding for writing pedagogy from a MEOW (materialist 

ecology of writing) perspective. As ecological in nature, our literacy practices play a 

central role in building healthy lives that are sustainable both socially and 

environmentally. By “sustainable” I am referring to the “strong” version of  

sustainability that includes the intergenerational requirement—the idea that humanity has a 

responsibility to use earth’s natural resources in ways that “meet the needs of the 

present without compromising the ability of future generations to meet their own 

needs” (Owens 22, United Nations). Like ecology, sustainability is often co-opted by 

corporations and governments as a way to talk about economic growth and 

development. This is the “weak” version of sustainability (Nobbs 144)--an anthro-

centric model that gauges sustainability by how well human socio-economic systems 

(businesses, corporations, cities, nation states) can maintain perpetual economic 

growth in the short-term.  It is weak because it erroneously separates human socio-

economic systems from the natural systems they are embedded in. 

 The “strong” version of sustainability displaces the focus on economic growth 

with a more holistic, long-range understanding of sustainable development. A healthy 

ecosystem, whether it be a pond, a cell, or a city, must produce the energy for life to 

exist (photosynthesis, food, oxygen) and be able to manage the waste produced by 

the system. Such “waste management” becomes the building blocks of the system 
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and its capacity to flourish and regenerate itself (Nobbs 144). Weak versions of 

sustainability ignore the intrinsic waste produced by all systems, as well as the finite 

limits of the planet’s raw materials. Consideration of future generations injects a 

social justice component into the concept of sustainability, and sets the ethical 

foundation for developing literacy practices that will sustain both economic and 

environmental health for generations to come.  Thus, when I use the term 

sustainability throughout this chapter, I am referring to the strong version. 

Electronic Waste and the 4th Stratum 

 One of the more problematic environmental concerns that has emerged in 

informational capitalism in regards to our literacy practices is the growing production 

of electronic waste, or ewaste (introduced in chap. 1). Categories of ewaste include 

computers, monitors, keyboards, televisions, mobile phones, faxes, and printers. 

According to the United Nations (UN), close to 50 million tons of electronics are 

discarded worldwide each year (StEP)33

                                              
33 These are metric tons, which weigh approx. 2, 200 pounds. 

. The U.S. alone disposed of 258 million 

individual devices in 2010—the most of any nation. Discarded electronics are now 

the fastest growing part of the waste stream in many countries. The UN predicts that 

by 2017 the world will be producing over 70 million tons of ewaste a year —33% 

more than current rates (see Appendix A and B).  

 Unlike simpler waste products such as paper or glass, electronic waste is more 

complex, containing hundreds of individual components. The manufacture of 

computers and electronics is resource intensive using large amounts of water, 
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chemicals, and energy. For monitors, circuit-boards, and batteries to function, they 

need lead and mercury—heavy metals known to effect human development and 

cause reproductive problems in marine life when released into the environment. 

Moreover, the need for gold, silver, and copper in computerized devices requires 

extractive open-pit mining that produces enormous amounts of hazardous waste 

while leaving large scars in the landscape that destroys local habitat and can pollute 

local water systems for decades (Grossman, 2006). 

 Recycling such complicated and hazardous materials is expensive, requiring 

trained labor and the proper tools and machinery to do it safely.  Currently, there is 

no way to mass recycle ewaste. Wires, circuit boards, monitors, and plastics must be 

broken down manually. When ewaste recycling is done correctly, no toxins are 

released at the end of a products life, and much of the precious metals used in 

electronics can be recovered for resale. Because of the high costs associated with 

proper ewaste disposal, many recyclers in the global North (U.S., European Union) 

cut costs by shipping the waste to developing counties in the global South. Research 

from the Basal Action Network (BAN) estimates that in the U.S, 15% of the ewaste 

produced is properly recycled by licensed recyclers. The rest is stockpiled by 

consumers, dumped in landfill (both legally and illegally) or sent to developing 

countries for recycling. It is estimated that the U.S, the largest producer and exporter 

of ewaste, has exported an average of 1 million tons of ewaste annually to developing 

countries since 2000 (BAN, Bradford, 2011). 

 Such numbers exhibit the enduring practice of externalization, where wealthier 
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countries “contract out” the more laborious and dangerous aspects of commodity 

production and disposal to poorer countries with large, cheap labor markets. Today, 

electronics exemplify this practice: 

The developed nations of the global north consume 75% of all electronics 
produced globally, then export anywhere from 15 to 30% of these products to 
developing nations in the south. It is a perfect case of “externalization”—
where developed countries are currently dumping their hazardous waste 
products on developing countries where U.S. and European recycling 
companies can find cheap labor and skirt regulations (Khetriwal and 
Luepschen 6--see Appendix C).  
 

Externalization is a hegemonic practice that allows wealthier nations to enjoy the 

benefits of new media while passing the burden of disposal and recycling on to 

developing nations. This, undoubtedly, is a form of fetishization—the systemic practice 

of concealment, of obscuring the relations between the electronic commodity and the 

network of human labor and natural resources necessary for their production and 

disposal. The city of Guiyu, China is a case in point. Guiyu is considered the largest 

ewaste processing center in the world (BAN).  It is one of hundreds of ewaste 

locations in China—an industry that employs over 400,000 people at an average of 

1.50 USD dollars a day (StEP). From 2000 to 2010, 75 percent (1.25 million tons) of 

the ewaste received at Guiyu came from North America (BAN). The Chinese 

government banned all importation of electronic waste in 2000, but ewaste continues 

to flow into China from the West while its growing domestic production of 

electronics is beginning to contribute significantly to the ewaste stream. 

 Several studies on Guiyu have exposed the environmental costs of ewaste and 

the dangerous conditions it creates.  The facilities there, like others around the world, 
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use open air flames and chemical baths to break down the circuit boards of old 

electronics, melt plastic, and retrieve any metals they can. The population of the city 

has been found to have higher rates of “digestive, neurological, repository, and bone 

problems” (StEP) than cities of comparable size. A 2007 study found that 80% of 

children between ages of 1-6 had high levels of lead in their blood (Huo et al.). Other 

studies done in Nigeria (Olubanjo et al.) and India (Inagaki) have shown similar 

results--Guiyu is just one of thousands of such processing plants around the world.   
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Figures 4.1: Images of ewaste processing in Guiyu, China (Greenpeace).  
 

 In 1989, in response to the growing export of hazardous waste occurring from 

the global north to the global south, the United Nations adopted The Basel 

Convention—a treaty designed to halt the illegal transport of hazardous waste across 

national lines. As of today, all the countries in the E.U. have ratified the treaty and 

use it to guide national regulations on electronic waste. Despite being one of the first 

countries to sign onto the treaty in 1990, the United States, the largest generator of 

ewaste in the world, has failed to ratify the treaty in Congress. It is still legal in the 

United States to export old electronics for recycling (eStewards).34

                                              
34 Growing awareness of ewaste has helped stem the flow of electronics into China. The crackdown 
on exports has created problems in the flow of domestic ewaste with recycling companies often 
transporting ewaste across state lines. (“California’s Ewaste Creating Toxic Mountain in Arizona”). 

 



126 
 

 There’s a really interesting relation at work in the problem of ewaste between 

the challenge of waste disposal and capital circulation. Anything that slows capital 

down, causing deflation, historically has manifested in crises. Any disruption or 

barrier to capital circulation results in crisis—a stock market crash, an oil shortage, a 

bad investment. Ewaste, and the cost to properly dispose of it is one such disruption. 

To solve it capital skirts regulations, avoids international treaties (Kyoto, BAN), finds 

cheaper labor, and poisons the environment.  In a very real way then, the discordant 

juxtaposition of data centers (Chap. 3) and ewaste dump is a fitting trope for the 

asymmetrical relations that persist between the global North and South. Because the 

benefits and risks of electronic production and waste are unevenly shared, it makes 

the issue one of environmental and social justice. 35

 But ewaste is only one aspect of the waste created by electronics manufacture.  

From the ecological perspective of the 4th stratum, we must also consider the waste 

created in the manufacture of our writing technologies, especially something as 

resource-intensive as semiconductor production—more commonly known as 

“microchips.” Elizabeth Grossman lucidly illustrates this complicated process in High 

Tech Trash: “Turning simple silica into the platform for nearly all high-tech electronics 

is anything but simple. It requires enormous amounts of other materials, highly 

complex machinery, energy, and water, and creates large amounts of waste" (44). In 

fact, as Grossman argues, “one individual semiconductor fabrication plant may use as 

 

                                              
 
35 United Nations definition of environmental justice: “The fair treatment and meaningful 
involvement of all people regardless of race, color, national origin or income in the development, 
implementation and enforcement of environmental laws, regulations and policies" (Khetriwal and 
Luepschen 6). 
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many as five hundred to a thousand different chemicals,” (45) most of which are 

hazardous and require extreme measures to ensure they are not released into the 

environment post-manufacture. Many of the chemicals used in semiconductor 

manufacture must be stored in underground tanks engineered to never leak. Despite 

such regulations though, there are over twenty documented cases of leaky tanks 

contaminating local drinking water (New York, Oklahoma, North Carolina). In 

Silicon Valley, the birthplace of microchip technology, there are currently seven toxic 

waste sites from microchip manufacturing that are listed on the federal governments 

Superfund 36

 Thus, with a problem like ewaste we can see just how difficult it is to contain 

waste production on a global scale and avoid polluting human and non-human 

ecosystems. While neoliberal policies like NAFTA and GATT succeeded in opening 

up international markets through tariff-free trading and accelerating global capital 

flows, they have also created global flows of waste that inevitably circulate back and 

begin to poison those countries who have been externalizing it. From an ecological 

point of view, externalizing waste only conceals it. The environmental impacts of 

electronic manufacture and ewaste don’t end in Guiyu or Silicon Valley. The toxins 

produced by electronic manufacture and disposal have wended their way, via air, 

water, and soil, into other ecosystems around the globe. Grossman captures this 

metabolic movement in the following passage: 

 program (Grossman 3). 

                                              
 
36 Established in 1980, the EPA's Superfund program was created to help identify and clean up 
significant cases of hazardous waste sites throughout the country.  
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A polar bear settles down to sleep in a den carved out of Arctic ice. A whale 
cruises the depths of the North Sea and…a bottlenose dolphin leaps above 
the waves. A seagoing tern lays an egg. A mother in Sweden nurses her baby, 
as does a mother in Oakland, California.  Tissue samples taken from these 
animals and from these women's breasts contain synthetic chemicals used to 
make the plastics used in computers, televisions, cell phones, and other 
electronics [to] resist fire.  Americans have the highest levels of these 
compounds in their blood of any people yet tested, and the same chemicals 
have been found in food purchased in grocery stores throughout the United 
States. (2) 
 

This is what it means to be in a metabolic relationship with a multitude of human and 

non-human systems (see Appendix C). That is to say, to understand the cultural and 

material realities of literacy in Web 3.0, we must consider the environmental hazards 

created by the growing production and consumption of electronics. By including the 

4th stratum in our theorization of digital literacy, we open up new ways to think about 

the broader environmental consequences of our digital literacies and the ways they 

interact with other ecological systems, including the organic, permeable space of the 

writing body.  Understanding this experience of the body in informational capitalism 

is an essential part of understanding the 4th stratum, and for articulating our felt 

experience of the digital condition. 

Part 2:  Literacy, the Somatic Mind, and the 4th Strata 

But what exactly does it mean to talk about the body in relation to literacy?  

What are we hoping to understand about writing? And how can we study such a 

thing in a field more inclined towards social and qualitative approaches rather than 

the biophysical experience of the writing body?  Generally speaking, when we think 

about literacy we tend to focus on the activities of literacy--reading, writing, speaking. 
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But if we shift from this human-centric model to an ecological one, literacy becomes 

more than just an activity, it becomes an experience, something that permeates through 

and affects the living body. The idea of mediation, stratum 2, speaks directly to this 

process. Mediation is the fundamental experience of literacy--the physical, metabolic 

exchange that occurs between the writing body and physical environment when we 

“pick-up” a writing tool to intervene in the world. Kristie Fleckenstein describes the 

exchange in this way: 

The physical demarcations constituting who we are (and what we are) at any 
moment must enclose, not cut, the relevant pathways that create a specific 
context thereby blurring the boundaries of what constitutes flesh and technology, 
flesh and culture, flesh and other. (287) 
 

Rather than use “mediation” to describe this merging of flesh and technology, 

Fleckenstein uses the term “somatic mind”37

 To clarify this point further, although our visual field tells us that our bodies 

are physically separate from other objects in the phenomenal world, the concept of 

the mediated somatic mind assumes a more fluid, metabolic experience between 

textuality, technology, and the body. As I type on my keyboard right now, my 

fingertips, laced with thousands of sensitive nerves, send neuronal signals back to my 

 to emphasize the embodied experience 

of literacy. Though it may appear from the perspective of the human agent that we 

use writing tools to write the world, from an ecological perspective, those same tools 

very much write the somatic minds of writers in the act of literacy.   

                                              
37 "Using the work of cultural anthropologist Greg Bateson, I define the somatic mind as a "being-in-
a-material-place" whose fluid and permeable boundaries are (re)constituted through the mutual play 
of discursive and corporeal coding" (Fleckenstein 282). 
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brain telling me I’m touching, and using, an electronic writing tool. The little Braille 

bumps on the F and J keys tell me my hands are in the correct position. I rarely look 

down when I type after three decades on the qwerty keyboard, although I still have 

trouble reaching the Z. Thus, though it may appear from the perspective of the 

human agent that we use writing tools to write the world, from an ecological 

perspective, those same tools very much write our bodies in the act of literacy. 

Acknowledging this embodied experience of textuality is vital to our understanding of 

literacy in Web 3.0. As Fleckenstein argues, “Without bodies…no resistance or 

systemic transformation can be effected…” and “it is only through the body that 

competing (con)textualities materialize…" (284). Without considering our body’s 

experience of semiosis, not only do we obscure human agency, we do so by ignoring 

the wealth of knowledge the full sensorium of our body provides. 

 Our lived experience of literacy only intensifies in the datafied space of Web 

3.0. In this radically new literacy environment, we are just awakening to the subtle 

changes our minds and bodies are undergoing. Such changes are reflected in two of 

the more noticeable and problematic literacies to emerge from Web 3.0: media-

multitasking and skanning. While you could argue these are hardly literacies, their 

prevalence in Web 3.0 as common modes for engaging digital semiosis demands we 

take notice. I borrow the term media-multitasking from Reynol Junco. Media-

multitasking, as I understand it, specifically refers to using several electronic media 

simultaneously—listening to music, watching  a video, doing homework, and texting, 

while doing homework. Skanning is my own foolish phrase, but I wanted to draw a 
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distinction from the common practice of scanning when we read. Skanning refers 

specifically to how our reading practices are changing in Web 3.0 as we move from 

the static printed page to hyper-media space of our screen “reading.” 

 Research into both practices has emerged from a variety of fields including 

human computer interaction (Junco, Adler et al.) cognitive psychology (Wolf, Levitin, 

Sana et al., Aagaard) and education (Lee and Wu 2012, Hewitt et al., Mangen et al.).  

Such work is raising questions about the growth of these new literacies and the 

potential ways they can distract writers from the sustained attention necessary for 

more advanced writing and for developing more standard school literacies like close 

reading, critical thinking, and reflective thought. Life online, where so much of our 

digital literacies unfold, seems to encourage a different skill set than the one 

traditionally associated with direct literacy instruction, one more designed for the 

frenetic textualism of Web 3.0.  

 Because these practices bear directly on questions of attention and distraction, 

they also, inevitably, bear directly on questions of literacy and writing. Nowhere is 

this clash of old and new literacies playing out more vividly than in the language 

arts/composition classroom at all levels of education. Understanding media-

multitasking and skanning, their benefits and potential for disrupting the sustained 

attention and focus necessary for becoming skilled readers and writers, are pressing 

questions that teachers and scholars will have to grapple with as we move deeper into 

Web 3.0. As the commercialization and datafication of Web 3.0 encroaches further 

into our lives, we must revamp our writing pedagogies to help students develop the 
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critical and ecological literacies they will need to survive in a world of technological 

control and environmental crisis.  

 

Three Kinds of Digital Literacy 

 To get a sense of what a critical, ecological literacy looks like, it’s useful to take 

a quick inventory of the field’s scholarship on digital literacies. To be sure, these are 

broad strokes—my goal is to give a general picture of some of the more common 

approaches to digital literacies in the field: 

• New media, multi-modal composing (Yang, Wysocki, Kress, Sorapure, Selfe, 
Jewitt, Rice, Ulmer). This approach to digital literacies emphasizes textual 
design and the use of new modes of composing (image, video, sound) now 
available on a broader scale to professional and amateur alike. I would also 
place more instrumental approaches to digital literacies (Hicks and Turner, 
Clark) in this category. 
 

• New (digital) literacies (Roswell, Street, Boyd, Black, Urbanski, Ito, Lankshear 
and Knobel). This social constructionist approach to digital literacies focuses 
on the local and situated literacy practices of discourse communities. I would 
also place classroom studies of digital literacies in this approach (Maranto and 
Barton, Yang) 
 

• Web 2.0 writing theory, public rhetorics online (Sheridan et al., Grabill, Porter, 
Chaput, Helmers, Lunsford, Dobrin). This approach tends to focus on the 
changes in the public sphere brought on by a globalized Internet, especially 
the rise of user-created content and social media. It also tends towards a 
celebratory understanding of Web 2.0 where students are writing more and 
more outside of formalized schooling. 
 

Admittedly, this is a condensed taxonomy and there is overlap between approaches; 

but it captures the general shape of how many scholars are thinking about literacy in 

Web 3.0. Conspicuously absent from this list is the 4th stratum—the biophysical 

world of the writing body. Web 3.0 challenges many of the basic assumptions about 
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literacy present in these models. We enter a new stage of semiosis where the public 

space of writing has become an expanding global network of computers, servers, 

platforms, applications, transmission lines, and satellites. Problematic phenomena like 

ewaste and Big Data are manifestations of these cultural and technological changes.  

 
Writing Instruction in Web 3.0 

 An interesting lens for exploring the potential effects of media-multitasking 

and skanning can be seen in a recent study by the Pew Research Internet Project, 

“The Impact of Digital Tools on Student Writing and How Writing is Taught in 

Schools.”  Researchers surveyed over 2,400 Advanced Placement (AP) and National 

Writing Project (NWP) teachers from around the country to better understand their 

perceptions of literacy and student writing in digital environments, and how new 

writing tools are changing their teaching. The overall tenor of the study is one of 

optimism and technological progress:  

…teachers see the internet and digital technologies such as social networking 
sites, cell phones and texting, generally facilitating teens’ personal expression and 
creativity, broadening the audience for their written material, and encouraging 
teens to write more often in more formats than may have been the case in prior 
generations. (Purcell et al.)  
 

Such sentiments and trends clearly reflect the influence of Web 2.0 writing theory 

(chap 3) and its assumptions about the value and purpose of literacy. The tacit 

assumption here is that more writing production is better--the more opportunities and 

audiences we have to write to, the more creative and expressive students, and 

ourselves, will become. And the Pew study data speak to these beliefs: 
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• 96% of teachers agree that digital technologies “allow students to share their 
work with a wider and more varied audience.” 
 

• 79% of teachers agree that these tools “encourage greater collaboration among 
students.” 
 

• 78% agree that digital technologies “encourage student creativity and personal 
expression.” 

 

In these impressive numbers, the study seems to confirm what Web 2.0 writing 

theory has been telling us all along—digital writing technologies allow for a richer 

rhetorical experience for students and for writing instruction in general. And yet, as I 

argued in Chapter III, when this explosion of writing is embedded in informational 

capitalism, what we see in Web 2.0 writing theory is a production view of writing where 

more writing, with more audiences, inevitably translates into stronger, more 

rhetorically aware writers. To celebrate the abundance of writing in Web 2.0 as 

inherently positive, we are, in a very real sense, celebrating and confirming 

informational capitalism’s standard mode of operation.  

 On closer inspection, this tension between writing production and emerging 

Web 3.0 literacies like media-multitasking and skanning begins to bubble-up in the 

Pew study. First, when contrasting the benefits of digital writing tools with their more 

“undesirable effects,” the survey data revealed a surprisingly superficial list of 

concerns:  

• The use of informal language in formal writing assignments. 
• “Truncated forms of expression,” like text-speak. 
• A sense of digital tools as “toys” they learned as children. 
• Disparate access to digital tools amongst their students. 
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While I think all of us can sympathize with these sentiments, I can’t help but notice 

their traditionalist bent. Besides the access question, the other three are rather trite in 

the larger cultural politics of literacy education. These highlighted “undesirable 

effects” tell us little about the true impact of digital tools on student writing, but they 

do provide us with two key insights about contemporary writing instruction as 

articulated by professional teachers: 

1. The “beneficial impacts” to writing in Web 2.0 assume a productivist model of 
writing. That is to say, Web 2.0 writing theory is a social-constructionist 
approach to writing that focuses on the social production of writing and its 
communal practices of personal expression and sharing. The more 
opportunities for these kinds of literacy activities, the richer, and more 
genuine the experience of writing. Thus, there is a strong bias towards social 
explanations of literacy (rather than say cognitive or ecological as I’ve been 
using it here). 

 
2. The “undesirable effects” are based on the assumptions of more traditional 

writing pedagogy—belief in a tamed and standardized tongue, the poverty of 
abbreviated forms of expression, the principle that writing is “serious” 
business, not child’s play. 

 
I find the juxtaposition fascinating—the conflicting desire on the part of writing 

teachers to embrace the wildness of Web 2.0 textuality while trying to contain its 

influence on the writing that takes place in the classroom. These two traditions, 

social-constructionism and current-traditionalism alike, have been absorbed into our 

understanding of literacy today. They are useful and important ways to think about 

writing, but alone they are not sufficient for theorizing literacy in the datafied age of 

Web 3.0. An excessive focus on “the social” or “the mechanical” aspects of writing 

effectively obscures our sense of literacy as a fully social, ecological, and embodied 

experience.  



136 
 

As would be expected then, nothing in the study points to the 4th strata—

either the biophysical environment or the writing body, at least not explicitly. If one 

looks carefully at the less emphasized statistics, some very interesting patterns begin 

to appear.  

• 68% of teachers say that digital writing tools encourage students to “take 
shortcuts” and “not put effort into their writing.”  
 

• 46% noted that digital writing tools encourage students to “write too fast and 
be careless.”  

 

These are telling figures, and they tell us a different story than the highlighted ‘pros 

and cons’ that frame the study. These are not surface level questions about grammar 

or whether or not students are writing more—these are concerns about the writing 

process, the careful, thoughtful work of composition, and a critical break-down of 

this embodied process. 
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Figure 4.2: Graph showing teacher ratings of students’ writing abilities (Pew Research Center). 
 

Other troubling numbers arise in the teachers’ rating of students’ core writing 

abilities (figure 4.5): 

• No more than 3% of students were rated as “excellent” on any of the core 
writing abilities.  
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• 69% of students were rated as “fair” or “poor” at “reading and digesting long 
or complicated texts.” 
 

• 67% of students were rated as “fair” or “poor” in “navigating issues of fair use 
and copyright. 

 

Again, issues of copyright and fair use are significant in Web 3.0 and rightly 

recognized by teachers in the survey. But the other two figures give us reason to 

pause. How is it possible, after decades of research on writing pedagogy that no more 

than 3% of students rated “excellent” on any of the writing competencies? It could 

be that survey respondents were drawn from lower income school districts with 

fewer resources—that might explain the 3% ceiling. Unfortunately, this isn’t the case. 

The majority of respondents were “leading edge” AP instructors teaching high-

achieving students in resource-rich school districts. Maybe writing teachers are getting 

more stringent in their assessment of writing, or maybe our most privileged students 

are getting complacent. Whatever the reasons are, the particular statistics I’m 

highlighting here tell us something more radical is happening to our literacy practices 

in the hyper-mediated environment of Web 3.0. 

  My purpose here is not to cynically dismiss the undeniable conveniences that 

digital writing tools have brought us and the ways they have improved the teaching of 

writing. But concerns over short-cut taking, careless writing, and poor reading 

comprehension are profoundly concerns about learning and intellectual development, 

and how this process changes in digital environments. What we are recognizing in 

these behaviors are young, beleaguered somatic minds interfacing with the datafied 

space of Web 3.0 and struggling. In these conditions literacies like media-multitasking 
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and skanning emerge as people adapt to a new information and media environment. 

And in the process, while students develop a skill set for managing this new 

information and media environment, there is growing evidence for a simultaneous 

erosion of their abilities to focus and sustain attention, habits of mind necessary for 

thinking and writing well.  

 

Part 3: Reintegrating Cognitive Research With Web 2.0 Writing Theory 

 Somatic mind is an immensely useful framework for theorizing the 

permeability of our bodies interfacing with writing technologies. By foregrounding 

the somatic mind as the nexus of corporeal and discursive codes, Fleckenstein 

essentially argues that we can understand the deeper implications of Web 3.0 by 

looking at the material social relations between literacy and cognition. The problems 

the writing teachers cited in the Pew study are problems associated with thinking. 

Some writing scholars may find my inclusion of cognition troubling—we are all aware 

of the tradition of “cognitivism” that was eclipsed by the field’s “social turn” 

(Trimbur) in the early 1980s. But, as I will argue, developing critical, embodied 

ecological literacies in Web 3.0 will require we reintegrate contemporary cognitive 

studies of writing with Web 2.0 writing theory. 

 Some revisionist work will help me here. James Berlin’s definitive taxonomy 

of writing “ideologies” in Rhetoric and Reality firmly framed the cognitive tradition, as 

represented by the work of Sondra Perl, Janet Emig, Nancy Sommers, and Linda 

Flower and John Hayes, as a branch of writing study no longer relevant in the social 
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turn of the field.38

Nowhere, for example, do Flower and Hayes question the worth of the goals 
pursued by the manager, scientist, or writer. The business of cognitive 
psychology is to enable us to learn to think in a way that will realize goals, not 
deliberate about their value. (124) 

  Berlin argued that “cognitive rhetoric might be considered the 

heir apparent of current-traditional rhetoric…” (121), a kind of transition phase into 

the more robust and critical approaches of “social-epistemic” models emerging in the 

social-turn. As he notes of Flower and Hayes’ use of out-loud protocols to study the 

writing process: 

 
Berlin’s main critique of the cognitivists is here, in their lack of engagement with the 

ideological and cultural aspects of writing. For Berlin, “the rhetoric of cognitive 

psychology refuses the ideological question altogether, claiming for itself the 

transcendent neutrality of science.” Thus, because cognitive models cannot provide 

us access to ideology, they are limited in what they can tell us about the inherent 

socialness of literacy. 

 Berlin goes on to make several important critiques of the early cognitive 

models: 

• Their research methodologies inappropriately decontextualized the act of 
writing.  

• Their framing of “poor” and “expert” writers was problematic for the ways it 
generalized and valorized a specific kind of writing process (academic, 
essayistic) with a particular class-based, bourgeois understanding of literacy.  

• They wrongly assumed that we can extrapolate from controlled studies of 
academic writing more generalizable claims about the “writing process.”  

                                              
38 In Berlin’s earlier publication of “Contemporary Composition: The Major Pedagogical 
Theories,”  he doesn’t list a cognitivist category. This is added in the 1987 version. 
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• A naive understanding of language as a transparent system of rational signs 
compatible with the mind and the external world—Berlin’s poststructuralist 
argument. 
 

Berlin’s critique is the quintessential expression of the field’s social-turn and marks 

the arrival of poststructuralist theory into rhetoric and composition. In a 

poststructuralist world, the labs and controlled experiments used in cognitive studies 

of writing were too isolated from the ideological power of discourse in late capitalism. 

As Berlin argued, if we really want to understand writing in culture we need to 

critically engage with questions of power and inequality if we hope to understand 

writing as a social, cultural production. 

 The critique has stuck and in the process helped create a schism in the field. 

As the majority of writing scholars were making the “social turn” in the 1980s 

(situated literacies, ethnography, critical and cultural studies) the cognitive researchers 

broke away and created their own branch of writing research within the cloisters of 

cognitive psychology and education.39

                                              
39 It’s interesting to remember that Flower and Hayes “A Cognitivist Process Theory of Writing) was 
published in CCC. A cursory look through the titles of CCC since 1981 reveals only a handful of  
articles pursuing cognitive approaches to writing research. 

  Berlin’s critique has been unfortunate for the 

field in two other ways. The first was his simplified reduction of the field of cognitive 

psychology—turning a large and interdisciplinary field, influenced by Marxist 

psychologists like Lev Vygotsky and A.R. Luria, and reduced it to a bland, positivist 

field without a heart or critical lens.  And secondly, Berlin’s social-epistemic model 

erased the body as a source of meaning-making (Fleckenstein 286). While there was 

clearly theoretical limitations with early cognitivist models of writing, their focus on 
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the working mind of the writer was an acknowledgement of the body as having a role 

in our experience of literacy. Or to put it another way, the cognitivists had recognized 

the importance of the somatic mind as a material site for understanding literacy 

several decades ago. 

 I find it useful in this discussion to revisit the seminal, and much maligned, “A 

Cognitive Process Theory of Writing” (1981). It’s important to keep its publication in 

context. Flower and Hayes were responding to the extremely limited “stage model” 

of the writing process—the basic prewrite-write-revise model that was then popular 

in writing textbooks. Their response was to develop a more empirical and rigorous 

study of the writing process of both novice and advanced writers.40

A [writing] process that is hierarchical and admits many embedded sub-processes 
is powerful because it is flexible: it lets a writer do a great deal with only a few 
relatively simple processes--the basic ones being plan, translate, and review. This 
means, for instance, that we do not need to define "revision" as a unique stage in 
composing, but as a thinking process that can occur at any time a writer chooses 
to evaluate or revise his text or his plans. As an important part of writing, it 
constantly leads to new planning or a "re-vision" of what one wanted to say. 
(285) 

  Berlin critiqued 

Flower and Hayes for the asocial nature of their research, but the value in Flower and 

Hayes research lies more in their effort to define a ‘generalizable’ writing process that 

could be applied across a variety of writing situations and could be taught through 

direct instruction. Nothing more, nothing less. Some of our most lucid descriptions 

of the “writing process,” the one we all teach in our classrooms, are found in this 

essay: 

                                              
40 The standard research method used was out-loud protocols that record writers talking out-loud 
about what they are consciously thinking about when writing—how they are planning, organizing, 
synthesizing, etc.  
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Their use of “hierarchical” here describes the basic structure of the writing process--

steps in the process move fluidly through a hierarchical structure that is an ever-

changing dialectical process between writing processes. Berlin interprets this 

“hierarchy” as a rigid framework, but, as Flower and Hayes continually stress, a 

hierarchical system does not necessitate that the hierarchy stays the same.  

  Flower and Hayes layout three major elements in the act of writing (Figure 

4.5): 

1. The task environment—the rhetorical situation; broader cultural context; the 
evolving text. 

2. The writing process: planning, translating [the mechanics of writing it down], 
and reviewing. 

3. The writer's long-term memory: stored knowledge of topic, audience and 
writing plans. 
 
 

 
Figure 4.3: Diagram of Flower and Hayes cognitive writing process with three major components 
circled (“Cognitive Process Theory”). 
 

3 2 

1 
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I still find this diagram an instructive, albeit limited, representation of the writing 

process. It essentially captures the basic pedagogical framework of first-year 

composition. What’s particularly relevant for my discussion of the body and the 4th 

strata is the third element in this process, the writer’s long-term memory. Memory, as 

one of the rhetorical canons of ancient Greek rhetoric, had once been a skill on par 

with the other four canons. But with the rise of writing and print, memory receded 

into the background behind other canons such as invention, arrangement and style—

canons apparently more germane to literacy. Writing scholars such as Janet Rider 

(1996), Kathleen Blake Yancey (2003), and Colin Brooke (2009) have argued that 

with the emergence of digital textuality, the canon of memory takes on new salience. 

 For cognitivist approaches to writing, memory has always been at the center 

of literacy. In fact, to understand how we are able to write at all depends on the 

central role memory plays in the acquisition of basic writing skills and the 

development of more advanced literacy practices (Flower and Hayes 276). While 

Berlin had felt it necessary to dichotomize the “cognitive” and the “social,” the 

cognitivists would never make this claim. And later work by Hayes and Flower (1994, 

1996) struck a better balance between the mind and the social by adding the concept 

of “domain knowledge” [genre] to their cognitive process model of writing. As 

Ronald T. Kellogg and Alison P. Whiteford argue “… in cognitive science today it is 

taken as axiomatic that both general strategies and domain-specific knowledge are 

required for expertise [in writing]” (3766-67). Along with new advances in 

neuroscience and a growing understanding of the role memory plays in writing, 
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contemporary cognitive models of writing offer a necessary compliment to our 

social-constructionist/social epistemicist models of writing. By reintegrating recent 

research on writing and cognition into our social models of writing, what begins to 

take shape is a fuller, more dynamic ecological model of writing that considers the 

somatic mind of the writer amidst the layered material social contexts of Web 3.0. 41

Memory as System 

  

 Neuropsychologist Jonathon K. Foster notes that our current models of 

human memory have been greatly influenced by the rise of information technologies 

and computers in the second half of the 20th century (604-07). In fact, modern 

information theory emerges from the need for Allied code-breaking in WW 2. With 

the end of the war, mathematician engineers like Claude Shannon applied their 

expertise towards domestic needs for communication and information processing. 

Coincidentally, what emerges in cognitive psychology post-WW 2 is a three-stage 

structure for a “memory system”—a basic framework for understanding memory, in 

computer and human alike, that is still accepted today (figure 4.7). 

 

                                              
41 An interesting outlier in the social/cognitive split is Richard Young and Patricia Williams’ article 
“Why Write? A Reconsideration” (1984). Written contemporaneous with much of the cognitivists 
work, “Why Write” is arguably a more nuanced discussion of memory and writing than Flower and 
Hayes’. Young and Williams make the simple argument that, because writing depends on the limited 
capacity of a writer’s short-term memory, the more taxed it becomes the more difficult it becomes to 
write. Therefore, writers can learn specific writing strategies [the writing process] to extend the 
capacity of short-term memory. 
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Figure 4.4: Basic components of a memory system. 
 

Foster calls this the “fundamental logic of memory” (589-603). All memory systems 

must be able to perform these stages adequately well to function as a working memory 

system. The use in the model is as a heuristic for exploring the vital role memory 

plays in our abilities to write.   

 In addition to these basic processes of memory, it is now well understood 

from decades of cognitive research on healthy individuals and from studying people 

with brain injuries that the process of memory consists of two general components—

short-term and long-term memory. Short-term memory are the thoughts we hold in 

conscious attention and long-term memory holds memories over time, many of them 

becoming automatic (walking, driving) (Foster 684-88). Today,42

                                              
42 Baddeley explains that the original distinction between short-term memory and long-term memory 
came out of work by pioneering neuropsychologist Donald Hebb (1949).  Hebb proposed a 
distinction between STM (temporary electrical activation held in conscious awareness) and LTM 
(physical growth of neurons through “rehearsal”) (830). 

 the concept of 

short-term memory has been updated with the more active “working-memory” 

model (see appendix for evolution of memory models) developed by Alan Baddeley 

and G. J. Hitch (1974). In their research on learning and memory, Baddeley and 
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Hitch noticed that, when given two learning tasks at the same time, a primary and 

secondary one (e.g. remember a set of words while listening to a lecture), performance 

on the primary task always decreased (Baddeley 830). This signaled to Baddeley and 

Hitch that short-term memory is finite—it is only capable of holding in conscious 

attention a limited amount of incoming information.  

 But “short” was too static a term for this organic process and Baddeley and 

Hitch turned short-term memory into a “working memory” with three components 

(figure 4.8): the visuospatial sketchpad (VSSP), the phonological loop (PL) and a 

central executive (CE) The VSSP and PL are temporary storage systems that encode 

our immediate experience.  The phonological loop encodes sound and language while 

the visuospatial sketchpad encodes visual and spatial experience (830). Managing and 

making sense of this streaming information is the “central executive”—the 

attentional center of our conscious awareness in the active process of comprehending 

the world via incoming stimuli (see Baddeley, Foster, Kellogg,  McCutchen. Image 

from Baddeley). 

 

 

Figure 4.5: Baddeley and Hitch’s working memory model from 1974 (Baddeley). 
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While both the visuospatial sketchpad and phonological loop work together in the 

writing process, the phonological loop takes a more primary role in learning and 

growing as a writer.  

 

 
Figure 4.6: Current model of working and long-term memory. 
 

 Figure 4.9 is the most recent model of memory (Baddeley). In this recent 

iteration of memory we see a model that has slowly developed over time. The basic 

three component model is now embedded in a more fine-grained structure of a 

complex memory system. Long term memory (LTM) is described as a “crystallized 

system” that interacts with the components of working memory (fluid systems). The 

“episodic buffer” is a nexus of sorts—the point in consciousness when our process 

of memory is actively reconstructing our experience of the world by integrating 
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temporal experience with the more stable linguistic and visually based “episodic 

LTM” (long term memory), see Baddeley, 2003. Directing in the background is the 

“central executive”—the component of memory that prioritizes and directs our 

conscious attention to, ideally, that which needs our attention (i.e. trying to drive and 

text at the same time). 

 I provide this overview for two reasons. First, this refined model of working 

memory has helped cognitive research on writing articulate more sophisticated 

understandings of the writing process and the vital role memory plays in our writing. 

And secondly, it gives us a discursive bridge, however imperfect, to theorize the 

metabolic relations between somatic mind, memory, and our digital literacies. As the 

Pew study suggests, we find ourselves living through a radical transition in literacy 

and textuality and we are just beginning to comprehend the effects of this media 

environment on our somatic minds. We will need interdisciplinary approaches, 

creative combinations of discourses, theories, and methodologies to articulate a 

critical, ecological understanding of our experience of literacy in Web 3.0. 

 

Working Memory and Writing 

 With this more developed understanding of working memory, cognitive 

research on writing has considerably revised Flower and Hayes early discussion of 

memory and writing. Work through the 90s and into the millennium has drawn on 

this model  to explore memory’s critical role in our ability to write, and the kinds of 

problems that arise when we are unable to sustain the focused attention necessary for 
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the development of more advanced writing skills. I should point out that cognitive 

research on writing has long been interested in the differences between novice and 

skilled writers--the assumption being that the literacy practices expert writers draw on 

when writing longer, more elaborate texts, can inform our teaching of novice writers. 

While we could bicker about the finer details of this assumption, I think we can agree 

it is one most writing teachers make every day.  

 More recent cognitive studies on writing have demonstrated that working 

memory is an integral component of literacy. The longer, more involved a 

composition is, the more involved working memory is in the process (McCutchen et 

al., Kellogg and Whiteford, Galbraith et al.). For writing to even begin, we must be 

able to hold a mix of knowledge in our conscious attention long enough to compose 

a word, a sentence, an idea, etc. Once the writing process begins, working memory 

kicks into gear and tries to coordinate the writer’s awareness of the rhetorical 

situation with understandings retrieved from long-term memory--everything from 

semantic meaning to discourse competence to orthographic and lexical knowledge. 

This is a process of meaning-making, one that requires the conscious attention of the 

writer to unfold (Olive, Nickerson et al., Kellogg, see also Rider on “reconstructing” 

memory).   

 Research tells us is that more experienced writers, experienced in terms of key 

literacy skills like semantic understanding and genre knowledge--exhibit a working 

memory that can handle longer, more sophisticated writing tasks than novice writers 

(McCutchen et al., Kellogg and Whiteford, Galbraith et al.). This fact has nothing to 
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do with inherent differences in the brains of experienced writers versus that of 

novices. Rather, it has to do with the intensity of time and experience a writer spends 

with a discourse. Experienced writers consistently draw on standard writing strategies 

for extending their working memory—pre-writing, outlining, revising, note-taking—

to manage the cognitive demands of writing longer texts (McCutchen, Young and 

Williams, Lea and Levy). At the simplest level, more experienced somatic minds have 

spent more time encoding from working memory to long-term memory the ways and 

values of a particular discourse. Not only have they built a richer storehouse in long-

term memory, they have also learned strategies to manage information effectively and 

free up space in working memory and extend the writing process further (Kellogg 

and Whiteford). More familiarity with a discourse, as well as mastery of the 

techniques for advanced composition, helps writers become more conversant in a 

discourse and to encode, store, and retrieve these understandings from long-term 

memory with more facility. (McCutchen et al. 462). The same holds true in the 

inverse. A novice simply means a somatic mind that is just beginning to build the 

“cognitive architecture” (McCutchen) of a working memory conversant in a 

discourse. The teaching of writing, of discourse, is the procedure we use in helping 

students build this cognitive architecture of memory.  

 The implications for writing pedagogy seem clear. As writers build up stores 

of discursive knowledge, they are at the same time conditioning the long-term 

working memory to handle progressively more sophisticated and expansive writing 

projects (Bereiter and Scardamalia, 1987; Foster, 2009 ). When we write we often 
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intuit this—we know writing longer texts challenges students, and we know the kind 

of intellectual growth that occurs in this process—associative thinking, perspective 

taking, abstract and critical thinking, reflective thought. These are the kinds of 

literacies that emerge when students have the opportunity to write progressively 

longer, more challenging texts. Writing teachers also intimately know the struggles 

and joys of mastering a discourse—the time and patience it takes, the need to engage 

with it in diverse ways. If the literacy practices of experienced writers tell us anything, 

they tell us that engaging in academic or research oriented writing is critical for the 

development of working memory and advanced literacy skills. 

 Critical to this endeavor is having the time and space to develop the habits of 

mind and sustained attention necessary for becoming an advanced writer (Kellogg 

and Whitemore (3872-78), Hendler). Without sustained attention, working-memory 

cannot transfer meaning into long-term memory—a process called “memory 

consolidation” (Kandel). In order for us to remember (and hence learn) worldly 

information that we discern as important must go through a “delicate” consolidation 

process into long-term memory where “any disruption, whether a jab to the head or a 

simple distraction, can sweep the nascent memories from the mind" (Carr 184). What 

the teachers in the Pew study are noticing is their students lived experience of 

distraction in the digital environment of Web 3.0.  

 Research on media-multitasking and skanning confirms their intuitions. 

Skanning is the less understood of the two.  The most recent research on our online 

reading practices suggests that reading on screen “is characterized by more time spent 
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browsing and scanning, keyword spotting, one-time reading…and reading more 

selectively, while less time is spent on in-depth reading…” (Liu, Wolf) Other research 

by Andrew Dillon has shown a steady change in our reading habits as reading online 

has proliferated (2004). And new work coming out on e-readers is finding that users 

have more troubling remembering what they read when using an e-reader versus a 

traditional book (Mangen et al.). The general consensus amongst these researchers is 

that the online, networked, hyperlinked environment of Web 3.0 encourages, even 

demands, a more frenetic kind of reading in response to the abundance of 

information and textuality (Wolf 2013, Mangen et al.).43

                                              
43 This movement from book to screen has long been recognized in the field (Kress, Wysocki, George, 
Selfe) but it’s usually framed in terms of writing more so than literacy as a whole practice of reading and 
writing.   

  

 Media-multitasking, in comparison to skanning, has been studied extensively. 

In the popular mind, “multitasking” is often seen as something we do “naturally” as a 

matter of course as we juggle our lives. But multitasking online is different in the 

sense that we are asking our limited working memories, with their two limited storage 

systems (phonological loop and visuospatial sketchpad) to handle the hyper-mediated 

space of Web 3.0. One of the most misleading beliefs in Web 3.0 has been the 

categorization of contemporary students as “digital natives” or “millennials.” We 

often assume that, because these digital natives (born after 1980) came of age in the 

Internet era they have developed the capacity to media-multitask and skan faster and 

more efficiently than the print generations that preceded them. The problem with this 

stereotype is that it isn’t true. As psychologist Jesper Aagaard candidly puts it, “we 
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simply do not have any evidence of young people’s superior technological abilities 

and multitasking skills (Bennett et al.)” (Aagaard 2). In truth, cognitive psychology 

and other brain fields have known for decades that the human mind does not 

“parallel-process” very well—that is, engage in conscious activity with two or more 

simultaneous tasks (Wood et al., Junco, Koch et al.). Again, the culprit here is 

distraction and the effects of rapidly shifting focus amongst tasks: 

Although switch costs may be relatively small, sometimes just a few tenths of a 
second per switch, they can add up to large amounts when people switch 
repeatedly back and forth between tasks. Thus, multitasking may seem efficient 
on the surface but may actually take more time in the end and involve more 
error. (American Psychological Association) 
 

 This becomes even truer for an activity like writing longer compositions which 

demands the full capacity of the working memory. Because writing uses both the 

phonological loop and the visuospatial sketchpad in working memory, any concurrent 

verbal, visual, or spatial task has been shown to adversely affect a writing task 

(Ransdell et al. Marek and Levy; Kellogg, Olive) by slowing the writing process down, 

eliciting more grammatical errors, and producing less sophisticated syntax. Skilled 

writers build a global understanding of their writing through sustained time and 

attention in a discourse. They are able to do this because they keep going back to 

long term memory and retrieving meaning—building a rich discursive source to draw 

from. They also commonly draw on practical writing strategies to free up working 

memory necessary for progressing through a long text. In the case of the students in 

the Pew study, students are having difficulty at a critical stage not only of learning to 

write well, but of the whole endeavor of learning itself—the introductory and 
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planning phases of writing. Encoding and learning a discourse requires we spend time 

with texts, to grapple with them, ponder them. Emerging literacies like media-

multitasking and skanning are designed for other kinds of semiotic engagement and 

can greatly disrupt this patient process of learning to write proficiently in a discourse.  

 

Part 4 - Web 3.0 and Manufacturing Distraction 

 Thus, the rise of both media-multitasking and skanning literacies in Web 3.0 

are expressions of an intensifying textuality with more images, words, sounds, and 

automation. The once disconnected space of the writer before the Web, whether it 

was pen and paper, or even word processing, is now ensconced in a global, 

commercialized network of servers, databases, and websites. In this new socio-

economic environment, capital circulation depends on the continual manufacture of 

distraction. Without our constant stream of clicks, posts, tweets, and online purchases, 

Web 3.0 cannot function. The more we are distracted online, the more we glide 

through the Internet, the more data we create, the more capital thrives in Web 3.0. 

 The process has unfolded over the last seventy years with the rise of 

informational capitalism and neoliberal economics (chap. 2 and 3). Creating a global 

communications network was only the first step. But the Internet alone cannot fully 

account for the ascendant exchange value of user-created data in Web 3.0. Also 

essential for these conditions is more direct access to “consumers” through the 

development of personal, mobile computing and the “internet of things” where any 

commodity with a microchip can be connected to the Internet (home alarm systems, 
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toasters, cars) thus creating ever more data about our social, phenomenal worlds. For 

students and ourselves, Web 3.0 is a more aggressive semiotic environment than 

print, and it encourages literacy practices that potentially run counter to the habits of 

mind (creative, critical and reflective thinking) we are trying to develop in our 

classrooms.  

 As I discussed in chapter 1, our current ecological models of writing need to 

be supplemented with other frameworks for helping students develop critical, 

ecological literacies. Both threads, ecology-of-place and ecology-of-scale, while 

extending our understanding of writing as an ecological phenomena, do not engage 

deeply with the ways our literacy practices intersect with the 4th material stratum. This 

is understandable—ecology works well as a metaphor for describing the interactive 

social systems that writing helps organize. But how can we ground the metaphor 

more solidly and integrate the biophysical world into our understanding of literacy in 

Web 3.0? Cognitive psychologist Edward Huthchins frames the question this way: 

“[H]ow will the elements of the ecology that are outside the skull ever come to have 

relevance to the neural processes that take place inside the skull?” (712, 2010).  The 

answer, as I’ve been arguing, is to be found in our embodied experience of literacy. 

But building the kind of working memory needed for critical, ecological thinking 

requires focus; it requires concentration and attention. Frequent distraction or 

overloading working memory with too much stimuli impedes this development and 

thus the development of more advanced writing skills. That is why new literacies like 

media-multitasking and skanning are troubling and why writing teachers and scholars 
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must recognize their effects on somatic minds and adjust our pedagogies accordingly. 

The social and environmental challenges we are facing in Web 3.0 will require digital 

writing pedagogies that stress an embodied, ecological imperative before the 

technological one. One way to do this is by reintegrating social 

constructionist/epistemic and cognitive approaches to writing, and define “novice” 

and “advanced” writers based on the ongoing capacity for critical, ecological thinking. 

In light of ewaste and Big Data, and the resultant manufacture of distraction, we must 

stay vigilant of the powerful fetishizing effects of informational capitalism, especially 

in this time of environmental crisis. While the literacies that are emerging online are 

essential skills today, we need to be aware of how they can conceal our vital relations 

with the 4th strata and weaken those literacy skills necessary for critical, ecological 

awareness.   

 

Defetishizing Literacies 

 What I’m aiming for here is a theoretical and pedagogical framework that 

extends current ecological models of writing.  By acknowledging writings integral 

relationship with 4th stratum we open-up the possibility of learning from the lived 

experience of the datafied writing body and use this experience to reconnect to the 

4th stratum. Of course, this isn’t really a novel idea. Ecological and environmental 

literacy movements have been around since the 1970s, emerging from fields as 

diverse as neuroscience, psychology, sociology, and education (Puk, Puk and 

Ritterson; Bowers, Matthews, Foster, Goleman). In rhetoric and composition, 
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notable scholars that do work in this area are Derek Owens, Jimmie M. 

Killingsworth, Amy Patrick, and Robert P. Yagelski. Their goal has been to integrate 

more systematically ecological literacy at all levels of schooling. Early iterations of 

ecological literacy programs focused mainly on learning key concepts and developing 

environmental awareness (Disinger and Roth, Orr, Bowers). However, after 40 years 

of such initiatives, the U.S. has been unable to curtail many of its most pressing 

environmental problems, especially our immense contribution of greenhouse gases 

and their effects on climate change.44

 Later theorists have added a more critical bent to ecological literacy (Puk, 

Yavetz et al.). Puk defines ecological literacy as “the capacity to make informed 

decisions about the future of life based on a comprehensive understanding of the 

reciprocal relationships between natural systems and human systems” (115)—a 

definition that aligns well with the strong version of sustainability that is a 

prerequisite for any viable ecological model of literacy. Puk and Stibbards argue that, 

of all the reasons for ecological literacy programs to fail (and environmental 

movements in general), the most damaging is the atomistic structure of 

institutionalized education, a system that steadily moves students from kinetic, 

embodied learning to a more regimented focus on cognitive development via lecture 

and reading (Puk 4). The problem with this, they argue, is that we essentially “teach” 

children out of learning through their bodies and close off the development of 

  

                                              
44 It is well known that the U.S. has been the largest producer of green house gases during the past 40 
years, with a population of about 5% of the world’s population.  The U.S. has also failed to fully ratify the 
Kyoto Protocol—the only international agreement in place for slowing climate change.  
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ecological thinking in adolescence (356. See also Louv). Research from the National 

Environmental Education and Training Foundation’s (NEETF) 45

while it may be true that overall environmental consciousness has risen over 
time, a lack of sound and detailed environmental knowledge [in students] is the 
stark reality. This lack of detailed knowledge parallels other school-taught 
subjects such as the physical or life sciences. (Coyle 3) 

 report on 

environmental literacy in the U.S. (2005) found that, 

 
Coyle goes on to write that the report did not find an “appreciable difference in 

knowledge levels between people who finished high school prior to 1970 and those 

who graduated after 1990 when [environmental education] was more commonplace 

in schools. If anything, the former are more knowledgeable about the environment” 

(3).   

 To fix these shortcomings, environmental educators (Puk, Goleman, Louv, 

Kahn, Bowers, Matthews) have offered several pedagogies—more time spent in 

natural habitats, more experiential learning, more team-based learning, more critical 

analysis of consumer society.  While surely these approaches have enhanced our 

environmental awareness, they overlook one crucial learning activity: the role writing 

plays in developing critical, ecological literacies. They are, after all, invoking the term 

“literacy” to describe the process of learning to think ecologically. This omission of 

writing is all the more strange considering what we know about it as a technology for 

nurturing the working memory of writers while also building the cognitive 

architecture for ecological thinking. To develop the kinds of literacies I am imagining 

                                              
45A report designed to gather data on citizens’ current ecological awareness and use that information 
to guide ecological education programs around the world (5). 


