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As a multifaceted construct reflecting one’s self-esteem, generalized self-efficacy, locus of control, and emotional stability, core self-evaluations (CSE) has become popular to measure in applied psychology research, especially given its conceptual importance and empirical usefulness for understanding the dispositional effects on employee attitudes and behaviors. Yet, less attention has been paid to the internal properties of its measurement, relative to its criterion-related validity evidence. Thus, we believe that it is useful and timely to report on meta-analytic evidence regarding the psychometric reliability and associated study characteristics of Core Self-Evaluations Scale (CSES; Judge et al., 2003) to inform their nature, use, and future development. Results demonstrated support for acceptable levels of coefficient alpha across measures ($\mu_A = .84, \tau = .05$). We discuss several implications for measuring CSE in a multidimensional and generalizable manner.

Introduction

In today’s era of big data and machine learning, it is easy for anyone to be captivated by the fact that effective prediction is achieved using modern approaches—without understanding how it is being predicted. Algorithmic bias and the “black box” of machine learning algorithms are current events and issues found in the popular press that reflect this type of concern. Yet this is not a new concern. Over 70 years ago, dust-bowl empiricism was the zeitgeist in psychology, where a measure was deemed useful so long as it predicted any outcome of psychological or societal importance (e.g., Minnesota Multiphasic Personality Inventory (MMPI) items predicting clinical diagnoses). But psychometrics prevailed in psychology, where researchers focused on ensuring that their measures (a) contained content that represented their constructs of interest (e.g., motivation, personality, knowledge); (b) identified and minimized sources of systematic and random error (e.g., idiosyncratic items, subgroup differences in test content were perceived); and (c) operated in ways consistent with the construct (e.g., trait measures were stable over time, converged with similar measures, and demonstrated interpretable patterns with other constructs).

Having learned its lessons of the past, psychology now places its primacy on substance-driven research, whether it is theory-driven (Klimoski, 1993; Schmitt & Landy, 1993) or inductive in nature (McAbee et al., 2017; Spector et al., 2014), where researchers develop and make use of psychometrically sound measures that reflect their respective constructs (i.e., content is representative and reliable) and estimate latent relationships of interest (i.e., show convergent and discriminant validity at the construct level; Binning & Barrett, 1989). Errors that contaminate a measure should be eliminated whenever possible (e.g., item content is clear and understood by all; the test is...
designed to minimize fatigue); however, random sources of error are still unavoidable even in well-developed measures (Lord & Novick, 1968). Therefore, measurement error variance should be quantified, with sources of error variance identified whenever possible, so that the nature and effects of error are better understood. Moreover, when the random sources of error in a measure can be estimated in the form of a reliability coefficient, then observed validities that involve this measure can be psychometrically corrected for attenuation caused by these random errors of measurement (Schmidt & Hunter, 1992). More to the point, the measure’s observed variance in the formula for the correlation is corrected downward, to the proportion of it that is reliable, where that proportion is the reliability coefficient. This corrected correlation will be higher in magnitude than the original but also has a correspondingly larger confidence interval (Oswald et al., 2009), similar to relationships estimated in structural equation modeling (Ledgerwood & Shrout, 2011).

Although the loss in observed validity incurred due to measurement error variance can be estimated through these straightforward psychometric corrections, deciding on which reliability coefficient is usually based on convenience (e.g., coefficient alpha) rather than the multiple options that are possible (e.g., alpha, test-retest reliability, alternate forms reliability, or some combination thereof, Le et al., 2009). Moreover, it is important to note that reliability is a property of the scores on a measure for a particular sample and setting, rather than a stable property of the measurement instrument itself (Thompson, 2003). Therefore, even putting sampling error variance aside, reliability estimates used to make psychometric corrections fluctuate across samples due to critical sample characteristics, such as the composition of the sample (e.g., age variation), or administration conditions (e.g., lab vs. field; Crocker & Algina, 1986; Henson, 2001). Therefore, the extent to which reliability estimates vary across studies and samples, and the characteristics that might predict some of this variance, are empirical questions worth investigating.

Reliability generalization (RG) analysis is a tool for doing just that. Just as meta-analysis is in popular and effective use to summarize effect sizes across studies (e.g., correlations, d-values), and what factors moderate those effects, RG is a form of meta-analysis that estimates the mean, the variance, and predictors of reliability coefficient(s) across studies. More specifically, results from RG analysis indicate whether reliability coefficients for a measure are typically high or low. When average reliability is high, that gives one some assurance (but no guarantee) that reliability will be similarly high in future studies and settings. When average reliability is low, that can call the quality of the measure into question in terms of its items converging on a stable construct (which in turn can be a cause for obtaining low validities). RG analyses also provide the variance in reliability coefficients, where reliabilities may be high in some studies but not in others. In this case, and if studies in an RG vary on characteristics that can be coded accurately (e.g., industry type, percent female, average age), then perhaps the variance in reliability coefficients can be at least partially accounted for by these study-level characteristics (Vacha-Haase, 1998).

Reliability Generalization of Core Self-Evaluations Measures

In this study, we conducted a reliability generalization (RG) analysis for measures of core self-evaluations (CSE), a personality trait associated with the fundamental evaluations that people hold about themselves (Judge et al., 1997). Judge and colleagues (Judge et al., 1997) introduced core self-evaluations as a unifying framework to explain dispositional effects on employee job satisfaction and job performance (Judge & Bono, 2001; Judge et al., 2002). CSE is a multidimensional construct that represents the shared variance between each of four core traits: (a) self-esteem, one’s overall level of self-respect and self-regard; (b) generalized self-efficacy, one’s belief or evaluation in solving problems and challenges that one faces; (c) locus of control, the belief that one is in control of and responsible for the events that occur in one’s life; and (d) emotional stability, the tendency to be even-tempered, optimistic, and free of negative cognitive evaluations of the self (Judge et al., 1997; Judge et al., 1998). According to Judge and colleagues, the overlap (shared variance) across these four core traits reflects the fundamental evaluations that people hold about their own worth, confidence, and competence (Judge et al., 1997; Judge et al., 1998).

Because personality and other dispositions meaningfully affect employee attitudes and behaviors,
CSE and its measurement has generated a lot of attention not only in organizations, but also in psychological research and practice. CSE has not only lived up to the promise of criterion-related validity; its most popular measure, the Core Self-Evaluation Scale (CSES; Judge et al., 2003) is a short 12-item scale and thus can be administered quickly and conveniently. Moving beyond its validity and administrative convenience, the CSES has received relatively less research attention to the reliability and internal properties of its measurement (Johnson et al., 2011; Johnson et al., 2012). This is of concern, because only if the CSES is reliable and construct-relevant are its predictions substantively meaningful (Klimoski, 1993; Schmitt & Landy, 1993). This point is related to the fundamental idea that observed measures and relationships between them are not the same as the intended latent constructs and relationships between them (Binning & Barrett, 1989).

We assert that a renewed emphasis on the reliability of psychological measures is critically important these days, given such recent and rising popularity of the use of complex measures that reflect multiple constructs in psychological research, such as the CSES (Johnson et al., 2011), but also situational judgment tests (SJT) and AI-based virtual reality games of the future. In this context, conceptual and measurement clarity is critical. For example, multiple constructs may overlap and be represented as a hierarchy, a bifactor model, or a network. Or as with CSES, the overlap between constructs may be emphasized in creating this short 12-item measure, thus attempting to reduce multiple constructs to one, that of core self-evaluation (with some tradeoffs in doing so, see Schmitt, 2004). Regardless of the choices one makes, accurate estimation and interpretation of the observed relationships between multidimensional constructs and criteria of interest requires developing a sound nomological net that is subject to systematic testing and data-informed revisions (Edwards, 2001; Law et al., 1998). With this context in mind, we believe that it is very timely to gather meta-analytic evidence on the psychometric reliability of the CSES measure associated study characteristics, to better understand the measure and its context for use, with implications for future research and practice.

Specifically, our reliability generalization analysis is based on 189 alpha coefficients for the Core Self-Evaluation Scale (CSES), which are examined in terms of subgroup moderators (e.g., language, delivery method, publication status), therefore usefully allowing researchers to understand how reliable their own implementation of the CSES might be. Reliability generalization is an underused yet important way to gain insights about the reliability of any psychological measure of interest, beyond any individual study taken alone. Meta-analyses tend to summarize effect sizes (e.g., validities or mean differences) regardless of the measures that were used (for an exception, see McAbee & Oswald, 2013). By contrast, RG fundamentally acknowledge that measures of a construct do not vary meaningfully, and therefore the nature and reliability of each measure used in research and practice should be examined more carefully.

Being a direct measure, the CSES is intended to assess core self-evaluations directly; in other words, elements of all four constructs underlying CSE—self-esteem, generalized self-efficacy, locus of control, and emotional stability—are embedded within each item, such that item cuts across multiple traits. For example, the item “I determine what will happen in my life” captures both generalized self-efficacy and locus of control (Chang et al., 2012). Again, the CSES comprises 12 items in total. Regarding the reliability of CSES scores, coefficient alpha is commonly reported as an index of internal consistency of the items. Under the assumption that a given measure is unidimensional, where constituent items largely reflect the construct of interest, then high alpha reliability indicates that variance in the scale score largely reflects variance in the construct (versus error variance; see Cortina, 1993; Cronbach, 1951). Note that alpha can underestimate reliability when compared with omega reliability, which is estimated from the squared loadings in a factor analysis model (Cortina et al., 2020). Moreover, test-retest and alternate test forms reliability are legitimate, useful, and convergent indices to gain support that the CSE construct is stable and not confounded with any particular measure; however, these reliability indices are not as frequently reported for any measure, let alone for CSE measures (Hogan, Benjamin, & Brezinski, 2000). These should be incorporated more frequently into reliability estimation, on their own or within more integrated models and estimates of reliability (e.g., the GCES reliability estimate of Le et al., 2009).
Method

Literature Search

Our comprehensive literature search of core self-evaluations and the CSES encompassed both published and unpublished research articles. The search window started in 2003, when the CSES was introduced (Judge et al., 2003) and ended with Online First publications in June 2020. More specifically, we performed a cited reference search of the Judge et al. (2003) article using the Web of Knowledge database to identify primary studies. We also searched multiple databases, including PsycINFO, Dissertation Abstracts, and Google Scholar using relevant keywords such as core self-evaluations and core self-evaluations scale. In addition to online database searching, we manually reviewed articles in applied psychology, personality, and management journals for studies that used measures of CSE; and we reviewed and incorporated studies reported in CSE literature reviews (e.g., Johnson et al., 2008) and meta-analyses (e.g., Chang et al., 2012). Furthermore, we identified unpublished articles (e.g., unpublished thesis and dissertations, conference papers) by reviewing the reference sections of CSE literature reviews and meta-analyses and by searching the Digital Dissertation Web site and online conference programs using the keywords mentioned above. For unpublished articles, we contacted the original authors for the article or for information relevant to our analysis. If the unpublished article was later published in a refereed journal, we only included the published article into our analysis. This resulted in a very highly representative, if not fully comprehensive, set of studies within the specified time window of our search activities.

Inclusion and Exclusion Criteria

We applied inclusion and exclusion criteria to all CSES studies that we identified. Studies were included if they reported CSES alpha reliability estimates from their respective samples. Thus, we removed articles that mentioned the CSES but did not administer the scale; other articles were removed because (a) they altered the CSES for study-specific purposes (e.g., modified to measure CSE at the group level), or (b) they reported inconsistent information (e.g., inconsistent coefficient alpha). Additional articles were removed when they reported that the CSES was administered, but they did not report the alpha reliability coefficient, and this information was not provided by the original authors when requested. Ultimately, a total of 162 studies and 189 unique alpha reliability estimates with an aggregate sample size of N = 54,907 were retained for the meta-analytic procedures.

Coding Scheme and Study Characteristics

Studies were coded based on language of the measure, delivery method (online vs. paper-pencil), and publication type (published vs. unpublished). Table 1 lists the information extracted from the individual articles included in the study. Four of the current authors independently coded one quarter of the studies, and each coder evaluated one additional quarter of the studies for overlapping coding and verification. Discrepancies were minor and were readily resolved through discussion with the fifth author as an independent arbiter. For example, in a small number of instances, coders missed the information provided in the primary study or miscoded information in an open code item (see Table 1).

Meta-Analytic Procedures

As we have noted, an RG analysis is a special form of meta-analysis applied to reliability coefficients. In general, when choosing to conduct a meta-analysis, a researcher must decide whether to adopt a fixed-, random-, or mixed-effects model (Borenstein et al., 2009; Hedges & Vevea, 1998; Schmidt & Hunter, 2015; Schmidt et al., 2009). The fixed-effects meta-analysis model is the most parsimonious, by assuming a single, population effect size across all study effects, where any variability in observed effects is not substantive in nature but rather due to sampling error variance and other psychometric artifacts (Borenstein et al., 2009). The fixed-effects model might fit the data sometimes, but is highly unrealistic in its assumptions, because many substantive influences on reliability coefficients across studies are possible, such as sample demographics, temporal and group differences in perceptions of the items, the employment or research setting in which the measures are administered, and so forth. Even though such influences may not be measured, they still may be present and impart an influence on the variability in observed alpha coefficients. Thus, even though “no model is true but some are useful” (Box & Draper, 1987, p. 424), it is generally unreasonable to assume that population parameters for alpha do not vary from study to study.
Table 1. Reliability Generalization Analysis Codebook

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study descriptive information</td>
<td>Code</td>
</tr>
<tr>
<td>Full APA reference</td>
<td>Open</td>
</tr>
<tr>
<td>Type of publication</td>
<td>1 = Journal</td>
</tr>
<tr>
<td></td>
<td>2 = Unpublished study/Dissertation/Master’s</td>
</tr>
<tr>
<td>Scale language</td>
<td>Open</td>
</tr>
<tr>
<td>Delivery method</td>
<td>1 = Online</td>
</tr>
<tr>
<td></td>
<td>2 = Paper-pencil</td>
</tr>
<tr>
<td>Sample size (N)</td>
<td>Open</td>
</tr>
<tr>
<td>CSES information</td>
<td>Code</td>
</tr>
<tr>
<td>Scale range</td>
<td>Open (5-point vs. 7-point scale)</td>
</tr>
<tr>
<td>Raw mean</td>
<td>Open</td>
</tr>
<tr>
<td>Raw SD</td>
<td>Open</td>
</tr>
<tr>
<td>Converted mean</td>
<td>Open (Mean converted to 5-point scale)</td>
</tr>
<tr>
<td>Converted SD</td>
<td>Open (SD converted to 5-point scale)</td>
</tr>
<tr>
<td>Alpha reliability</td>
<td>Open</td>
</tr>
</tbody>
</table>

Note. APA = American Psychological Association; CSES = Core Self-Evaluations Scale.

The random-effects meta-analysis model captures such variation and is generally more appropriate (Schmidt et al., 2009). Regarding the CSES, important methodological variations likely produce differential degrees of internal consistency (e.g., differences in CSES item content depending on the language of the measure). Also, empirically, our meta-analysis rejected the null hypothesis for homogeneity in alpha coefficients, $Q(188) = 1466.0, p < .01$, thus further supporting a random-effects model. We extended this support for random effects into a mixed-effects meta-analysis model, which models both fixed-effects and random-effects. Fixed-effects are not only reflected in the overall effect size, but also by any categorical or continuous moderator effects that are modeled (e.g., year of publication, language of the measure). After modeling the fixed-effects, any remaining variance not due to sampling error or other psychometric artifacts is estimated as random-effects variance, which is considered “true” variance due to substantive factors not identified by fixed-effect moderators (Schmidt et al., 2009).

All reliability generalization analyses of our CSES alpha reliability coefficients were conducted using Schmidt and Hunter’s (2015) meta-analytic methods. All effects were weighted by the inverse of their sampling error variance, as is customary, such that all other factors held equal, alpha reliabilities based on larger sample sizes contributed more strongly to meta-analytic results than those based on smaller sample sizes.

In RG analyses, it is important to appreciate that because alpha is positive and usually more toward its ceiling of 1.0 than not (e.g., around $\alpha = .70$ or .80), the sampling error variance of alpha is generally negatively skewed. Unlike meta-analyzing correlation coefficients that are much lower (e.g., around $r = .20$ or .30), not considering this skew can bias meta-analytic results (both meta-analytic means and variances). Thus, as is customary in RG analysis, to help normalize the sampling error variance of alpha, we applied the Fisher’s $Z$ transformation ($z’$) to alpha before estimating the mean and variance of the population reliability estimate, the associated 95% confidence interval for the mean alpha, and the 95% credibility interval that estimates the true (random-effects) variance across effect sizes. Once these statistics were computed, we back-transformed these estimates into the original alpha metric. The formula for Fisher’s transformation can be written as

$$z’ = (0.5)\ln\frac{1+r}{1-r} \quad (1),$$

where $r$ is the effect size to be transformed to $z’$ (alpha coefficient in the current study). The $Z$-transformed
alpha coefficients can be back-transformed to $r$ using the following formula:

$$r = \frac{(e^{2\tau'} - 1)}{(e^{2\tau'} + 1)} \quad (2).$$

In addition to using the formulas, it is also possible to refer to $r$ to Z tables that are available in online statistics textbooks (e.g., https://onlinestatbook.com/2/calculators/r_to_z.html).

**Moderators**

Based on the aforementioned measure and study characteristics that we coded, and after using all available studies to estimate the overall reliability estimates, we conducted several subgroup analyses for categorical moderators by performing mixed-effects meta-analyses for all studies that provided a reliability estimate, in addition to information on the given moderating variable of interest.

**Heterogeneity of effects**

To examine the heterogeneity of our CSES alphas, we estimated the random-effects variance of these effects. This variance is represented by tau-squared ($\tau^2$); however, we report the standard deviation tau ($\tau$), because it is more interpretable (the SD in the metric of alpha, not in the squared metric of a variance) and it can be used to build 95% credibility intervals around the mean of each set of alphas of interest to indicate the ‘true’ range of alpha across studies. If tau and the corresponding credibility interval is sufficiently large, it suggests a large amount of heterogeneity of alpha coefficients across multiple subpopulations; whereas a small credibility interval essentially supports the assumption of the fixed effects model, that there is a single population alpha (or a small range) underlying the observed distribution of alpha coefficients (Pearlman et al., 1980).

Fixed-effect moderators can also partially account for observed heterogeneity of alphas. For example, given a categorical moderator, there can be mean differences in effects (e.g., the mean for English measures vs. mean of non-English measures) that might account for subgroup differences. Significant variance of the means, as reflected by smaller 95% confidence intervals around each mean estimate, would support the hypothesis that moderating factors are in operation. In addition, confidence intervals at each level of the moderator indicate the accuracy of the estimate of the mean effect size within each subpopulation (Whitener, 1990), keeping in mind that associated heterogeneity may still be present.

All RG analyses were conducted using an Excel spreadsheet developed by the fifth author, which is freely available at https://osf.io/gk9zr/?view_only=6fdac9798ec446f69fc5971fbd3c14e0. However, the reader interested in RG and meta-analysis might also consider several user-friendly meta-analysis packages available for free in open-source statistical environments that can be used to conduct meta-analysis (e.g., Polanin et al., 2017, review several popular meta-analysis packages available in R).

**Results**

Table 2 summarizes the meta-analytic reliability estimates for the CSES measure. As would be expected in RG studies of psychometrically sound measures, the weighted population mean of the distribution of alpha coefficients for CSES scores was high ($\mu = .84$; $\tau = .05$). Generally speaking, values of alpha on the lower end of this range are often useful for research seeking to understand general relationships between variables, and in fact $\alpha = .70$ has been a longstanding rule of thumb in psychological research for minimally acceptable alpha levels, despite the rule being arbitrary. Values of alpha on the higher end of this range ($\alpha = .80$ to .90) would be more critical in settings where individual-level decisions were being made, such as personnel selection settings and college admissions (Lance et al., 2006; Nunnally, 1978).

Alpha coefficients in our CSES analysis are depicted in Figure 1 as a weighted frequency distribution (Oswald & Ercan, 2013). More accurate alphas (lower sampling error variance) are darker, so that one’s eyes are attracted to that part of the effect-size distribution. As the figures show, more accurate effects were generally clustered at the center of the distribution, giving some indication that stable effects were more toward the mean (less extreme), as might be expected when random effects are truly random, even if they are not perfectly normally distributed (as is assumed by 95% credibility intervals).


Table 2. CSES Measurement: Alpha Reliability Estimates

<table>
<thead>
<tr>
<th>Subgroup</th>
<th>N</th>
<th>k</th>
<th>Mean α</th>
<th>τ</th>
<th>95% CI</th>
<th>95% CR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall</strong></td>
<td>54,907</td>
<td>189</td>
<td>.84</td>
<td>.05</td>
<td>[.83, .85]</td>
<td>[.72, .91]</td>
</tr>
<tr>
<td>Language</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>English</td>
<td>29,539</td>
<td>111</td>
<td>.85</td>
<td>.04</td>
<td>[.84, .86]</td>
<td>[.76, .91]</td>
</tr>
<tr>
<td>Non-English†</td>
<td>23,856</td>
<td>70</td>
<td>.83</td>
<td>.05</td>
<td>[.82, .84]</td>
<td>[.70, .91]</td>
</tr>
<tr>
<td>German</td>
<td>6,970</td>
<td>17</td>
<td>.85</td>
<td>.03</td>
<td>[.84, .87]</td>
<td>[.78, .90]</td>
</tr>
<tr>
<td>Chinese</td>
<td>6,003</td>
<td>22</td>
<td>.80</td>
<td>.07</td>
<td>[.77, .82]</td>
<td>[.64, .89]</td>
</tr>
<tr>
<td>Spanish</td>
<td>3,396</td>
<td>7</td>
<td>.82</td>
<td>.07</td>
<td>[.77, .87]</td>
<td>[.64, .91]</td>
</tr>
<tr>
<td>Korean</td>
<td>2,118</td>
<td>7</td>
<td>.83</td>
<td>.04</td>
<td>[.79, .85]</td>
<td>[.73, .89]</td>
</tr>
<tr>
<td>Delivery Method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Online</td>
<td>22,402</td>
<td>79</td>
<td>.85</td>
<td>.04</td>
<td>[.84, .86]</td>
<td>[.75, .91]</td>
</tr>
<tr>
<td>Paper-pencil</td>
<td>14,471</td>
<td>58</td>
<td>.83</td>
<td>.06</td>
<td>[.81, .85]</td>
<td>[.67, .92]</td>
</tr>
<tr>
<td>Publication</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Published</td>
<td>45,743</td>
<td>150</td>
<td>.84</td>
<td>.05</td>
<td>[.83, .85]</td>
<td>[.72, .91]</td>
</tr>
<tr>
<td>Unpublished</td>
<td>9,164</td>
<td>36</td>
<td>.83</td>
<td>.05</td>
<td>[.82, .85]</td>
<td>[.71, .90]</td>
</tr>
</tbody>
</table>

*Note.* CSES = Core Self-Evaluations-Scale; k = number of effects; CI = confidence interval; CR = credibility interval. † Non-English version of CSES included the four subcategories, in addition to Romanian, Dutch, Greek, Italian, French, Finnish, Norwegian, and Persian.

Figure 1. Weighted frequency distribution of alpha coefficients for CSES measures. Darker colors represent alphas that are more precise (lower sampling error variance). Vertical lines represent weighted quartiles (25%, 50%, and 75%iles).
Regarding the RG subgroup analyses, the CSES showed similar average levels of reliability between English and non-English versions ($\mu_\alpha = .85$ and .83, respectively). However, note that the credibility intervals suggest that mean reliability is accompanied by some heterogeneity in the English version of the CSES, with 95% CR [.76, .91], as well as the non-English CSES, with 95% CR [.70, .91]. Table 1 shows that a statistical distinction could be made between the reliability of CSES administered in English ($\mu_\alpha = .85$) and German ($\mu_\alpha = .85$) vs. Chinese ($\mu_\alpha = .80$); however, even with these distinctions, mean reliability estimates across languages were still high, generally exceeding .80. Mean reliability estimates were also similarly high across delivery method (online vs. paper-pencil; $\mu_\alpha = .85$ and .83 respectively) and publication status (published vs. unpublished; $\mu_\alpha = .84$ and .83, respectively) with overlapping confidence intervals across moderating conditions, indicating that CSES scores tend to be highly reliable in terms of internal consistency, regardless of delivery method or publication status.

Without conducting this reliability generalization analysis, we would not have known that the CSES has demonstrated high levels of reliability across a wide range of studies, with minimal differences between subgroups. Also note that although reliability was generally high, reliabilities still showed meaningful levels of heterogeneity (e.g., overall 95% credibility interval was .72 to .91). All together, these findings support an important recommendation that applies to any study involving psychological measurement: Researchers should consider the distribution of reliability coefficients obtained in the past, because like a Bayesian prior, it suggests the typical reliabilities that might be obtained in the future and thus inform whether a measure should be chosen and used. Once the measure is chosen, the reliability of measures based on the local sample and setting should still be calculated, which can also be used to update the past RG results.

Discussion

In light of the growing popularity of core self-evaluations and the CSES measure in psychological research, our results provide evidence that the CSES tends to be highly reliable across samples, especially when the goal is to use CSES to examine how core self-evaluations relate to other variables at the overall level (correlations, structural equation models). If the goal instead was to use CSES to make reliable decisions about individuals (e.g., personnel selection, promotion), then the standard error of measurement becomes relevant, and levels of reliability need to be as high as possible to distinguish scores from one another. Although heterogeneity of alpha was relatively small ($\tau = .05$), it can make a difference when it comes to the aforementioned purposes of a measure.

In terms of the CSES across different languages, the mean differences and associated heterogeneity in reliability estimates across CSES languages may be due to the difference in the nature of the translated measures. For example, most of the primary studies with a German sample retained in the current RG analysis used the German versions of the CSES that are well established and frequently used (e.g., Strumpf et al., 2010). Conversely, studies using the Chinese or Spanish versions of CSES often relied on independently translated measures. This increases the likelihood of differences in the interpretation of measurement items across different language sub-populations. Although we found that non-English CSES measures were generally reliable, we nonetheless encourage future CSES researchers with non-English-speaking samples to use (or create) translated CSES that have demonstrated satisfactory psychometric properties and construct validity evidence, instead of creating or relying on independently translated measures that lack sufficient evidence for use. We contend that this practice will help produce more consistently reliable scores in non-English versions of CSES; and if the same measure is used across studies, this allows for better cross-study comparisons of results. For example, we note that recent versions of the CSES have been published in Chinese (Sun & Jiang, 2017) and Spanish (Beléndez et al., 2018). Considering the increasing popularity of CSE research around the world, research efforts to develop valid translations of CSES should continue.

Limitations and Future Directions

The reliability generalization results for the CSES, while useful for research and practice, should also be considered in the context of two limitations that are true for any psychological measure of this nature. First, although alpha is the most commonly reported
reliability coefficient, we are aware that its assumptions are often violated to some extent, which can negatively or positively bias alpha as an estimate of true reliability (Cortina, 1993). Specifically, the assumptions for alpha include: (1) tau-equivalence (i.e., equivalent indicator factor loadings); (2) independent error variances (i.e., uncorrelated indicator residuals); and (3) unidimensionality (i.e., one-factor model appropriately represents the data. Second, for any self-report measure, it is psychometrically challenging to disentangle the shared variance due to actual construct overlap (which is desirable) versus the shared variance due to halo effects, implicit theories of oneself, and other measurement artifacts (which is undesirable; Podsakoff et al., 2003).

Our RG results should also be considered alongside some issues that are unique to the CSES. First, it is worth explicitly noting that the CSES reflects four CSE traits (again: self-esteem, generalized self-efficacy, locus of control, and emotional stability), which at first glance suggests that CSES is multidimensional, violating the unidimensionality assumption behind alpha. However, CSE is based on a high level of commonality (overlap) between the four traits, and the short 12-item CSES intends to capture this commonality in a single CSE dimension. Another way to measure CSE in a more refined manner, if testing time permits, is by measuring each dimension reliably and modeling CSE as a hierarchical construct. Composite reliability can then be calculated for the general CSE factor, with the four CSE traits as lower-order factors (and their own reliability coefficients; McDonald, 1999; Raykov, 1997). In addition to modeling multidimensionality, estimating the factor loadings relaxes the tau-equivalence assumption of alpha.

Second, whether a factor analysis is applied to the four factors of the CSE, or to the short CSES measure, the factor analytic approach suggests that reliability generalization across studies can be usefully refined. A collection of similar factor model estimates can be synthesized using meta-analytic structural equation modeling (MASEM) to arrive at the population composite reliability and the variability in composite reliability (see Scherer & Teo, 2020, for a tutorial on MASEM approach to meta-analyzing reliability coefficients). This might provide additional item-level information about how CSE measures vary across studies and, practically speaking, how MASEM reliability estimates differ from alpha reliability estimates (see Peterson & Kim, 2012 for an example). This may not only be a useful future direction not just for assessing reliability estimation for various measures of CSE; it may also be helpful for higher-order multidimensional constructs in general.

Our third point is more substantive, namely that extensions of the current study could examine whether the four CSE traits satisfy the theoretical and empirical inclusion criteria as indicators of the higher-order CSE construct. Specifically, the appropriateness of locus of control as a reflective indicator of CSE has been called into question in several papers (e.g., Chen, 2012; Johnson et al., 2008; Johnson et al., 2015). Theoretically, locus of control does not cleanly fit the criterion of being self-evaluative, because compared with other CSE traits that are more influenced by how one fundamentally evaluates the self, locus of control is considered to be more influenced by how one evaluates his/her environment (Johnson et al., 2015). Moreover, although high levels of self-esteem, generalized self-efficacy, and emotional stability generally seem to enhance feelings of self-worth, the relationship between high level of locus of control (i.e., internal locus of control) and self-worth might vary (Johnson et al., 2016). For example, when experiencing failure, those with high internal locus of control may feel more negative feelings of self-worth, in part due to the perception (rightly or wrongly) that one had the control to do something differently and avoid failure.

Empirically, studies corroborate these ideas, in that locus of control is relatively weakly correlated with self-esteem, generalized self-efficacy, and emotional stability (Johnson et al., 2016; Judge et al., 2002), and factor loadings emanating from the CSE factor onto locus of control tends to be weaker than the other CSE indicator traits (Dormann et al., 2006; Erez & Judge, 2001; Heller et al., 2002). Empirical evidence regarding the lack of interchangeability of locus of control with the other CSE traits is more evident when researchers attempt to control for the effect of common method variance (Johnson et al., 2016; Johnson et al., 2011). Thus, as previous researchers have mentioned (Chen, 2012; Johnson et al., 2011), future researchers should continue to refine the theoretical and empirical inclusion criteria for multidimensional constructs (CSE...
and otherwise) and their representation (hierarchical and otherwise).

Fourth and finally, some conditions of our reliability generalization analysis had only a small number of effects, drawing attention to the need for more studies in certain moderator conditions where we would like to understand CSES further (e.g., Spanish and Korean versions of the CSES). Additionally, because some studies used different versions of CSES (e.g., CSES translated to different languages), alpha coefficients may have been influenced by measurement-specific factors that render them less comparable. To some extent, we were able to model this heterogeneity meta-analytically, by way of estimating moderator effects and random-effects variance; but specific differences in CSES across studies (e.g., alterations or deletions of specific items) should be considered more closely and substantively as well. And as always, new moderators can be investigated (e.g., effects by gender, age, and type of industry).

**Conclusion**

Psychologists are constantly measuring people’s thoughts and behaviors, but this is only useful if the measures are highly construct-relevant and the data provided from those measures are reliable. Reliable measures are important for research purposes, and reliability is especially important in applied contexts where test scores may be used to make high-stakes decisions that have important consequences for both the individual (e.g., selection, promotion) and the organization. We found that the alpha coefficient of CSES scores, on average, is generally high across studies. Although we did find some differences in the mean and variance of the effects with respect to the language in which the CSES was measured, they were not high enough to cause practical concerns when deciding on whether to use the CSES. These reliability generalization results are heartening overall, where the alpha reliability of CSES scores have generally been high and can therefore be generally expected to be high in future studies. If a future study shows very low reliability for the CSES, this would be unexpected, and one might follow up to determine whether the CSES was scored correctly, or whether there were sample characteristics that deviated meaningfully from the collective of samples within the current RG analysis.

In closing, however, we wish to emphasize that very important questions regarding the nature, reliability, and validation of measures of multidimensional constructs remain. Regarding CSE measures, for example, research can continue to investigate whether the short CSES measure captures the general CSE construct in a manner that represents the lower-order constructs as intended; and it might continue to be usefully pitted against measures of its lower-order constructs in terms of criterion-related validity and broader patterns of convergent and discriminant validity. The current reliability generalization analysis, and these future research directions inspired by it, should serve as a model for further examining other higher-order multidimensional constructs beyond CSE, such as psychological capital; and in turn, lessons learned about multidimensional measurement in the domain of cognitive ability can likely be applied in multiple domains of non-cognitive measurement where multidimensionality is a reality and a challenge.
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