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ABSTRACT

A NEW PARADIGM FOR PREDICTING FRACTURE GROWTH, INTERACTION AND LINKAGE: FAULTING IN NUMERICAL AND PHYSICAL EXPERIMENTS WITH WORK OPTIMIZATION

MAY 2017

JESSICA A. MCBECk, B.A., HAMILTON COLLEGE
M.A., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph. D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Michele L. Cooke

This dissertation predicts fracture propagation and interaction within the framework of work optimization. With this approach, fractures are predicted to propagate along the path that optimizes work. This dissertation includes three projects that predict fracture growth using work optimization in varying tectonic environments. The projects build on work completed during my M.S. at UMass, which includes the development of the fracture modeling tool Growth by Optimization of Work (GROW) [McBeck et al., 2016]. GROW simulates fracture propagation, interaction and linkage by iteratively searching for fracture propagation paths that maximize the change in external work done on the system divided by the new fracture area propagated in an increment of growth, $\Delta W_{ext}/\Delta A$. In Ch. 1, I use GROW to simulate fault development in a crustal extensional step over. This investigation of a crustal fault network demonstrates the utility of the work optimization approach in predicting the development and interaction of crustal faults. The analyses investigate the influence of fault geometry and anisotropy on fault propagation and interaction, and the range of highly efficient fault propagation paths in extensional step over configurations. In Ch. 2, I integrate observations from physical and numerical experiments in order to predict the geometry of accretion faults in a numerical simulation of a physical accretion experiment. This analysis is a novel approach to predicting accretion fault geometry, which could complement traditional Coulomb failure criteria. In Ch. 3, I track the evolution of individual
components of the energy budget within an accretionary system. This analysis reveals the tradeoffs between competing deformational processes throughout the evolution of accretionary systems. The energy budget provides a framework for directly comparing the energetic contribution or consumption of diverse deformation mechanisms, from frictional sliding to internal host rock deformation.
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CHAPTER 1

PREDICTING THE EVOLUTION OF EXTENSIONAL STEP OVERS IN ANISOTROPIC SYSTEMS WITH WORK OPTIMIZATION: IMPLICATIONS FOR THE HAYWARD-RODGERS CREEK FAULT NETWORK

1.1. Abstract

Determining whether the northern Hayward fault is hard-linked to the southern Rodgers Creek fault within San Pablo Bay, CA, USA, or if the faults are separated by <5 km, is critical to assessing seismic hazard in the San Francisco Bay area. Recent geophysical imaging of the upper 5 m suggests that the Hayward fault hard-links to the Rodgers Creek fault near the onshore southern terminus of the Rodgers Creek fault. To constrain the geometry of this extensional step over at seismogenic depths, we simulate fault growth and interaction with the modeling tool Growth by Optimization of Work (GROW). GROW predicts fault growth by propagating faults in the orientation that maximizes the change in external work relative to new fault area. Two new implementations to GROW allow exploration of the sensitivity of fault growth to heterogeneities and anisotropy. The first implementation builds propagation forecasts of fault growth that indicate a range of highly efficient fault geometries. The second implementation enables fault propagation within anisotropic systems, such as foliated metamorphic host rock. These implementations applied to fault growth within extensional step overs indicate that early in extensional step over development, a single linking fault propagates across the step over, developing with relatively high propagation power, or rate of efficiency gain. After this first structure develops, faults propagate with
reduced propagation power, forming increasingly wider basins. These modeling efforts suggest that the dominant direction and strength of the anisotropy control fault development. Step over development in models with differing initial fault geometries suggest that the Hayward fault links with the Rodgers Creek fault at seismogenic depths if the mapped portion of the Rodgers Creek that extends into the San Pablo Bay is inactive. The model predictions of average slip rate, slip per earthquake and earthquake magnitude closely match paleoseismic estimates.

1.2. Introduction

The Rodgers Creek-Hayward fault network, near the San Pablo Bay in northern CA, USA, is predicted to have the highest likelihood (32%) of the faults within the San Francisco bay area of producing a magnitude $\geq 6.7$ earthquake within the next 30 years [Field et al., 2015]. The surficial traces of the southern end of the dextral Rodgers Creek fault and northern end of the dextral Hayward fault form an extensional step over within San Pablo Bay, to the northeast of San Francisco (Fig. 1.1). Interpretations of seismic reflection and refraction data indicate that within the upper 1-2 km the Rodgers Creek and Hayward faults are separated by $\sim 4$ km [e.g., Parsons et al., 2003]. More recent ultrahigh-resolution seismic reflection cross sections attained with a chirp subbottom profiler suggest that a through-going transfer fault links the tip of the Hayward fault with the Rodgers Creek fault within 2-5 m of the surface (Fig. 1.1) [Watt et al., 2016]. Although this geophysical imaging has informed the present-day fault geometry within the shallow subsurface [e.g., Watt et al., 2016], to fully assess seismic hazard in the San Francisco Bay region we must work to determine if the faults are linked at seismogenic
depths. Paleoseismic evidence shows that seismic rupture can be arrested when the perpendicular separation between strike-slip faults in a step over configuration is >5 km, but that rupture is more likely to propagate across step overs with smaller separation [e.g., Lettis et al., 2002; Wesnousky, 2008]. Simulating the evolution of the Hayward-Rodgers Creek step over may help predict the active fault configuration at seismogenic depths, and the associated likelihood of ruptures to arrest at the step over.

To predict the geometry of the Hayward-Rodgers Creek step over at seismogenic depths, we propagate faults in the direction that optimizes work with the numerical modeling tool Growth by Optimization of Work (GROW) [McBeck et al., 2016]. In order to gain a first-order understanding of fault growth within extensional step overs, we first simulate the propagation and interaction of two underlapping planar faults with initial spacing and geometry that approximates the Rodgers Creek and Hayward fault strands. Relatively few numerical simulations have been able to robustly predict fault propagation in segmented fault networks [e.g., Gupta et al., 1998; Cowie et al., 2000; Finzi et al., 2009]. Consequently, determining the factors that control fault propagation and interaction between planar faults in an extensional step over constitutes an important step in understanding fault development in crustal step overs. Following the investigation of fault development in the simplified planar fault simulations, we predict the interaction between faults that more closely approximate the geometry of the southern segment of the Rodgers Creek fault and the northern segment of the Hayward fault. For both suites of models, we investigate the sensitivity of fault growth to host rock heterogeneities, including pervasive anisotropy.
1.3. Background

1.3.1. Extensional step over evolution in anisotropic systems

Field observations, scaled physical analog experiments and numerical and analytical techniques have shed insight on the mechanisms that control fault evolution [e.g., Cooke et al., 2016]. Interpretations of field observations provide critical insight into the development of extensional step overs along strike-slip faults in crustal environments [e.g., Mann et al., 1983]. Quantitative monitoring of scaled physical experiments enable direct observation of the complete evolution of segmented fault systems [e.g., McClay and Dooley, 1995; Cooke et al., 2013; Hatem et al., 2015]. Additionally, numerical simulations enable analysis of the stress and strain field within segmented fault systems [e.g., Willemse, 1997; Bürgmann, 1994; Crider and Pollard, 1998; Cowie et al., 2000; Kattenhorn and Pollard, 2001]. Predicting the evolution of propagating faults is critical to constraining seismogenic hazard and identifying potential hydrocarbon sources.

Field observations of extensional step overs suggest that they initially develop as narrow basins bounded by faults that directly connect the strike-slip fault segments (Fig. 1.2) [e.g., Mann et al., 1983]. With additional strike-slip displacement, the initially narrow basins are thought to widen parallel to the strike of the main fault segments, and ultimately develop into rhomboidal shapes [e.g., Mann et al., 1983]. Scaled physical experiments of extensional basin evolution indicate that in the initial stages of basin development, obliquely-slipping normal faults propagate from the main fault segments and form a narrow graben connecting the segments [e.g., Dooley et al., 1999; Rahe et al., 1998; Wu et al., 2009; Dooley and Schreurs, 2012]. The initial geometry of the parallel fault segments controls the graben geometry: underlapping fault segments typically form
elongate, rhomboidal grabens, while overlapping fault segments develop box-like, rhomboidal graben [e.g., McClay and Dooley, 1995; Dooley and McClay, 1997]. With continued displacement, the basin may then widen via additional normal fault development [Dooley et al., 1999].

Segmented fault networks can develop in mechanically anisotropic crust. Strength anisotropy arises from the presence of pre-existing fractures, sedimentary layering, schistocity and other foliation. Field observations, physical experiments and numerical simulations reveal the influence of strength anisotropy on fault development. For example, field observations suggest that pre-existing basement fabrics [e.g., Morley et al., 2004], pre-existing normal faults [e.g., Zampieri et al., 2003] and stratigraphy within limestone and shale sequences [e.g., Ferrill et al., 2007] provide mechanical anisotropy that influence fault development. Zones of weakness in pre-rift sediments or crystalline rocks have been observed to exert a first-order control continental rift development [e.g., McConnell, 1972; Dixon et al., 1987; Daily et al., 1989; Smith and Mosley, 1993; Morley et al., 2004; Cunningham and Mann, 2007].

Physical experiments provide additional insight into the influence of anisotropy on fault development. The majority of scaled physical experiments that simulate fault development within heterogeneous systems aim to capture the influence of pre-existing faults on fault development [e.g., Sassi et al., 1993; Faccenna et al., 1995; Bonini et al., 1997; Dubois et al., 2002; Bellahsen and Daniel, 2005; Del Ventisette et al., 2006]. Triaxial compression tests of layered rocks show that the geometry of newly propagated faults changes with the orientation of the layering relative to the applied principal stresses [e.g., Peacock and Sanderson, 1992].
Numerical approaches further constrain the factors that control fault development within anisotropic systems. *Chester and Fletcher* [1997] present an analytical solution for the distribution of stress produced by sliding on a wavy frictionless fault within anisotropic material. This work simulates anisotropy by considering the rock to behave as an incompressible linear viscous fluid that has a greater resistance to contraction and extension than to shear in the principle anisotropy directions [*Chester and Fletcher*, 1997]. This seminal investigation indicates that as the magnitude of anisotropy increases, the pattern of shear failure within contractional and extensional step overs becomes increasingly similar, whereas in isotropic systems, the geometry of shear failure is distinctly different in contractional and extensional step over systems [*Chester and Fletcher*, 1997]. More recent numerical simulations represent pre-existing planes of weakness with elastic properties that differ from the host rock [e.g., *Yin*, 1994; *Gudmundsson et al.*, 2010; *Tong and Yin*, 2010]. One of the few numerical simulations of step over development within an anisotropic system simulates fault development in a model with layers of different rheologies, representing the seismogenic upper crust overlying a viscoelastic substrate [*Finzi et al.*, 2009]. Deformation within the simulated upper crust is determined by a thermodynamically-based continuum damage model for evolving elastic properties of rocks that sustain inelastic brittle deformation [*Finzi et al.*, 2009]. In these models, strain is localized along damaged fault cores at seismogenic depths, and strain is distributed over a broader region at shallow depths [*Finzi et al.*, 2009]. Throughout the entire simulated earthquake cycle, material within step overs remains damaged, with reduced rigidity and shear-wave velocity [*Finzi et al.*, 2009].
In our parameterizations of pervasive strength anisotropy, we vary the internal friction coefficient as a function of orientation relative to a global coordinate system. GROW allows anisotropy to be simulated through the parameterization of other properties as well, including the inherent shear strength, tensile strength, and dynamic friction.

1.3.2. Regional tectonics of the San Pablo Bay area

The Hayward and Rodgers Creek faults are part of a complex fault network that lies to the east of the San Andreas fault, within the San Francisco Bay area of northern California, USA. Although many investigations work to constrain the evolution of the San Andreas fault [e.g., Furlong et al., 1989; Powell, 1993; Matti and Morton, 1993], fewer investigations focus on fault development near the San Pablo Bay. In this region, the majority of faults develop within the Franciscan Complex, which includes variably deformed and metamorphosed detrital sedimentary rocks that accreted along the western North American plate margin due east-dipping subduction of the Farallon slab [e.g., Wakabayashi, 1992]. After subduction ceased, major strike slip faults, including the San Andreas, developed within the Franciscan to accommodate right lateral slip between the Pacific plate and western North American plate boundary [e.g., Wakabayashi, 1992]. The Franciscan includes detrital sedimentary rocks (mostly sandstones), serpentine, basaltic volcanic rocks and chert, and minor limestone [Bailey et al., 1964; Blake et al., 1988; Coleman, 2000; Wakabayashi, 2004, 2012]. Near the San Pablo Bay, the Franciscan complex consists of a stack of coherent nappes separated by low-angle mélange zones that were folded about NW-SE subhorizontal fold axes [Blake et al., 1984; Wakabayashi
and Moores, 1988; Wakabayashi, 1989, 1992]. The Franciscan stack of nappes is ~10 km thick, and folded into a broad NW-trending synform centered on Tiburon Peninsula, and a parallel antiform centered on the eastern San Francisco Bay [Blake et al., 1984; Wakabayashi and Moores, 1988]. Thick mélange zones (200-1500 m) separate the coherent nappes, and thinner mélange zones (<300 m) are part of the internal imbrication of the coherent nappes [e.g., Wakabayashi, 1992].

In the San Pablo Bay area, volcanism related to a northward migrating slab window, large scale block rotations and plate motions, and northward-migrating restraining and releasing bends have contributed to fault development by weakening the crust, changing the principal stress orientations and promoting fault development near pre-existing faults [McLaughlin et al., 2012 and references therein]. Interpretations of $^{40}\text{Ar}/^{39}\text{Ar}$ dating, tephrochronology, gravity and aeromagnetic data, and structural relationships suggest that the Rodgers Creek fault zone initiated ~7 Ma from a proto-Hayward fault zone as a transtensional basin-forming fault [McLaughlin et al., 2012]. Recent interpretations of geophysical imaging within the San Pablo Bay [Watt et al., 2016] refine the evolution of McLaughlin et al. [2012], suggesting that at ~8 Ma, changes in plate motion lead to transpression and fault reorganization within the San Pablo Bay. After this reorganization, a transtensional basin developed between southern segment of the Rodgers Creek, and northern segment of the Hayward. After ~7 Ma, the Hayward segment propagated north toward the Rodgers Creek until it connected [Watt et al., 2016].

1.4. Fault propagation and interaction with GROW
1.4.1. Simulating fault development with Growth by Optimization of Work

To determine how the Rodgers Creek and Hayward faults may link at seismogenic depths, we simulate step over evolution with the numerical modeling tool GROW (Fig. 1.3) [McBeck *et al.*, 2016; Madden *et al.*, in review]. GROW simulates fracture propagation by adding elements to growing fracture tips in the radial orientation that optimizes the change in external work, $W_{ext}$, produced by fracture propagation divided by the change in new fracture area, $\Delta W_{ext}/\Delta A$ [McBeck *et al.*, 2016]. In a two-dimensional system, $W_{ext}$ may be calculated from the sum of the products of shear traction and displacement, $\tau$ and $u_s$, and normal traction and displacement, $\sigma_n$ and $u_n$, integrated over the system boundaries, $B$:

$$W_{ext} = \frac{1}{2} \iint_B (\tau u_s + u_n \sigma_n) dB$$  \hspace{1cm} \text{Eq. 1.1}

The factor of one-half is appropriate for one loading step because $W_{ext}$ is the area under the force-displacement curve. This area forms a triangle shape with one loading increment. When multiple loading steps are used, external work is calculated by integrating over multiple loading steps because the $W_{ext}$ produced at each loading increment may not increase monotonically.

To find the boundary tractions and displacements required to calculate external work, GROW repeatedly calls the boundary element method (BEM) program Fric2D [Cooke and Pollard, 1997]. Boundaries and fractures are discretized into linear segments that may open or slip, but not interpenetrate, in response to tractions or displacements applied to the boundaries, or perturbations from other fractures. Slip and tractions on dislocation
surfaces are calculated with the quasi-static equations of deformation following the
displacement discontinuity method.

In GROW, fractures stop propagating when fractures link with other fractures or the
model boundaries, or when none of the radial elements added to the tip of the fracture fail
in tension or shear. An element fails in tension when the normal stress across its surface,
$\sigma_n$, which is positive when tensile, exceeds or equals the tensile strength of the intact rock
at the fault tip. A potential growth element fails in shear following the Coulomb criterion,
when the magnitude of the shear stress across its surface, $\tau$, exceeds or equals the
difference between the inherent shear strength, $S_0$, and the product of the internal
coefficient of friction, $\mu_0$, and normal stress, $\sigma_n$ (tension positive), across the potential
element. This formulation of the Coulomb criterion describes the propagation of faults
through intact rock. Consequently, in GROW, the properties of the new radial elements
added to the tip of the growing fault should be within ranges appropriate for intact rock.

When two or more faults are growing, GROW searches sequentially for the optimal
orientation of potential fault elements [McBeck et al., 2016]. In particular, GROW finds
the optimal orientation of an element at the tip of one growing fault, adds this element to
the fault tip, and then searches for the optimal orientation of an element added to the tip
of another growing fault. In this second step, the efficient element found at the first tip is
included within the model. After the most efficient element orientations are identified for
all of the growing faults, GROW enters a tuning step that searches for the most efficient
combination of element orientations at all the fault tips with element orientations close to
the most efficient orientations found in the first step [McBeck et al., 2016].
1.4.2. GROW fault development in anisotropic systems

To enable GROW to better predict the evolution of fracture networks in crustal tectonic settings in which the host rock may not be isotropic, we implemented a new functionality that allows GROW to simulate fault development in systems with anisotropic material properties. These properties may be any of the intact material properties, such as the inherent shear strength and internal friction coefficient. The user determines the specific function or set of values that describes the anisotropy of the property or properties relative to a two-dimensional global coordinate system, which is measured clockwise from the left horizontal plane. Such pervasive anisotropy may be present in host rocks with preexisting stratigraphic layering, fractures or metamorphic fabric [e.g., Chester and Fletcher, 1997].

This implementation is particularly beneficial for simulating fault propagation within the San Pablo Bay because the NW-SE trend of the metamorphosed Franciscan complex provides significant strength anisotropy in the San Francisco Bay region that approximately parallels the strike of the fault segments outside of the step over [e.g., Wakabayashi, 1992]. The NW-SE subhorizontal fold axes of nappes within the Franciscan complex near San Pablo Bay contribute to this anisotropy because thick mélange zones separate the coherent nappes, and thinner (<300 m) mélange zones provide internal imbrication within the nappes [e.g., Wakabayashi, 1992]. The Franciscan complex contains serpentinite [e.g., Wakabayashi, 2004; 2012], which introduces strength anisotropy at the grain scale.

To predict the interaction of the Hayward and Rodgers Creek fault strands, we parameterize the anisotropy of the host rock by varying the internal coefficient of friction.
This distribution of internal friction is controlled by the orientation at which the friction is minimized, \( \theta_{\text{min}} \), the magnitude of the minimum internal friction coefficient, \( \mu_{0}^{\text{min}} \), the magnitude of the maximum internal friction coefficient, \( \mu_{0}^{\text{max}} \), and the degrees from \( \theta_{\text{min}} \) at which the friction is maximized, or saturated, \( \theta_{\text{sat}} \) (Fig. 1.4). These parameters control the curve that describes anisotropy. The distribution of internal friction employed in this analysis resembles an ellipse with a flat top. We constructed this function to describe strength anisotropy because varying the parameters \( \theta_{\text{min}} \) and \( \mu_{0}^{\text{min}} \) provides insight into the sensitivity of fault development to various expressions of strength anisotropy in crustal rocks. Parameterizing \( \theta_{\text{min}} \) reveals how the direction of pervasive anisotropy controls fault development. Parameterizing \( \mu_{0}^{\text{min}} \) reveals the influence of the magnitude of the anisotropy, which may differ depending on the physical characteristic that produces the anisotropy.

In particular, the internal coefficient of friction, \( \mu_{0}^{\text{min}} \), at some orientation, \( \theta_{i} \), between \( \theta_{\text{min}}-\theta_{\text{sat}} \) and \( \theta_{\text{min}}+\theta_{\text{sat}} \) is defined by an ellipse with horizontal radius of \( \theta_{\text{sat}} \) and vertical radius of \( \mu_{0}^{\text{max}}-\mu_{0}^{\text{min}} \) that is shifted in the vertical (\( \mu \)) direction by \( \mu_{0}^{\text{min}} \), and shifted in the horizontal (\( \theta \)) direction by \( \theta_{\text{min}}-\theta_{\text{sat}} \),

\[
\frac{(\theta_{i}-(\theta_{\text{min}}-\theta_{\text{sat}}))^{2}}{\theta_{\text{sat}}^{2}} + \frac{(\mu_{i}-\mu_{0}^{\text{min}})^{2}}{\mu_{\text{max}}^{2}-\mu_{\text{min}}^{2}} = 1 \quad \text{Eq. 1.2}
\]

The distribution of friction is symmetric, and so both \( \theta_{\text{min}} \) and \( 180^\circ-\theta_{\text{min}} \) minimize friction.

1.4.3. GROW propagation forecasts
The second new implementation enables GROW to better predict the propagation of interacting faults in heterogeneous systems by building propagation forecasts of fault growth. These propagation forecasts outline the range of possible fracture geometries, while the original GROW algorithm predicts only one optimal path from a growing fracture tip [McBeck et al., 2016]. Heterogeneities within the system may induce growing faults to deviate from the optimal propagation path. Propagation forecasts aim to encompass such epistemic uncertainties by describing a range of likely deviations from the optimal path. The forecasts use the distribution of external work at each growth increment to determine the likely range of efficient geometries.

To build the propagation forecast, at each increment of growth, GROW finds the $\Delta W_{ext}/\Delta A$ produced by the addition of each element radial to the growing fracture tip (Fig. 1.5A). GROW then identifies the range of element orientations within a certain percentage of the maximum $\Delta W_{ext}/\Delta A$ through linear interpolation of the $\Delta W_{ext}/\Delta A$ results. GROW then calculates the $\Delta W_{ext}/\Delta A$ of the interpolated system to ensure accurate representation of the efficiency of the system with the interpolated element orientation.

When the distribution of $\Delta W_{ext}/\Delta A$ is broad, the resulting propagation forecast will be relatively broad (Fig. 1.5). A wide propagation forecast indicates that the fault propagation path may be sensitive to local heterogeneities that would promote propagation away from the optimal path. Conversely, when the distribution of $\Delta W_{ext}/\Delta A$ has one well-defined narrow peak, the propagation forecast will be narrow, closely enveloping the optimal growth path (Fig. 1.5). A narrow propagate forecast reveals that the propagation is relatively insensitive to heterogeneities.
In most GROW simulations, the distribution of $\Delta W_{\text{ext}}/\Delta A$ in an increment of growth contains one peak (Fig. 1.5). Consequently, there will be two element orientations for which a certain percentage of the maximum $\Delta W_{\text{ext}}/\Delta A$ is achieved, and the user must select whether the maximum or minimum orientation, relative to the clockwise direction from the fault tip, will be identified as the extent of the propagation forecast in that particular GROW run. Consequently, one GROW run produces one edge of a propagation forecast, and two GROW runs are required to build one propagation forecast from the tip of one growing fault, or many propagation forecasts from the tip of many growing faults. After the forecast element orientation is identified, it is added to the tip of the growing fault, and GROW searches for the next forecast element orientation from the tip of the previously added element. With the propagation forecast implementation, GROW does not enter a tuning step to refine the search for the most efficient element orientation at each increment of growth.

1.4.4. Loading conditions

To derive the displacements applied to the 2D model boundaries (Fig. 1.6), we superpose the displacements due to lithostatic confining stress and the displacements due to tectonic motion that accumulate over several thousand years. We progressively increase the number of years simulated within an increment of fault growth from 2500 years, in steps of 500 years, until the faults link or until an applied time interval of 5000 years is not sufficient to propagate the faults. In particular, we begin the GROW run by applying the displacements from lithostatic stress and accumulated over 2500 years of tectonic motion, and if the faults stop propagating before linking with the other fault, we
then increase the number of years simulated in an increment of growth by 500 years. We cease increasing the loading after the faults stop propagating when 5000 years of tectonic displacements are simulated. This progressive loading of several thousand-year time intervals is well-suited for simulating fault interaction within step overs because it encompasses several earthquake cycles of the Rodgers Creek-Hayward faults, which have a recurrence rate of 230-710 years [e.g., Schwartz et al., 1992; Hayward Fault Paleoearthquake Group, 1999].

To derive the displacements applied to the model boundaries due to lithostatic stress, we convert lithostatic stress to strain via Hooke’s elasticity relationships, and then convert strain to displacements. Relocated earthquake hypocenters [Waldhauser and Schaff, 2008; version v201112.1] indicate that the seismogenic zone beneath San Pablo Bay extends from ~7-12 km. These GROW models simulate fault development at 7 km depth. We calculate the lithostatic stress, \( \sigma_L \), at 7 km with the density of mafic rock, \( \rho = 2700 \text{ kg/m}^3 \), the depth, \( d \), and gravitational constant, \( g \), in a tension positive sign convention, as

\[
\sigma_L = -gd\rho \quad \text{Eq. 1.3}
\]

The fault parallel, \( \varepsilon_{Lxx} \), and perpendicular, \( \varepsilon_{Lyy} \), strains due to lithostatic stress are derived using Hooke’s 2D plane strain relationships,

\[
\varepsilon_{Lxx} = \left( \frac{1-v^2}{E} \sigma_{xx} - \frac{v(1+v)}{E} \sigma_{yy} \right) \quad \text{Eq. 1.4}
\]

\[
\varepsilon_{Lyy} = \left( -\frac{v(1+v)}{E} \sigma_{xx} + \frac{1+v^2}{E} \sigma_{yy} \right) \quad \text{Eq. 1.5}
\]
where \( E \) is Young’s modulus, \( v \) is Poisson’s ratio and \( \sigma_{xx} = \sigma_{yy} = \sigma_L \).

To derive the applied displacements arising from tectonic motion, we calculate the total strain that accumulates over several thousand years from the components of the regional strain rate tensor. The best-fitting uniform horizontal strain field for the San Francisco bay region has principal strain rates of \( \varepsilon_{11} = 164.7 \pm 7.2 \) nanostrain/yr and \( \varepsilon_{22} = -157.9 \pm 6.9 \) nanostrain/yr oriented N74.0°W and N16.0°E, respectively, with contraction negative [Pollitz and Nyst, 2005]. A coordinate transformation of the principal strain rate tensor provides the components of the strain rate tensor parallel and perpendicular to the fault strikes due to tectonic motion, \( \varepsilon_{ij} \). The total strain that accumulates over \( t \) years due to long term tectonic motion is then \( \varepsilon^T_{ij} = \varepsilon_{ij}t \). The total strain parallel, \( \varepsilon_{xx} \), and perpendicular, \( \varepsilon_{yy} \), to the faults due to tectonic motion and lithostatic stress is \( \varepsilon^T_{xx} + \varepsilon^L_{xx} \) and \( \varepsilon^T_{yy} + \varepsilon^L_{yy} \), respectively. The shear strain of the modeled region does not include a lithostatic component, and is \( \varepsilon^T_{xy} \).

The displacements applied to the model boundaries are calculated from the derived strain and the initial model width, \( w \), and height, \( h \). The normal displacement applied to the top model boundary equals the change in model height due to the total normal strain perpendicular to the faults, \( h\varepsilon_{yy} \). The normal displacements applied to the right boundary equals the change in model width due to the normal strain parallel to the faults, \( w\varepsilon_{xx} \). We apply the displacements due to \( \varepsilon_{xy} \) with a step-wise distribution on the model boundaries so that all of the \( \varepsilon_{xy} \) due to tectonic motion is resolved on the modeled faults. The shear displacements applied to the model boundaries maintain kinematic compatibility (Fig. 1.6A-B). The applied displacements produce a region of elevated strain energy density.
between the growing fault tips, with higher and lower strain energy density lobes along the length of the faults outside and inside the fault step over (Fig. 1.6C-D).

1.4.5. Initial fault geometry

In order to investigate the influence of material anisotropy on fault development, we first simulate fault growth in two suites of models (Fig. 1.6). We simulate fault interaction in simplified models in which the perpendicular separation distance between the planar, parallel underlapping faults matches the approximate distance between the subparallel strands of the Rodgers Creek and Hayward faults [Watt et al., 2016]. In the second suite of models, the initial geometry of the modeled faults follows the geometry inferred from geophysical observations [Watt et al., 2016].

In the simplified fault models, we use the propagation forecast implementation of GROW to reveal highly efficient fault geometries that may differ from the optimal geometry due to local heterogeneities. In particular, we present results from GROW runs in which the percentage, \( p \), that determines the extent of the propagation forecast is 90% and 95%. We then investigate the influence of strength anisotropy on fault development by parameterizing the internal coefficient of friction (Fig. 1.4B-D). To investigate the influence of the direction of anisotropy, we vary the orientation of minimum internal friction coefficient from 160°-200° clockwise from the left horizontal plane. To investigate the control of the strength of anisotropy, we vary the magnitude of the minimum internal friction coefficient from 0.1-0.4, and keep the maximum internal friction coefficient constant at 0.6.
In the Hayward fault propagation simulations, the initial fault geometries are approximated from recent geophysical interpretations of the fault strands within San Pablo Bay, but do not include the recently identified linking segment [Watt et al., 2016]. Whereas earlier geophysical data indicated that the Rodgers Creek fault extends into the San Pablo Bay [Parsons et al., 2003], Watt et al. [2016] does not find evidence of this segment of the Rodgers Creek fault in the upper 2-5 m. In order to shed insight on the active geometry of the Rodgers Creek fault within San Pablo Bay, we develop two simulations with differing active Rodgers Creek fault lengths (Fig. 1.7). The two fault configurations enable exploration of the influence of the Rodgers Creek segment that may extend into the San Pablo bay (Fig. 1.1), and deflect toward the Hayward fault (Fig. 1.7). In contrast to the simplified fault simulations, in these simulations we do not predict the propagation of both the Rodgers Creek and Hayward fault, but only search for the efficient propagation path of the Hayward fault, because here we aim to constrain the fault geometry of the Hayward segment. Similar to the parametric study of the planar fault configuration, with these simulations we will explore the influence of host rock anisotropy on Hayward fault development.

1.4.6. Material and fault properties

The prescribed material properties represent mafic, metamorphosed rock similar to the Franciscan complex (Table 1.1). The coefficients of internal, static and dynamic friction are within measurements from laboratory strength experiments [e.g., Byerlee, 1978; Lockner et al., 2011]. In these simulations, the prescribed inherent shear strength determines if propagating fault tips fail under the applied loading conditions. The applied
tensile strength does not influence whether the tips fail because the region in which the faults grow in the model is in compression, and so failure only occurs in shear.

Tests with GROW models with high inherent shear strength reveal that increasing the inherent shear strength of the faults prevents the tips from failing, and so stops the propagation of the faults earlier than the models with lower inherent shear strength. However, whether the fault tips fail in shear depends on the displacements applied to the model boundaries. Changing the inherent shear strength only determines if a potential fault element fails, and will not change the amount of slip along potential fault elements that fail, which is determined by the evolving fault friction. Consequently, the distribution of $\Delta W_{ext}/\Delta A$ among failed fault elements will remain the constant under the same loading conditions, and the orientation of the most efficient element will remain unchanged as long as the same set of elements fail. In this study, we do not aim to predict the number of simulated years after which a fault tip stops propagating, but rather to predict the long-term evolution of step over development.

In this contribution, we simulate anisotropy strength by parameterizing the internal friction coefficient from 0.1 to 0.6, which is within the range of internal friction calculated in laboratory experiments for rocks containing weak mineral phases [e.g., Lockner et al., 2011]. Although laboratory strength experiments have been exacted on intact wafers of anisotropic rocks with foliation planes of phyllosilicates [e.g., Collettini et al., 2009], constraining the distribution of internal friction coefficient as a function of orientation within one rock type has remained elusive.

Strength measurements of rock samples collected from surface outcrops near the Hayward fault in northern California [Morrow and Lockner, 2001] provide constraints on
the distribution of frictional strength at seismogenic depths within San Pablo Bay. Failure and frictional sliding tests on intact rock cylinders of antigorite serpentinite from New Idria, CA, at room temperature and effective pressures up to 192 MPa (12 km) find that the intact friction coefficient is between 0.60-0.92 [Morrow and Lockner, 2001]. Of the rock samples tested by Morrow and Lockner [2001], the altered keratophyre produced the lowest internal friction coefficient estimates (0.43-0.66).

Strength measurements of fault gouge and intact wall rock from the San Andreas Fault Observatory at Depth (SAFOD) near Parkfield, CA, further constrain the potential range in strength of rocks within San Pablo Bay. The phase III multilateral core drilling operation recovered core from fine-grained sandstones to mudstones in the wall rock near two shear zones, and foliated fault gouge consisting of sedimentary rock and serpentinite porphyroclasts within a matrix of Mg-rich clays from the shear zones [Holdsworth et al., 2011]. Frictional strength measurements indicate that the stable sliding friction of the sedimentary wall rock is between 0.6-0.4, and that the internal friction is similar in magnitude [Lockner et al., 2011]. The measured sliding friction of powders created from the foliated fault gouge is much lower than the wall rock (0.13-0.21), which may be due to the abundance (60-65% volume) of the weak mineral saponite (0.05) in the fault gouge [Lockner et al., 2011]. The in situ intact and sliding frictional strength of the wall rock and fault gouge may be lower than the values measured in the laboratory tests because the preparation of the samples involved grinding the returned core into a powder. The measured frictional strength of intact, undisturbed samples can be less than half the frictional strength of their powder derivatives if the rocks contain well-developed foliation planes that host weak minerals [e.g., Collettini et al., 2009].
In summary, the existing literature suggests that the internal friction coefficient of crustal materials within the San Pablo Bay could be between the minimum (0.1) and maximum (0.6) internal friction coefficients applied in our parameterizations of anisotropy.

To determine the appropriate length of the fault and boundary elements, we perform a discretization analysis that is described in full in the supporting information. Systematic variation of the element length reveal that an element length of 250 m provides a robust compromise between the model solution (external work) and model run time.

1.5. Simplified fault development

1.5.1. Propagation forecasts of simplified fault

For the simplified fault models, the most efficient propagation path of each fault gently curves towards the other fault, until linking with the other fault (Fig. 1.8A). The zone of the 95% propagation forms a shape similar to the narrow basins that are thought to develop early in extensional step over evolution (Fig. 1.2A). The zone of the 90% propagation forecast is about a third as wide as the 95% zone (Fig. 1.8A). The highly efficient propagation paths form increasingly wide basins, with the geometry of the 90% propagation forecast defining the widest basin, and the width of the basin decreasing with increasing percentage criterion.

The distribution of $\Delta W_{ext}/\Delta A$ in the first increment of growth provides insight into the resulting propagation forecasts (Fig. 1.8B). For the elements added to the upper left fault tip in the first growth increment, the outside limit of the 95% propagation forecast is 4° from the optimal orientation, whereas the inside limit of the 95% propagation forecast is
2° from the optimal orientation. This anisotropy to the Δ\(W_{\text{ext}}/\Delta A\) distribution produces an asymmetric propagation forecast that has a greater area toward the outside of the step over, so that the outside limits of the propagation forecasts are further from the optimal path than the inside limits in the first fault growth increment. In the first few increments of fault growth, the inside limits of the 95% propagation forecast closely parallels the optimal path, propagating within 0.5 km (Fig. 1.8A).

The evolution of Δ\(W_{\text{ext}}/\Delta A\) reveals how fault interaction controls the efficiency gain and propensity for fault growth (Fig 1.8C). Power is the rate of change in work, and in GROW simulations, fracture growth is a proxy for time. Consequently, the change in Δ\(W_{\text{ext}}/\Delta A\) due to fracture growth is the propagation power [McBeck et al., 2016]. The evolution of propagation power of the optimal system shows that after the first increments of growth, the system gains efficiency at a faster rate than the outside limits of the 95% and 90% propagation forecasts (Fig. 1.8C). The propagation power of the optimal propagation path, and the outside limits of the propagation forecasts, reveal when the faults begin to interact via soft and hard linkage: when the tips of the faults begin to overlap across the step over, Δ\(W_{\text{ext}}/\Delta A\) increases slightly (Fig. 1.8C). The largest gain in efficiency, and greatest propagation power occurs when the faults hard-link.

1.5.2. **Simplified fault development with anisotropy**

Both the strength and direction of pervasive, host rock anisotropy influence fault propagation (Fig. 1.9). In these parameterizations, we control the anisotropy strength by varying the minimum internal friction coefficient, \(\mu_0^{\text{min}}\), and keeping the maximum internal friction coefficient at 0.6 (Fig. 1.9A). We control the anisotropy direction with
the orientation at which the internal friction coefficient is minimized, \( \theta_{\text{min}} \). When \( \mu_{0}^{\text{min}} \) is 0.1, simulating the strongest anisotropy, and \( \theta_{\text{min}} \) is 160°, the predicted fault geometry matches the predicted geometry of the isotropic system (Fig. 1.9C). The distribution of \( \Delta W_{\text{ext}}/\Delta A \) produced by potential growth elements in the first increment of growth (Fig. 1.9B) reveals that the increase in \( \Delta W_{\text{ext}}/\Delta A \) at 160° due to the reduction in the internal friction coefficient is not sufficient to overcome the larger \( \Delta W_{\text{ext}}/\Delta A \) at the most efficient orientation in the isotropic system. The fault propagates at 200° instead of 160° because the influence of the fault tip stress field is stronger than the influence of the material anisotropy. However, when \( \theta_{\text{min}} \) is 180°, the increase in \( \Delta W_{\text{ext}}/\Delta A \) produced by the potential fault element at 180° is sufficient to shift the optimal orientation from 200° to 180°. The increase in \( \Delta W_{\text{ext}} \) due to the 180° fault element is produced by the lower internal friction along the potential element, which allows more slip along the element and consequently, less tractions along the boundaries to accommodate the applied displacements. In this case, the material anisotropy has greater influence on fault propagation direction than the fault tip stress field. When the anisotropy direction is 200°, the preference for growth along this orientation promotes the faults to propagate parallel to this direction until linking with the other fault (Fig. 1.9C).

The strength of anisotropy controls the predicted fault geometry when the anisotropy direction differs from the most efficient orientation of the isotropic system identified in the first increment of growth (Fig. 1.9D-I). When \( \theta_{\text{min}} \) is 180°, and the strength of the anisotropy is greatest, \( (\mu_{0}^{\text{min}}=0.1, \mu_{0}^{\text{max}}=0.6) \), the faults parallel to the anisotropy direction (Fig. 1.9D-F). In simulations with weaker anisotropy \( (\mu_{0}^{\text{min}}>0.1, \mu_{0}^{\text{max}}=0.6) \), the faults initially propagate parallel to each other, and then propagate toward each other at
shallow angles, propagating just inside and outside of the high efficiency region defined by the isotropic propagation forecast envelopes (Fig. 1.8A). In the first increment of fault growth, the gain in efficiency at 180° is sufficient to shift the optimal direction from 200° to 180° for all the tested strengths (Fig. 1.9E). However, the resulting propagation paths of the systems in which $\mu_0^{\text{min}} > 0.1$ (Fig. 1.9F) demonstrate that after the first initial increments of fault growth, the fault tip stress field overwhelms the influence of material anisotropy.

When the anisotropy direction is 200°, and the anisotropy strength varies as $\mu_0^{\text{min}} = 0.1-0.4$, the differing anisotropy strength does not change the overall predicted geometry (Fig. 1.9G-I). In particular, when $\theta_{\text{min}}$ is 200°, changing the strength of the anisotropy only produces changes in the predicted path within ~500 m of the adjacent fault.

1.6. Hayward fault simulations

1.6.1. Propagation forecasts of Hayward fault

To constrain the active geometry of the Hayward and Rodgers Creek faults, we simulate the propagation of the Hayward faults in two models with different initial fault geometries (Fig. 1.6). The fault geometries of the two models differ in the length of modeled Rodgers Creek fault. In one model, the Rodgers Creek fault geometry follows the geometry inferred from early geophysical imaging that identified the southern terminus of the Rodgers Creek fault within the San Pablo Bay [Parsons et al., 2003]. In the other model, the Rodgers Creek fault geometry follows the geometry inferred from recent geophysical imaging that did not find evidence of slip along the Rodgers Creek
fault within the San Pablo Bay [Watt et al., 2016]. In the models in which the Rodgers Creek fault terminus lies outside the bay, the modeled Rodgers Creek fault is shorter than the Rodgers Creek fault in the other models.

The highly efficient propagation paths of the Hayward fault closely match the geometry of the northern Hayward strand inferred from recent geophysical imaging (Fig. 1.10). In the Hayward fault simulation with the shorter Rodgers Creek fault, the inferred trace of the Hayward lies within the 90% propagation forecast envelope. In the longer Rodgers Creek simulation, the inferred Hayward trace lies outside of the 90% propagation forecast, although the leftmost (northwest) edge of the 90% propagation forecast intersects a <1 km portion of the inferred Hayward trace. The optimal Hayward path predicted in the shorter Rodgers Creek fault simulation lies closer to the geophysically inferred Hayward trace than the optimal path predicted in the longer Rodgers Creek simulation.

1.6.2. Hayward fault propagation in anisotropic systems

To shed insight on the sensitivity of fault development to pervasive anisotropy within the San Pablo bay, we vary the anisotropy direction from 180° to 200°. We explore anisotropy with these orientations because the dominant strength anisotropy in the San Pablo Bay area likely parallels or subparallels the strikes of the Hayward and Rodgers Creek faults [e.g., Wakabayashi, 1992].

In both suites of models with differing Rodgers Creek fault geometries, when the anisotropic direction is 200°, the predicted Hayward fault propagation paths are within 0.5 km of the inferred trace along its entire length (Fig. 1.11A). In the model with the
longer Rodgers Creek fault, when the anisotropy direction is 180°, the predicted Hayward path curves toward Rodgers Creek at a steeper angle than the inferred fault path (Fig. 1.11B). However, in the model with the shorter Rodgers Creek fault, a difference in the anisotropy direction of 20°, from 180° to 200°, does not produce as significant changes in the predicted Hayward geometry as in the model with the longer Rodgers Creek fault (Fig. 1.11A). In the model with the shorter Rodgers Creek fault, when the anisotropy direction is 180°, the predicted path of the Hayward fault intersects the interfered Hayward trace along most of its length.

The reduced sensitivity of fault development to anisotropy direction in the shorter Rodgers Creek fault model indicates that the fault tip stress field exerts greater influence on fault propagation in the shorter Rodgers Creek fault model than in the longer Rodgers Creek fault model. The elevated mode II stress intensity factor of the Hayward fault tip in the model with the shorter Rodgers Creek fault (2248 MPa*m$^{1/2}$) relative to the model with the longer Rodgers Creek fault (2064 MPa*m$^{1/2}$) supports the interpretation that fault tip stress field more strongly controls fault development in the shorter Rodgers Creek fault model. A step over with a geometry similar to the shorter Rodgers Creek model is more likely to produce the geophysically-inferred geometry under a wider range of anisotropic conditions than a step over with a geometry similar to the longer Rodgers Creek model.

1.7. Discussion

The simplified fault propagation simulations presented here shed insight on the interaction of propagating faults in underlapping extensional step over geometries, and
the evolution of efficiency due to fault growth and linkage. The Hayward fault propagation simulations constrain potential active fault geometries of the Hayward-Rodgers Creek step over at seismogenic depths with the San Pablo Bay. In the following sections, we discuss the implications of these modeling efforts, future laboratory strength measurements that could help determine if the applied parameterizations of internal friction are likely to occur within San Pablo bay, and the seismic hazard implications of the northern end of the Hayward fault linking with southern end of the Rodgers Creek fault.

1.7.1. Evolution of planar step over faults

Following the assumption that as a step over evolves, the most efficient faults develop first and subsequently, less efficient faults develop, we may build temporal evolutions of step over development using the optimal paths predicted by GROW, and the propagation forecasts, which reveal the extent of less efficient propagation paths. Early in extensional step over development, the adjacent faults may propagate toward each other at a steep angle to the parent fault until linking with the other fault tip, forming a geometry similar to the optimal path predicted by GROW (Fig. 1.8), and proposed by Mann et al. [1983] (Fig. 1.2). After the fault tips link between the parallel parent strands, the next stage of fault development may include the propagation of faults that surround the initial linking structure, forming a narrow basin geometry (Fig. 1.2B). Our modeling efforts suggest that the propagation of these surrounding faults may increase the total system efficiency at a lower rate, with reduced propagation power, than the first linking structures that form.

The geometry of the 95% and 90% propagation forecasts of the simplified fault
simulations suggest that as the step over matures, new faults could continue to develop outside the initial linking structure and subsequent narrow basins, forming increasingly larger basins that produce gains in efficiency at an increasingly lower rates.

These simplified simulations lend additional evidence that pervasive host rock anisotropy can exert a significant influence on fault development. Both the strength and direction of the anisotropy determine whether the presence of anisotropy changes fault propagation, interaction and linkage. While considering the extent of propagation forecasts may address the potential impact of local heterogeneities, anisotropy can produce fault paths that propagate outside the isotropic forecast envelopes (Fig. 1.9).

### 1.7.2. Propagation of the Hayward fault

The improved prediction of the Hayward fault geometry in simulations with a shorter active Rodgers Creek segment suggests that the mapped portion of the Rodgers Creek fault within San Pablo Bay may have been inactive at the time that the Hayward fault propagated and linked. Whereas marine magnetic anomalies, gravity gradients and seismic reflection data provide evidence of slip along the Hayward fault within the upper 5 m of the San Pablo Bay, these datasets do not indicate recent slip along the potential portion of the Rodgers Creek fault that lies within the bay [Watt et al., 2016], which was previously inferred from geophysical data [Parsons et al., 2003]. However, this portion of the Rodgers Creek could be present at deeper levels. Our modeling efforts are consistent with the more recent interpretations, which suggest that the southern extent of activity on the Rodgers Creek fault lies outside the bay [Watt et al., 2016].
1.7.3. Frictional strength distribution at seismogenic depths within San Pablo Bay

For the simplified fault simulations, a difference in internal friction coefficient of only 33%, from 0.6 to 0.4, is sufficient to cause the predicted fault propagation paths to deviate from those within the isotropic system (Fig. 1.9). For the Hayward fault propagation simulations, the predicted Hayward fault propagation path is similar to the inferred fault trace when the anisotropy direction is 200° from the left horizontal plane, and the anisotropy strength is the largest applied here, with a minimum and maximum internal friction coefficient of 0.1 and 0.6, respectively. Laboratory measurements of the internal friction coefficient of highly foliated, metamorphosed accretionary sediments in which the orientation of foliation planes is varied with respect to the principal stresses would help evaluate if the parameterization of anisotropy employed in these numerical simulations are likely to occur in the San Pablo Bay at seismogenic depths.

Microstructural observations of deforming serpentinite indicate that microcracks dominantly form parallel to the (001) cleavage of serpentine grains [Escartin et al., 1997], suggesting that the orientation of foliation planes in serpentinites control the anisotropic strength distribution. Moreover, the frictional strength of dry sheet structure minerals, including lizardite serpentinite, positively correlate with the (001) interlayer bond strength [Moore and Lockner, 2004]. Secondary-electron SEM photomicrographs of shear surfaces indicate that interlayer bond strength controls frictional strength because platy minerals rotate into alignment with shear planes that develop, and shear occurs via breakage of the interlayer bonds [Moore and Lockner, 2004].

These frictional strength estimates indicate that the range in internal friction coefficient of the host rock within San Pablo Bay could be as large as the range in the
internal friction coefficient (0.1, 0.6) prescribed in our anisotropy distribution. The direction of planes of weakness, i.e., the prescribed anisotropy direction, is likely controlled by the orientation of foliation planes of weak minerals [e.g., Moore and Lockner, 2004; Collettini et al., 2009]. Geologic evidence suggests that the dominant orientation of foliation planes are parallel and subparallel to the onshore strike of the Hayward and Rodgers Creek faults near the San Pablo Bay [e.g., Wakabayashi, 2004]. Consequently, we are confident that our chosen parameterizations of anisotropy distribution are within estimates of the strength distribution in the San Pablo Bay. Additional laboratory strength measurements of different orientations of highly foliated serpentinite in intact wafers from outcrops near the Rodgers Creek-Hayward fault network would help determine the most appropriate strength distribution for this crustal step over.

### 1.7.4. Seismic hazard

To estimate earthquake magnitude with these quasi-static models, we use the average slip along modeled faults within the simulated time increment, the recurrence interval of the faults estimated from historical and paleoseismic data, and the empirical relationship of average slip to moment magnitude of Wells and Coppersmith [1994]. We estimate the modeled slip per event as the average slip rate along the faults divided by the number of earthquakes expected to occur within the simulated time. We find the number of earthquakes from the simulation time (2500) divided by the minimum (230 years) [Schwartz et al., 1992] and maximum (710 years) [Hayward Fault Paleoearthquake Group, 1999] estimates of the recurrence intervals for the Rodgers Creek fault or
Hayward fault. We calculate the slip per event in two models that both contain a short Rodgers Creek fault: in one model, the Hayward fault is not linked with the Rodgers Creek and in the other, the Hayward fault links with the Rodgers Creek (Fig. 1.12).

The model with the connected faults provides greater average slip rate (5.4 mm/yr) and range of slip per event (1.3-3.9 m) relative to the unconnected fault model because fault linkage facilitates slip transfer between the faults. The low slip along the portion of the Rodgers Creek fault to the right of the linking segment highlights the transfer of slip. In the unconnected fault model, the average slip rate is 4.4 mm/yr and the slip per event ranges from 1.0-3.1 m. The reported range in slip per event reflects the range in recurrence interval estimated for the Hayward fault or Rodgers Creek fault (230-710 years). Empirical relationships of average surface slip per event to moment magnitude indicate that the average earthquake magnitude may be 7.2-7.6 M [Wells and Coppersmith, 1994], with the larger magnitude corresponding to the linked faults. This earthquake magnitude range agrees with estimates from geodetically-inferred slip on the Hayward fault in the 1868 earthquake (7 M) [Yu and Segall, 1996], and estimates from historical earthquake evidence and paleoseismic slip rates of the magnitude of the combined rupture of the Hayward and Rodgers Creek faults (7.09-7.39 M) [Schwartz et al., 2014].

The minimum estimates of average slip per event are similar to estimates of slip per event derived from paleosiesmic data near the southern end of the Rodgers Creek fault. Offset channels in late Holocene alluvial deposits at the Beebe Ranch site (1.8-2.3 m) [Budding et al., 1991; Schwartz et al., 1992], and an offset channel at the Triangle G Ranch site (1.6-3.4 m) [Hecker et al., 2005] produce ranges in slip per event near our
minimum estimates (1.0-1.3 m). The Triangle G site and Beebe Range site are ~15 km northwest of the edge of the San Pablo bay that the Rodgers Creek fault approaches, and consequently lie just outside the left (northwest) edge of our model domain. The largest surface rupture estimated for the Rodgers Creek fault at the Beebe Range site (2.8-5.4 m) [Budding et al., 1991] more closely matches the maximum estimates of slip per event (3.1-3.9 m). Our estimates of slip per event are similar to geodetically-inferred slip in the 1868 Hayward fault earthquake (1.4-2.3 m) [Yu and Segall, 1996].

The estimates of average slip rate in our models (4.4-5.4 mm/yr) are slightly less than geologic estimates of the slip rate of the Rodgers Creek and Hayward faults. The latest Pleistocene to Holocene slip rate for the northern Hayward fault section is constrained from dextral offset of Strawberry Creek in Berkeley and radiocarbon dating of fluvial terraces (~10 mm/yr) [P.L. Williams personal commun., 1999], and dextral offset of a marine-abrasion-platform embayment in the Point Pinole area (site 55a-1, 3.5 mm/yr) [Borchardt, 1998]. Offset channels at the Beebe Ranch site indicate that the slip rate of the Rodgers Creek fault is 6.4-10.4 mm/yr [Schwartz et al., 1992], with a minimum slip rate of 2.1-5.8 mm/yr for the past 1300 years [Budding et al., 1991]. The average model slip rate may be lower than these geologic estimates because the measurements were taken outside of the San Pablo Bay, where the local fault complexity of the step over may reduce slip rates. In summary, our model estimates of average slip rate, slip per event and earthquake magnitude are within ranges estimated from geologic and historical evidence.
1.8. Conclusions

To constrain the geometry of the Rodgers Creek-Hayward fault within the San Pablo Bay at seismogenic depths, we simulate the propagation and interaction of the northern Hayward fault and the southern Rodgers Creek fault using the work optimization modeling tool GROW. Simulations of fault interaction in simplified extensional step overs produce patterns similar to fault geometries expected in the early stages of extensional step over development. Propagation forecasts of fault development suggest that the optimal configuration of the first linking structure between two underlapping faults in an extensional step over is a single transfer fault. As the step over evolves, younger faults develop outside of the older faults, forming increasingly wider basins. The evolution of propagation power within GROW simulations indicates that the first faults that develop produce relatively large gains in efficiency as they grow, and subsequent faults produce increasingly smaller gains in efficiency, developing with reduced propagation power relative to the first faults. Simulations of fault interaction within anisotropic systems indicate that both the orientation and strength of anisotropy determine whether strength anisotropy or fault tip stresses control the predicted fault propagation paths. In the simplified step over simulations explored here, the orientation of planes of weakness must be within 40° of the fault strike to impact the fault propagation path. In these simulations, the frictional strength of the anisotropy only needs to be 33% less than the host rock to cause the predicted fault propagation paths to deviate from the predicted paths in the isotropic system.
In simulations of the Hayward fault propagation, models including a shorter Rodgers Creek fault that does not extend into the San Pablo Bay produce Hayward fault propagation paths that closely match the inferred geometry. Models with a longer Rodgers Creek fault, which extends into the bay, do not produce Hayward fault propagation paths that match the inferred geometry, except when the anisotropy direction is 20° from the Rodgers Creek fault strike. In models with a shorter Rodgers Creek fault, a difference of 20° in the anisotropy direction only minimally changes the predicted Hayward fault propagation path, indicating that fault propagation is relatively insensitive to changes in anisotropy direction for this step over configuration. Under a range of anisotropic frictional strength distributions, the most efficient fault propagation path from the Hayward fault more closely matches the inferred fault trace in the shorter Rodgers Creek fault models. The average slip rate and slip per event produced in models with a shorter Rodgers Creek fault predict that the average moment magnitude of earthquakes may be 7.2-7.6 M, consistent with estimates from historical earthquake and paleoseismic geologic observations [e.g., Schwartz et al., 2014].
1.9. Figures

Figure 1.1

Interpreted fault geometry of San Pablo step over. The Rodgers Creek and Hayward faults extensional step over within San Pablo Bay, to the north of San Francisco Bay, CA, USA. A) Context map with Google Earth image (Map data: Google, SIO, NOAA, US Navy, NGA, GEBCO, Image Landsat/Copernius) and quaternary faults from USGS fault and fold database (white) [US Geological Survey and California Geological Survey]. Red box indicates study area shown in (B). B) Fault geometry of step over from previous interpretations in black dashed lines [Parsons et al., 2003] and more recent interpretations in solid gray lines [Watt et al., 2016].
Figure 1.2

Figure 1.3

Schematic of GROW algorithm. GROW predicts fault interaction by selecting the propagation paths that optimize $\Delta W_{\text{ext}}/\Delta A$. Faults stop growing when they link with other faults or model boundaries, or if the fault tip does not fail in shear or tension.
Anisotropic distributions of internal friction coefficient, $\mu_0$. A) Friction distribution is controlled by orientation at which $\mu_0$ is minimized, $\theta_{min}$, the magnitude of the minimum friction coefficient, $\mu_0^{min}$, the magnitude of the maximum friction coefficient, $\mu_0^{max}$ (0.6), and the degrees from $\theta_{min}$ at which the friction is maximized, or saturated, $\theta_{sat}$ (30°). B-D) Internal friction distributions used in simulations. B) Distribution when $\theta_{sat}=30°$, $\mu_0^{max}=0.6$, $\mu_0^{min}=0.1$, and $\theta_{min}$ is 160° (blue), 180° (red) and 200° (dark blue) from global left horizontal plane. C) Distribution when $\theta_{sat}=30°$, $\mu_0^{max}=0.6$, $\theta_{min}=180°$, and $\mu_0^{min}=0.1$ (dark blue), 0.2 (red), 0.3 (pink) and 0.4 (light blue) from global left horizontal plane. D) Distribution when $\theta_{sat}=30°$, $\mu_0^{max}=0.6$, $\theta_{min}=200°$, and $\mu_0^{min}=0.1$ (dark blue), 0.2 (red), 0.3 (pink) and 0.4 (light blue) from global left horizontal plane.
Figure 1.5

Construction of propagation forecasts. A) Distribution of $\Delta W_{\text{ext}}/\Delta A$ calculated in initial search for efficient propagation path orientation (red dots). Horizontal lines show $p \frac{\Delta W_{\text{ext}}}{\Delta A}$ for each percentage. B) Close up of box in (A). Large rectangles indicate range of potential fault element orientations that produce $\Delta W_{\text{ext}}/\Delta A$ greater or equal to $p \frac{\Delta W_{\text{ext}}}{\Delta A}$. Squares show $\Delta W_{\text{ext}}/\Delta A$ calculated for fracture geometries that include an element at each interpolated angle. C-D) Distribution of $\Delta W_{\text{ext}}/\Delta A$ at each growth increment determines width of propagation forecast. When the distribution contains narrow peak (C), the propagation forecast is expected to be narrow, indicating that heterogeneities may only minimally impact fault propagation (C inset). When the distribution is broad (D), the propagation forecast is expected to be broad, indicating that fault growth will be sensitive to heterogeneities (D inset).
Figure 1.6

Development of numerical model loading conditions. Displacements applied to model boundaries for simplified fault simulations (A) and Hayward fault propagation simulations (B). Strain energy density (SED) field produced by applied boundary displacements for simplified fault simulations (C) and Hayward fault propagation simulations (D). Average SED of Hayward fault propagation simulation is similar to average SED of simplified fault simulations, indicating similarity of stress field near fault tips.
Figure 1.7

Initial fault geometry of Hayward fault propagation simulations. A) Shorter and B) longer Rodgers Creek fault. Dashed segment indicates Hayward fault geometry inferred from geophysical imaging [Watt et al., 2016].
Figure 1.8

Optimal paths and propagation forecasts of simplified fault simulations. A) Predicted fracture geometries for simplified fault simulations of most efficient (black), and 95% (red) and 90% (blue) propagation forecasts. Inset figure shows model boundaries. B) Distribution of $\Delta W_{\text{ext}}/\Delta A$ produced by addition of elements to upper left fault tip in the first increment of growth. The asymmetric shape of the propagation forecast arises from the anisotropy of $\Delta W_{\text{ext}}/\Delta A$. C) The evolution of $\Delta W_{\text{ext}}/\Delta A$ throughout fault growth for the optimal propagation (black), and the outside limits of the 95% (red) and 90% (blue) propagation forecasts. Inset figures show fault geometry when faults begin to overlap (1), when faults more fully overlap (2), and when faults link (3). Fault elements propagated by GROW are colored by $\Delta W_{\text{ext}}/\Delta A$ at growth increment in which element was added. Propagation power is the slope of the $\Delta W_{\text{ext}}/\Delta A$ curves.
Figure 1.9

Predicted fault geometries for anisotropic systems. A-C) Varying $\theta_{\text{min}}$ from 160° (red), 180° (pink) and 200° (light blue), with $\theta_{\text{sat}}$=30°, $\mu_0^{\text{max}}$=0.6, $\mu_0^{\text{min}}$=0.1. Distribution of internal friction coefficient in first increment of growth at tip of upper left fault (simplified Rodgers Creek fault) (A), resulting $\Delta W_{\text{ext}}/\Delta A$ at this growth increment (B), and complete propagation paths for each anisotropic system (C). D-F) Varying $\mu_0^{\text{min}}$ from 0.1 (red), 0.2 (pink), 0.3 (blue), and 0.4 (green), with $\theta_{\text{min}}$=180°, $\theta_{\text{sat}}$=30°, $\mu_0^{\text{max}}$=0.6. Distribution of internal friction coefficient in first increment of growth at tip of upper left fault (D), resulting $\Delta W_{\text{ext}}/\Delta A$ at this growth increment (E), and complete propagation paths for each anisotropic system (F). G-I) Varying $\mu_0^{\text{min}}$ from 0.1 (red), 0.2 (pink), 0.3 (blue), and 0.4 (green), with $\theta_{\text{min}}$=200°, $\theta_{\text{sat}}$=30°, $\mu_0^{\text{max}}$=0.6. Distribution of internal friction coefficient in first increment of growth at tip of upper left fault (G), resulting $\Delta W_{\text{ext}}/\Delta A$ at this growth increment (H), and complete propagation paths for each anisotropic system (I). Gray shaded region in C), F) and I) indicate extent of 90% propagation forecast envelope.
Figure 1.10

Optimal path and propagation forecasts of Hayward fault. A) Shorter Rodgers Creek and B) longer Rodgers Creek fault. Dashed lines indicate fault geometry inferred from geophysical imaging of Watt et al. (2016). The 90% propagation forecasts of both models intersect or overlap the inferred trace of the Hayward fault. Propagation forecast of the Hayward fault more fully overlaps the inferred trace, and the optimal path of the Hayward fault is closer to the inferred trace in shorter Rodgers Creek fault model.
Figure 1.11

Predicted optimal Hayward propagation in anisotropic systems. A) Shorter and B) longer Rodgers Creek fault. Anisotropic systems with $\theta_{\text{sat}}=30^\circ$, $\mu_0^{\text{min}}=0.1$, $\mu_0^{\text{max}}=0.6$, and $\theta_{\text{min}}$ is 180° (red) or 200° (light blue). When $\theta_{\text{min}}=200^\circ$, the predicted Hayward propagation path is similar to the inferred geometry in both sets of models. When $\theta_{\text{min}}=180^\circ$, the predicted Hayward path is closer to the inferred trace in the model with a shorter Rodgers Creek. In both models, when $\theta_{\text{min}}=180^\circ$, the predicted fault geometry matches the fault geometry predicted in the isotropic simulation.
Figure 1.12

Average slip per event along faults. Models with unconnected (A) and connected (B) Rodgers Creek and Hayward faults with the minimum (230 years) and maximum (710 years) recurrence intervals estimated for the Rodgers Creek and Hayward faults. Average slip per event, and the associated earthquake magnitude estimated from *Wells and Coppersmith* [1994], increases when faults are connected. Fault linkage increases slip near fault terminations by transferring slip from one fault to the other.
1.10. Tables

Table 1.1

Intact rock and material properties of step over models. Values are representative of intact crustal rock, and estimates of crustal fault properties [e.g., Byerlee, 1978; Lockner et al., 2011; Morrow and Lockner, 2001].

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson’s ratio</td>
<td>0.25</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>60 GPa</td>
</tr>
<tr>
<td>Density</td>
<td>2700 kg/m³</td>
</tr>
<tr>
<td>Tensile strength</td>
<td>0 MPa</td>
</tr>
<tr>
<td>Inherent shear strength</td>
<td>0 MPa</td>
</tr>
<tr>
<td>Internal friction coefficient</td>
<td>0.6</td>
</tr>
<tr>
<td>Cohesion</td>
<td>0 MPa</td>
</tr>
<tr>
<td>Static and dynamic friction coefficient</td>
<td>0.1</td>
</tr>
<tr>
<td>Slip-weakening distance</td>
<td>2 m</td>
</tr>
</tbody>
</table>
1.11. Supplemental information

1.11.1. Discretization analysis

In order to determine the appropriate length of the fault and boundary elements, we perform a discretization analysis in which the element length is systematically varied (Fig. S1.1). The shape of the discretization curve indicates that an element length of 250 m provides a model solution that is similar to the solution of the model with the smallest possible element size (200 m) (Fig. S1.1). The difference in the calculated external work of the model with 250 m long boundary elements and 200 m long boundary elements is only 0.2% of the external work of the 200 m long boundary element model.

The distribution of $\Delta W_{ext}/\Delta A$ in the first increment of fault growth indicates that the most efficient propagation direction does not change when the fault element size ranges from 100-500 m (Fig. S1.1). Because GROW determines the direction of fracture growth, and the geometry of interacting fracture tips, from the $\Delta W_{ext}/\Delta A$ due to fracture growth, both the absolute value of $W_{ext}$ and the $\Delta W_{ext}/\Delta A$ distribution serve as critical metrics of model reliability. The $\Delta W_{ext}/\Delta A$ distributions for each tested fault element length differs from each other because the newly added fault elements sample varying portions of the stress and strain fields near the growing fracture tips. We selected a fault element size of 250 m because this length is <1% of the total modeled length of the faults, which has proven to appropriately sample the stress and strain field near growing fracture tips in previous GROW simulations [e.g., Madden et al., in review; McBeck et al., 2016].
Supplemental Figure S.1.1

Discretization analysis. A) External work, \( W_{ext} \), for models with different element lengths. Numbers next to symbols indicate element length. Distribution of \( \Delta W_{ext} / \Delta A \) at first increment of growth from tip of simplified Rodgers Creek (B) and Hayward (C) fault for constant boundary element length (250 m), and differing fault element lengths: 100 m (red), 250 m (dark blue), and 400 m (light blue). The most efficient angle orientation remains constant at 200° as fault element length changes by factor of five.
CHAPTER 2

WORK OPTIMIZATION PREDICTS ACCRETION FAULTING: AN INTEGRATION OF PHYSICAL AND NUMERICAL EXPERIMENTS

2.1. Abstract

We employ work optimization to predict the geometry of frontal thrusts at two stages of an evolving physical accretion experiment. Analysis of numerical simulations indicates that fault dip and position determine the gain in efficiency due to fault development. Faults that produce the largest gains in efficiency, or change in external work per new fault area, $\Delta W_{ext}/\Delta A$, are considered most likely to develop. The predicted thrust geometry matches within 1 mm of the observed position and within a few degrees of the observed fault dip, for both the first forethrust and the first backthrust when the observed forethrust is active. The positions of the second backthrust and forethrust that produce >90% of the maximum $\Delta W_{ext}/\Delta A$ also overlap the observed thrusts. The work optimal fault dips are also within a few degrees of the faults dips that maximize the average Coulomb stress. Analysis of the evolving work budget reveals that for the fault growth investigated, the energy expended in off-fault deformation and frictional slip contribute more to the work budget than work against gravity. The evolution of mechanical efficiency for the two simulated stages resembles the evolution of experimental force. The numerical estimates of work consumed by fault propagation, $W_{prop}/\Delta A$, overlap the range calculated from experimental force data. The similarities of fault prediction and efficiency evolution between the numerical and physical experiments suggest that the models closely capture the development of the experimental faults.
Integrating numerical and physical experiments provides insight into the competing deformation mechanisms that control fault development.

2.2. Introduction

Geophysical observations have shed critical insight on the geometry of faults that develop at the front of accretionary wedges [e.g., Bangs et al., 2004; Barnes et al., 2002; Davey et al., 1986; Gulick et al., 2004; Kopp et al., 2000; Moore et al., 1990]. Balanced restorations of interpretations of fault geometry have constrained the development of these faults [e.g., Adam et al., 2004; Moore et al., 2011; Morgan and Karig, 1995; Nemcok et al., 1999]. In complement to these geophysical interpretations, numerical models and scaled analog experiments capture the physics of accretion faulting and so have lent additional insight into fault mechanics at the deformation front [e.g., Baba et al., 2001; Buiter, 2012; Burbidge and Braun, 2002; Del Castello and Cooke, 2007; Graveleau et al., 2012; Haq, 2012; Konstantinovskiaia and Malavielle, 2005, 2011; Koyi and Cotton, 2004; Malavielle, 2010; McClay and Whitehouse, 2004; Miyakawa et al., 2010; Mulugeta and Koyi, 1992; Naylor et al., 2005; Persson and Sokoutis, 2002; Storti and McClay, 1995]. Many previous studies have predicted the geometry of accretion faults using the conjugate failure planes that maximize Coulomb stress [e.g., Mulugeta, 1988; Huiqi et al., 1992], while fewer analyses have predicted this geometry through the optimization of energy components [Cubas et al., 2008; Del Castello and Cooke, 2007; Maillot et al., 2007; Maillot and Koyi, 2006; Mary et al., 2013; Maillot and Leroy, 2003]. In particular, predictions of accretion thrust geometries using limit analysis, which identifies the active thrust geometry that produces the least upper bound in tectonic force
following the maximum strength theorem, closely match thrust geometries observed in physical experiments [Cubas et al., 2013; Mary et al., 2013]. Additionally, numerical simulations of a physical accretion experiment suggest that the evolution of external work can shed insight on the growth of new accretionary thrusts [Del Castello and Cooke, 2007].

*Del Castello and Cooke* [2007] compare the efficiency of backthrust-forethrust pairs located at two different positions within a simulated accretion experiment, and find that the more efficient pair better matches the position of the observed pair. However, a more complete and systematic search for the most efficient position and dip of thrusts in an evolving physical accretion experiment has yet to be exacted. Additionally, the predictions of work optimization and Coulomb criteria have yet to be systematically compared. To address these gaps, we compare the predictions of external work optimization and Coulomb stress in numerical simulations of a physical accretion experiment to the fault geometries observed in the physical experiment.

In particular, we use work optimization to predict the geometry of accretion thrusts that develop in two stages of a physical accretion experiment: immediately before the development of the first and second backthrust-forethrust pairs. Within the work optimization framework, we predict that the fault configuration that produces the largest gains in efficiency, or the change in external work per new fault area, $\Delta W_{\text{ext}}/\Delta A$, will develop, rather than less efficient configurations. In order to identify the most efficient fault configuration, we compare $\Delta W_{\text{ext}}/\Delta A$ for numerical simulations that include faults at different positions and dips within the accretionary wedge. To assess the utility of the work optimization approach, we compare the geometry of the most efficient faults
predicted by work optimization to the geometry observed in the physical experiment and the fault geometry that maximizes Coulomb stress.

2.3. Growth of faults within accretionary wedges

Predictions of the geometry of accretionary faults using critical Coulomb wedge theory match many geophysical observations [e.g., Adam and Reuther, 2000; Dahlen, 1984, 1990; Davis et al., 1983; Davis and von Huene, 1987; Kopp and Kukowski, 2003; Lallemand et al., 1994; Saffer and Bekins, 2002; Zhao et al., 1986]. This theory proposes that accretionary systems develop via the sequential outboard propagation of frontal thrusts until the angle between the wedge slope and basal surface attains a maximum, critical value [Dahlen, 1984; Dahlen et al., 1984; Davis et al., 1983]. After the system reaches this critical taper angle, the system slides stably on its basal detachment fault without internal deformation, such that every point within the wedge is at or on the verge of failure following the Coulomb failure criterion. Wedges with a taper angle lower than the minimum predicted angle (i.e., subcritical wedges) are predicted to develop thrust faults within the wedge that increase the taper angle (i.e., accretion), whereas wedges with a higher angle than the maximum predicted angle (i.e., supercritical wedges) are expected to develop normal faulting that reduce the angle [e.g., Dahlen, 1984; Willette, 1992; Yuan et al., 2015].

The dips of new accretion thrusts in a critical Coulomb wedge depend on the orientation of the local principal stress [Dahlen, 1984; Dahlen et al., 1984; Davis et al., 1983]. Many experimental accretionary systems accommodate deformation via the outboard propagation of narrowly-spaced forethrusts [e.g., Graveleau et al., 2012 and
references therein] and to the first-order follow critical Coulomb wedge theory. Episodic deviations from the steady-state behavior of critical Coulomb wedges have been demonstrated in many physical experiments where accretionary systems evolve through episodic cycles of 1) underthrusting, which causes wedge thickening and occurs via slip along existing thrusts, and 2) frontal accretion, which causes wedge lengthening and occurs through new accretion faulting at the front of the wedge [e.g., Bigi et al., 2010; Buiter, 2012; Graveleau et al., 2012; Gutscher et al., 1996, 1998; Haq, 2012; Konstantinovskaia and Malavielle, 2005; Malavielle, 2010; McClay and Whitehouse, 2004; Mulugeta and Koyi, 1992; Storti and McClay, 1995]. Additionally, numerical models of accretionary systems [e.g., Burbidge and Braun, 2002; Ellis et al., 1999, 2004; Wenk and Huhn, 2013; Yamada et al., 2014] and interpretations of crustal accretionary wedges [e.g., Byrne and Fisher, 1987; Gutscher et al., 1996; Lallemand et al., 1994; Moore et al., 1991; Takami and Itaya, 1996; von Huene and Scholl, 1991] suggest that accretionary systems develop faults through discrete, episodic processes rather than maintaining a critical state where the system is at failure everywhere.

Some analyses have used components of the system’s energy budget to better understand accretion faulting and episodic deviations from critical Coulomb wedge theory [e.g., Burbidge and Braun, 2002; Cubas et al., 2008; Del Castello and Cooke, 2007; Gutscher et al., 1998; Hardy et al., 1998; Mary et al., 2013; Souloumiac et al., 2009; 2010; Yagupsky et al., 2014]. These analyses have successfully used work optimization to predict the temporal evolution of accretionary systems, including the periodicity of the accretion-underthrusting cycle observed in analog experiments and inferred from seismic images of crustal accretionary wedge [Gutscher et al., 1998].
pulses of frontal accretion and underthrusting observed in numerical accretion simulations [Burbridge and Braun, 2002], and the outboard propagation of frontal accretion faults [Hardy et al., 1998]. Other analyses have used energy terms to predict the spatial distribution and geometry of accretion faults [e.g., Cubas et al., 2008; Maillot et al., 2007; Maillot and Koyi, 2006; Del Castello and Cooke, 2007; Mary et al., 2013; Yagupsky et al., 2014]. For example, Mary et al. [2013] use limit analysis to show that episodic accretion may be linked to slip weakening of the active faults, which is not considered in critical Coulomb wedge theory. In another study, Del Castello and Cooke [2007] investigate the evolution of the complete work budget of an accretionary system throughout a cycle of underthrusting and accretion.

Del Castello and Cooke [2007] use the complete work budget to shed insight on the transition from underthrusting to frontal accretion. This approach is more robust than considering only a subset of the work budget because individual components influence the energy budget to varying degrees throughout the evolution of the fault system [e.g., Cooke and Madden, 2014; Del Castello and Cooke, 2007]. The complete work budget includes the energy dissipated in internal strain or internal work of deformation, $W_{\text{int}}$, work of uplift against gravity, $W_{\text{grav}}$, work done against frictional sliding on faults, $W_{\text{fric}}$, energy required to created new fault area, $W_{\text{prop}}$, and energy of ground shaking, $W_{\text{seis}}$ [e.g., Cooke and Madden, 2014]. Following the law of conservation of energy, the work consumed in the system must equal the total external work done on the boundaries of the system, $W_{\text{ext}}$:

$$W_{\text{ext}} = W_{\text{int}} + W_{\text{grav}} + W_{\text{fric}} + W_{\text{prop}} + W_{\text{seis}}$$  \hspace{1cm} \text{Eq. 2.1}
In a two-dimensional system, \( W_{\text{ext}} \) may be calculated from the sum of the products of shear traction and displacement, \( \tau \) and \( u_s \), and normal traction and displacement, \( \sigma_n \) and \( u_n \), integrated over all of the model boundaries, \( B \):

\[
W_{\text{ext}} = \frac{1}{2} \iint_B (\tau u_s + u_n \sigma_n) \, dB
\]

Eq. 2.2

Within the work optimization framework, fault configurations that produce the maximum gain in \( W_{\text{ext}} \) per new fault area propagated, \( \Delta W_{\text{ext}}/\Delta A \), are considered more likely to develop than less efficient fault configurations, which produce less \( \Delta W_{\text{ext}}/\Delta A \) [Cooke and Madden, 2014]. This method provides a global approach for predicting fault geometry that assesses changes in the stress and displacement field far from the newly propagated fault (Eq. 2), and includes the contribution of all of the deformational processes that consume or produce work within the fault system (Eq. 1) [Cooke and Madden, 2014].

2.4. Methods

We simulate two stages of new fault growth observed in physical accretion experiments performed at the Université de Cergy-Pontoise (UCP) tectonic modeling lab with numerical models that replicate the moving wall and basal displacements observed in the experiment. To assess the utility of the work optimization approach, we compare the geometry of the most efficient faults predicted by work optimization to the geometry observed in the physical experiment, and the geometries predicted by Coulomb stress.
2.4.1. Physical experiment

For the accretionary experiment E240 performed at UCP, dry sand was deformed in a rectangular box with a fixed frontwall, basal plate and sidewalls [Herbert et al., 2015]. To simulate accretion, an electric screw motor translates the backwall of the box towards the frontwall at a constant speed. Throughout the duration of the experiment, a camera captures photos of the cross section of the wedge through the box’s glass sidewall every five seconds. To construct the sandpack, a sedimentation device, designed and built at UCP, sieves the sand two or three times before deposition [Maillot, 2013]. The sand deposition method strongly controls the frictional properties of the system, and thus how the sandpack accommodates strain [e.g., Krantz, 1991; Lohrmann et al., 2003; Maillot, 2013]. The UCP sedimentation device produces very homogeneous, isotropic and dense sandpacks consisting of planar layers [Maillot, 2013]. This homogeneous sandpack enables robust comparison of the thrust geometry observed in the physical experiment and the geometry predicted in the numerical analysis.

The early episodes of fault development in this physical experiment include 1) the horizontal propagation of the basal detachment fault, 2) the formation of the first backthrust-forethrust pair near the outboard tip of the detachment, 3) the propagation of a second backthrust ~10 mm closer to the backwall than the first pair, 4) the propagation of a second forethrust ~10 mm outboard of the first pair, and 5) the development of a second backthrust-forethrust pair ~60 mm beyond the active thrust [Herbert et al., 2015]. Preceding the development of each new forethrust, the detachment fault propagates outboard of the pre-existing thrusts, and a diffuse region of shear strain and dilation
develops above the detachment tip. After the first forethrust-backthrust pair develops, the backthrust is progressively translated within the hanging wall of the forethrust as slip accumulates along the forethrust. After the root of the first backthrust has been uplifted sufficiently so that it no longer intersects the basal detachment, the second backthrust develops. The second backthrust forms a new pair with the first forethrust, with the root of this pair at the detachment. At this stage, the first backthrust ceases to accommodate slip, and the second backthrust slips until after the development of the second forethrust-backthrust pair. Before the development of the new thrust pair, the detachment propagates and slips ~10 mm beyond the root of the first forethrust and second backthrust, and the second forethrust forms near the outboard extent of the detachment. Similar to backthrust development, after the second forethrust propagates, slip along the first forethrust ceases, and the second forethrust slips until the development of the second pair. With onset of the second forethrust, the second backthrust adjusts its geometry slightly so that it roots into the detachment at the same point as the second forethrust. The second forethrust-backthrust pair forms following a second episode of detachment propagation and slip that extends ~60 mm beyond the active forethrust. This distance is significantly farther than the extent of detachment propagation that precedes the development of the second forethrust.

We calculate the incremental displacement field of the wedge cross-section with digital image correlation (DIC) of sequential photos captured in the experiment. For every two sequential photos of the wedge cross-section, we use Particle Image Velocimetry analysis to determine the instantaneous velocity field at a grid of points through the DIC of pixel constellations [Adam et al., 2005; Hoth, 2005]. In order to
highlight the rotation of material that indicates the development of discrete thrusts, we use the velocity field to calculate the incremental curl field between successive images. High rotation rates (e.g., curl) highlight localized slip along faults. We calculate the curl field of the velocity field, $\mathbf{U}$, from the cross product of the gradient operator with the velocity vector, $\mathbf{U}$:

$$\nabla \times \mathbf{U} = \left( \frac{\partial U_y}{\partial x} - \frac{\partial U_x}{\partial y} \right) \mathbf{\hat{z}}$$

Eq. 2.3

where $x$ is the horizontal direction, $y$ is the vertical direction, and $z$ is the out-of-plane direction.

The incremental horizontal displacement and incremental curl fields reveal the geometry of the first and second backthrust-forethrust pairs, which meet the base of the experiment at 65±7 mm and 114±6 mm, respectively, from the physical backwall (Fig. 2.1). The thrust faults are illuminated by both sharp gradients in the horizontal velocity (or incremental displacement) field, which correspond to high strain in the horizontal direction, and by elevated regions of curl, which indicate enhanced rotation of sand and higher shear strain. The range in the reported observed positions arises from the width of regions of elevated curl that span multiple millimeters around each thrust (supp. Fig. 2.1). We observe the development of the first and second backthrust-forethrust pairs after about 3 mm and 37 mm of backwall displacement, which are captured in the 16th and 48th incremental displacement fields.

In this study, we search for the optimal geometry of new planar thrusts within the first and second forethrust-backthrust pairs. We focus on these two stages, and not on the
intervening stages of single forethrust and backthrust growth, because at these stages of the experiment the wedge undergoes the most significant reorganizations in active fault configuration with the development of and slip along two new thrust faults. Additionally, searching for the optimal geometry of thrusts in the second backthrust-forethrust pair provides insights into the tradeoffs of continued slip along pre-existing faults versus propagation of entirely new thrusts. Simulating these stages of wedge development allows the direct comparison of the gain in efficiency due to forethrust or backthrust propagation.

2.4.2. Development of numerical simulation of the physical experiment

We simulate the UCP accretion experiment with the two-dimensional, plane strain, linear elastic, Boundary Element Method (BEM) modeling tool Fric2D [Cooke and Pollard, 1997]. Fric2D solves the quasi-static equations of deformation to determine the displacements and tractions on each element and at specified points within the model, produced by a given set of boundary conditions and fracture geometry [e.g., Cooke and Pollard, 1997; Cooke and Murphy, 2004; Cooke and Madden, 2014]. The BEM approach of Fric2D only requires the discretization of fractures and boundaries, which are comprised of linear elements that may not interpenetrate. Additionally, Fric2D 3.2.7 can simulate slip-weakening behavior along pre-existing fractures and/or potential growth elements [Savage and Cooke, 2010]. When an element slips beyond a prescribed slip-weakening distance, the coefficient of friction along that element evolves linearly from its static to its sliding value.
The Fric2D numerical models employed here simulate increments of deformation of the cross section of the physical wedge observed through the glass sidewalls. To simulate the increments of deformation, we derive the horizontal and vertical displacements observed along the moving backwall and just above the base of the experiment near the physical detachment, and apply these displacements to the corresponding boundaries of the numerical model. In this process, we first calculate the incremental displacement field before the first and second backthrust-forethrust pairs form (Fig. 2.1). Next, we take a transect of the horizontal and vertical components of the displacement field 1.42 and 1.21 mm above the base of the model, for the first and second stages of faulting, respectively (Fig. 2.2A-D). We select the transect depth so that it is as close as possible to the sliding detachment fault along the base of the model (Fig. 2.1), but avoids significant artifacts in the PIV data that occur along the base of the sandpack.

To reduce noise in the displacements, we run a fifteen-point median filter on the raw displacements in order to remove outliers. Then we calculate the five-point central moving average of the filtered displacements, which reduces noise with wavelengths less than two millimeters and preserves larger scale fluctuations in the displacements (Fig. 2.2E-F). Because Fric2D employs Eulerian deformation, the maximum boundary displacements should be less than half of the element size, which for these models is 1 mm. Consequently, the smoothed incremental displacements observed in the physical experiments are scaled by approximately one-half so that the maximum horizontal displacement is 0.50 mm. Using larger elements could permit the application of larger horizontal displacements, but has the undesirable effects of decreasing both the resolution and accuracy of the numerical solution. As long as the increment of displacement is
sufficiently large to cause frictional slip along the faults within the model, then the relative efficiency of a particular thrust geometry compared to other thrusts remains unchanged regardless of the magnitude of applied displacements, causing the optimal thrust geometry of a models that differ only in the magnitude of the applied displacements to remain the same. For these numerical simulations, the scaled displacements are sufficient to cause slip along faults that dip within 20° of the observed thrusts and are located within 30 mm of the observed thrusts, allowing assessment of the gain in efficiency of a broad range of fault geometries near the observed. The vertical displacements are scaled by the same ratio as the horizontal displacements. We apply the scaled horizontal and vertical displacements of the physical experiments to the base of the numerical model so that the applied boundary conditions simulate the vertical and horizontal displacements associated with slip along the detachment fault within the physical experiment. Consequently, these models do not simulate detachment deformation via slip along a frictional fault. However, the frictional work of the experimental detachment is captured in the modeled external work because the total external work on the numerical model is comprised of the work done on the backwall as well as that done on the basal boundary, which simulates the displacements of the detachment (Eq. 2). We apply displacements to these model boundaries, and Fric2D solves for the tractions on the boundaries required to achieve the applied displacements.

We apply the maximum basal horizontal displacement (0.5 mm) as the rightward normal displacement, \( u_n \), on the left model boundary to simulate the translation of the backwall (Fig. 2.2D). We set shear tractions, \( \tau = 0 \), on this boundary, so that material at its contact is free to displace vertically. We prescribe zero normal displacements, \( u_n = 0 \), and
shear tractions, \( \tau = 0 \), to the rightmost model boundary so that it does not translate horizontally. Allowing the left and right model boundaries to displace vertically enables the thickening of the sandpack near the backwall, such as observed in this physical experiment, as well as other physical accretion experiments [Souloumiac et al., 2010]. We allow the top boundary of the model following the topography of the experiment to deform freely, such that this boundary experiences zero normal and shear tractions, \( \sigma_n = \tau = 0 \). Because each model boundary experiences some displacement or traction, each boundary of the model may contribute to the total external work of the system. Boundaries with zero-valued components of applied tractions or displacement do not contribute to the external work (Eq. 2). Consequently, the external work of these accretion models depends on the resulting normal tractions on the left side of the model, the modeled moving backwall, \( B_a \), as well as the shear and normal tractions along the base of the model, the modeled detachment, \( D \), so that Eq. 2 may be expressed as

\[
W_{ext} = \frac{1}{2} \int_D (\tau u_s + u_n \sigma_n) \, dD + \frac{1}{2} \int_{B_a} (u_n \sigma_n) \, dB_a \\
\text{Eq. 2.4}
\]

We use the topography of the physical wedge at the two stages of interest within the experiment as the geometry of the top boundary of the models. Measurements of the dry CV32 sand used in the experiment constrain the material and fault properties (i.e., Young’s modulus, density, static and dynamic friction) of the models [e.g., Cubas et al., 2010; Herbert, 2014; Lambe and Whitman, 1969; Maillot, 2013]. Table 2.1 lists the intact material and fault properties used in the models simulating the physical experiments.
The applied loading conditions, material properties, and wedge geometry produce displacement fields within the numerical simulation that share first-order patterns with the observed displacement fields (Fig. 2.2). In the first stage of faulting, the incremental horizontal displacements of the physical experiment, and within the numerical simulation, gradually decrease with distance from the backwall. The incremental vertical displacements show a wide region of uplift from about 50-100 mm from the backwall in both the physical experiment and the simulation. In the second stage of faulting, the simulation produces a horizontal displacement field that is very similar to the pattern of the observed incremental horizontal displacements. The regions of the wedge between the pre-existing thrusts, and between the backwall and the pre-existing backthrust, move to the right as relatively coherent blocks without significant horizontal compaction (i.e., without large gradients in horizontal displacement). Additionally, the horizontal displacements within the portion of the wedge outboard of the pre-existing forethrust gradually decrease with increasing distance from the backwall. Furthermore, the simulation produces a broad region of uplift extending from about 80-120 mm from the backwall that matches the region of incremental vertical uplift within the experiment. In both the numerical simulation and the physical experiment, vertical uplift is greatest within the wedge between the pre-existing thrust faults.

2.4.3. Work optimization approach

To investigate the impact of accretion faulting on the mechanical efficiency of the accretionary wedge, we calculate the change in external work per fault area, $\Delta W_{\text{ext}}/\Delta A$, produced by new faults at systematically varying positions and dips within the wedge.
The fault geometry that produces the largest $\Delta W_{ext}/\Delta A$ is considered the most efficient, and thus most likely to develop according to work optimization principles [e.g., Cooke and Madden, 2014]. We use the ratio $\Delta W_{ext}/\Delta A$ to determine the most efficient geometry because faults with longer lengths, and thus larger areas, can accommodate more slip and so produce greater $\Delta W_{ext}$ than shorter faults [e.g., Cooke and Madden, 2014; McBeck et al., 2016]. While the growth of longer faults results in more efficient systems, the growth of these faults also consumes greater work in the production of new fault surface area [e.g., Chester et al., 2005; Wilson et al., 2005; Herbert et al., 2015]. For this study, we are interested in faults that provide the greatest increases in efficiency relative to the cost of creating the fault surface. The reported gain in efficiency indicates the increase in system efficiency ($\Delta W_{ext}$) per change in fault area, $\Delta A$, of one meter-squared because $\Delta W_{ext}/\Delta A$ incorporates the fact that systems with more fault area can accommodate greater slip. Consequently, $\Delta W_{ext}/\Delta A$ reveals fault geometries that are efficient relative to the cost of propagating new fault area. We calculate fault area from simulated fault length as Fric2D simulates a 2D, plane strain environment in which the model is one unit thick in the z-direction. For the analysis employed here, the change in fault area, $\Delta A$, is the difference in total fault area following the addition of a new fault to the model, which is the area of the newly added fault.

We compare the efficiency of faults within the stages of wedge development in which the first and second backthrust-forethrust pairs form. The modeled faults root at the model base and intersect the top boundary of the model in a similar manner to the observed faults in the physical experiments. In the first stage of fault growth investigated, we predict the geometry of thrusts in the first backthrust-forethrust pair. Prior to addition
of the new faults, only gravitational work and internal work contribute to the work budget of the numerical wedge. After the first pair develops, frictional work also contributes to the work budget. In the second stage of fault growth investigated, we predict the geometry of the second backthrust-forethrust pair and investigate the influence of the new fault geometry on system efficiency that contains pre-existing faults, which accommodate slip immediately before the second pair develops (Fig. 1). With these wedge simulations, we are able to investigate the changes in efficiency due to new fault growth, as well as the abandonment of active faults, and the related tradeoffs of continued slip on a pre-existing structure or propagation and slip on a new structure.

In the analysis of the first stage of thrust faulting, we vary the position and orientation of each new fault and calculate the \( \Delta W_{ext}/\Delta A \) due to faults that root at the model base from 49 to 111 mm from the backwall, in increments of 2 mm, and orientations from 20° to 170° in increments of 2°. Reported orientations are measured clockwise from the left horizontal. With this sign convention and model design, faults oriented 0-90° are backthrusts, and 90-180° are forethrusts. The tested range of fault positions and orientations includes the approximate positions of the backthrust (65±7 mm) and forethrust (65±5 mm), and dips of the backthrust (45±10°) and forethrust (156±4°) observed in the physical experiment (supp. Fig. 2.1). In the analysis of the second stage of thrust faulting, we vary the position of faults from 80 to 138 mm from the backwall, in increments of 2 mm, and the orientations from 20° to 170°, in increments of 2°. These ranges include the approximate observed positions of the backthrust (114±6 mm) and forethrust (114±5 mm), and orientations of the backthrust (38±5°) and forethrust (156±3°) (supp. Fig. 2.1). For some of the fault geometries tested in the second stage
analysis, the added fault intersects the pre-existing forethrust. In these scenarios, we shorten the new fault so that it ends at the pre-existing forethrust. We assume that if a new fault intersects the pre-existing forethrust, the most efficient fault will terminate at the thrust. For example, in the physical experiment, the second forethrust-backthrust pair does not intersect the pre-existing forethrust. For this study, we presume that the thrusts that maximize $\Delta W_{ext}/\Delta A$ will form sufficiently outboard of the pre-existing thrusts such that they do not intersect or terminate at the pre-existing forethrust.

2.4.4. Coulomb failure planes and stress analysis

To evaluate the utility of the work optimization approach over traditional fault predictions, we compare the orientation of the most efficient faults to the orientations of fault planes that maximize Coulomb stress. For this comparison, we calculate the Coulomb stress along each potential fault over a range of dips at the position that matches the observed fault geometry. Using a tension positive sign convention, Coulomb stress, $S_c$, may be calculated from the shear traction, $\tau$, the coefficient of internal friction, $\mu$, and the normal traction, $\sigma_n$, as

$$S_c = |\tau| + \mu \sigma_n$$  \hspace{1cm} Eq. 2.5

In order to calculate Coulomb stress, we find the shear and normal tractions along potential fault planes prior to any slip or opening along those planes. Coulomb shear failure of those planes occurs when the Coulomb stress exceeds the inherent shear strength of the material. In this comparison of Coulomb stress and work optimization, we
load the numerical models such that a range of potential fault plane orientations fail in shear. If we reduced the applied loading so that only one of the potential faults failed, we would not be able to observe the sensitivity of $\Delta W_{ext}$ to orientation of the potential faults. While lower and higher loading would reduce and increase the values of the Coulomb stress and $\Delta W_{ext}$ respectively, the value along each potential fault plane relative to alternative planes is independent of degree of loading.

To compare the orientations of planes that maximize Coulomb stress with the work optimization predictions, we calculate both the average and maximum Coulomb stress along modeled faults prior to slip along those faults. In this comparison of Coulomb stress and work optimization predictions, faults that produce the maximum $\Delta W_{ext}/\Delta A$ are considered likely to develop before (e.g., under less applied loading) less efficient faults, and planes with high Coulomb stress are considered likely to fail before planes with lower stress. In this analysis, the potential fault planes that host high Coulomb stress would fail under lower applied displacements than fault planes that host lower Coulomb stress.

2.5. Results

We present the results of this work optimization analysis by first comparing the results of the first stage of faulting to the second stage of faulting. Then we compare the numerical predictions of highly efficient faults to the fault geometries observed in the physical experiment, and to the fault dips predicted by Coulomb stress. Following the results of these investigations, we search for the most efficient backthrust geometry in a system that includes the observed forethrust geometry. To shed insight on the evolution
of system efficiency, and the tradeoffs among the deformational processes that consume or produce work throughout wedge development, we analyze the components of the system work budget by tracking the evolution of the external, internal, frictional and gravitational work.

2.5.1. **Comparison of first and second stages of faulting**

Systematic investigation of external work for a wide range of single fault position and dip reveals that both stages of accretion produce two highly efficient thrust geometries, one forethrust and one backthrust for each stage (Fig. 2.3). The condition numbers of all model results, which indicate the reliability of the numerical solution, are reported in supplemental Fig. 2.2. Models with anomalously high condition numbers, that exceed 125% of the mode, are considered unreliable and removed from the search for the most efficient thrust geometry (supp. Fig. 2.2). The maximum \( \Delta W_{\text{ext}}/\Delta A \) of the second stage of faulting \( (10.99 \text{ mJ/m}^2) \) is only \(~25\%\) of the optimal gain in efficiency of the first stage \( (43.87 \text{ mJ/m}^2) \), suggesting that fault propagation leads to successively smaller gains in efficiency throughout the development of the wedge. The maximum \( \Delta W_{\text{ext}}/\Delta A \) of the second stage is likely lower than that of the first stage because slip along pre-existing thrusts in the later stage contributes to \( W_{\text{ext}} \) both before and after fault development.

2.5.2. **Comparison of predicted and observed thrust geometry**

In order to thoroughly assess the fault predictions of work optimization, we compare the observed thrust geometry in the physical experiment to the most efficient thrust and the range of thrusts geometries that have high efficiency (Fig. 2.4). Because small scale
material heterogeneities may cause faults to deviate from the precise prediction of the most efficient thrust geometry, we compare the observations to high-efficiency thrusts that produce $>90\%$ of the local maximum $\Delta W_{ext}/\Delta A$. If the high-efficiency thrusts do not overlap the experimental observations, then we also consider moderately high-efficiency thrusts that produce $>80\%$ of the local maximum $\Delta W_{ext}/\Delta A$. The black contour lines overlaid on the full suite of numerical simulations (Fig. 2.3) are 10\% intervals relative to each local maximum $\Delta W_{ext}/\Delta A$. Consequently, the extent of the high-efficiency and moderately high-efficiency thrusts may be extracted from Fig. 2.3. To directly compare the observed to the predicted thrust geometry, we overlay the extent of these efficient thrusts on the incremental shear strain field of the associated stages of the experiment (Fig. 2.4).

For the first stage of faulting, the dip and location of the high-efficiency forethrusts ($>90\%$) completely overlaps the observed forethrust, whereas the dip and location of the high-efficiency backthrusts only partly overlaps the geometry of the observed backthrust in the physical experiment (Fig. 2.4). In particular, the observed backthrust dips $45\pm10^\circ$. The most efficient predicted backthrust dips $32^\circ$, and the range of dips of high-efficiency backthrusts is 26-40\%. The observed forethrust orientation is $156\pm4^\circ$ (dip of 24\%). The most efficient forethrust orientation is $154^\circ$ (dip of 26\%), and the range of orientations of high-efficiency is 146-160\%. The observed position of the root of the forethrust-backthrust pair is $65\pm6$ mm from the moving wall. The predicted position of the most efficient forethrust is 71 mm, and the range of positions of high-efficiency forethrusts is 63-75 mm. In contrast to the agreement of the observed and predicted most efficient forethrust position, the predicted position of the most efficient backthrust is 87 mm, and
the range of positions of high-efficiency and moderately high-efficiency backthrusts is 
81-93 mm and 77-101 mm, respectively. Consequently, the lower bound of the range of 
moderately high efficiency (80%) backthrust positions (77 mm) differs from the observed 
position (65±6 mm) by more than 5 mm. The range of backthrusts that overlap the 
obscured backthrust position produce 60% of the local maximum $\Delta W_{\text{ext}}/\Delta A$. This work 
optimization analysis predicts the forethrust position, and backthrust and forethrust dips 
with success, but predicts the backthrust position less precisely.

The analysis of the second stage reveals that the dips of high-efficiency forethrusts 
and backthrusts (>90% of the maximum $\Delta W_{\text{ext}}/\Delta A$) both match the observed thrust dips 
(Fig. 2.4C-D). The observed backthrust dips 38±5°. The predicted most efficient 
backthrust dips 30°, and the high-efficiency backthrusts range in orientation from 20 to 
40°. The observed forethrust orientation is 156±3°; the predicted most efficient forethrust 
orientation is 158° (dip of 22°), and the high-efficiency forethrusts range in orientation 
from 148 to 168°. Similarly, the positions of the high-efficiency thrusts closely match the 
obscurred positions. The observed position of the root of the forethrust-backthrust pair is 
114±5 mm from the moving wall. The predicted position of the most efficient backthrust 
is 122 mm, and the high-efficiency backthrusts range in position from 116 to 126 mm. 
The predicted position of the most efficient forethrust is 98 mm, and the range of 
positions of high-efficiency and moderately high-efficiency forethrusts is 94-102 mm and 
86-114 mm, respectively. The high-efficiency geometries that produce >90% of the 
maximum $\Delta W_{\text{ext}}/\Delta A$ overlap most of the observed positions and dips of the second 
forethrust-backthrust pair: the high-efficiency backthrust geometries completely overlap
the observed backthrust, and the high-efficiency forethrust geometries overlap the upper two-thirds of the observed forethrust.

In the first stage of faulting, the basal location of the most efficient backthrust does not match the basal location of the most efficient forethrust. Consequently, when their development is considered independently, the predicted backthrust and forethrust intersect, and do not form a commonly rooted forethrust-backthrust pair. This mismatch of the position of the most efficient thrusts suggests that the optimal geometry of thrusting may differ if our analysis searched for the optimal pair location and set of orientations, rather than a single optimal thrust geometry. Although the backthrust is generally shorter-lived than the forethrust, the backthrust may play an important role in the location of forethrust-backthrust pair development. Using the kinematic approach of limit analysis to predict the position and dips of the active forethrust-backthrust pair has lent insight into the evolution of thrusting in accretionary systems [e.g., Mary et al., 2013].

2.5.3. Comparison of Coulomb analysis and work optimization

To compare the orientations of planes that maximize Coulomb shear stress with the work optimization predictions, we calculate both the average and maximum Coulomb stress along each fault of different orientation at the observed basal position of thrust development before the fault slips. This comparison reveals that the fault orientation that produces the maximum of the average Coulomb stress more closely matches the observed faulting than the orientation of the fault that hosts the maximum Coulomb stress (Fig. 2.5).
In the first stage of faulting, the fault orientations that maximize the average Coulomb stress along the fault are within 2° of the orientation of faults with greatest efficiency (Fig. 2.5A-B). Furthermore, the backthrust orientation that maximizes $\Delta W_{ext}/\Delta A$ (40°) equals the backthrust orientation that maximizes the average Coulomb stress. In the second stage of faulting, the fault orientations that maximize the average Coulomb stress along the fault differ by less than 4° from the orientations of the backthrust and forethrust that maximize $\Delta W_{ext}/\Delta A$ (Fig. 2.5E-F). This suggests that the faults that accommodate deformation most efficiently are those that have highest average Coulomb stress before slipping. However, when considering the onset of failure, we generally presume that the plane that hosts the maximum Coulomb stress is most likely to initiate and grow into a through-going fault. The orientations of the fault plane with maximum Coulomb stress disagree with work optimization predictions and fall outside of the observed orientations for the backthrusts and forethrusts at both stages of fault development. In the first stage of faulting, the orientations of the backthrust and forethrust that host the maximum Coulomb stress differ 12° and 6°, respectively, from the most efficient, and 17° and 4°, respectively, from the observed. In the second stage of faulting, the orientations of the backthrust and forethrust that maximize Coulomb stress differ 12° and 10°, respectively, from the most efficient, and 10° and 9°, respectively, from the observed.

In the first stage of faulting, the region of highest Coulomb stress indicating where incipient faults may initiate differs between the backthrust and forethrust. For the backthrusts, highest Coulomb stress occurs near the top of the wedge and near the inflection of the wedge topography because local differential uplift near the inflection promotes shear along thrusts (Fig. 2.5A). For the forethrusts, the highest Coulomb stress
develops near the base of the wedge because the lithostatic stress is highest at the base, and the resulting pre-failure normal tractions on forethrust segments near the base are also maximized (Fig. 2.5A). This Coulomb stress distribution suggests that new backthrusts may initiate near the top of the wedge, whereas new forethrusts may initiate near the base. In contrast, in the second stage of faulting, the highest Coulomb stress along both backthrusts and forethrusts arises near the wedge base, indicating that new thrust faults may initiate near the base (Fig. 2.5E).

The initiation of thrusts within physical accretion experiments has been documented with high temporal resolution to reveal shear bands that form prior to localization along a single thrust [Bernard et al., 2007; Dotare et al., 2016] These transient shear bands tend to have uniform slip, however, some shear bands accommodate greater slip near the wedge base [Bernard et al., 2007; Dotare et al., 2016], while others only slip near the top of the sandpack [Dotare et al., 2016]. These differing patterns of shear strain suggest that incipient thrusts may propagate both upwards and downwards within the wedge. Similarly, our calculation of Coulomb stress along potential thrusts indicates that incipient thrusts may initiate near the top of the wedge, such as backthrusts in the first stage of faulting, or near the base of the wedge, such as forethrusts in the first stage, and both thrusts in the second stage. The mismatch between the planes with largest Coulomb stress and the experimental observations suggests that while faults may initiate at regions of highest Coulomb stress, the overall development of the fault follows the surface that has greatest average Coulomb stress, which produces the most efficient fault geometry.

In addition, the agreement between the maximum average Coulomb stress and the efficient thrust geometry is consistent with the fact that work optimization is a global
approach that considers the stress state throughout the system. The average Coulomb stress considers the stress state along the length of the fault, rather than just the portion of the fault that hosts the maximum Coulomb stress. Consequently, the work optimization approach is more similar in scope to the average Coulomb stress than the maximum Coulomb stress, and so average Coulomb stress is likely to produce more similar predictions to work optimization than the maximum Coulomb stress.

2.5.4. Forethrust development precedes backthrust

The work optimization approach of this study closely predicts the geometry of many of the observed thrusts (Fig. 2.4). However, for the first stage of faulting, the range of backthrusts that produce $>90\%$ of the maximum backthrust $\Delta W_{ext}/\Delta A$ does not completely overlap the observed backthrust position. The discrepancy between the position of the predicted and observed backthrust may result from independently searching for the optimal backthrust geometry in a system that does not already include an active forethrust. The incremental displacement and shear strain fields of the experiment reveal that shear strain localizes along a discrete forethrust-verging structure slightly before the backthrust fully forms (Fig. 2.1). Furthermore, after the forethrust and backthrust both develop, the forethrust accommodates greater slip than the backthrust, suggesting that the forethrust acts as the dominant fault (Fig. 2.1).

To determine if slip along the first forethrust promotes backthrust development, we search for the efficient geometry of the backthrust in a numerical wedge that represents the first stage of faulting immediately after the first forethrust develops. In this analysis, we compare $\Delta W_{ext}/\Delta A$ due to the development of backthrusts within the hanging wall of
the forethrust, with dips from 30-90° and basal positions from 39-65 mm, in increments of 2° and 2 mm, respectively. The model boundary geometry, and material and fault properties are identical to those values used in the analysis of the first stage of faulting (Fig. 2.2, Table 2.1). However, whereas in the first analysis we use displacements observed in DIC increment 15, in this new analysis the loading conditions represent the increment of the experiment immediately after the first forethrust develops, DIC increment 16 (Fig. 2.6).

This analysis reveals that the optimal backthrust forms a pair with the pre-existing forethrust, and intersects the root of the forethrust (Fig. 2.6F). The range of backthrust geometries that produce >90% of the maximum $\Delta W_{cd}/\Delta A$ completely overlaps the region of high shear strain along the backthrust in the physical experiment. The improved prediction of the backthrust geometry in the system that includes the active forethrust suggests that deformation along the young forethrust promotes backthrust development, ultimately forming a backthrust-forethrust pair.

The Coulomb stress along the backthrusts also sheds insight on the potential for backthrust development after forethrust growth. When the forethrust is included in the wedge, the orientation of the backthrust that maximizes average Coulomb stress differs 4° from the most efficient (Fig. 2.7). Similar to the first and second stages of faulting analysis, the orientation of the backthrust with maximum Coulomb stress differs from the most efficient backthrust orientation by a greater magnitude than the backthrust with the maximum of the average Coulomb stress, differing by 18° from the most efficient. This result suggests that faults may initiate in regions of maximum Coulomb stress, and then
propagate in the direction that maximizes the average Coulomb stress along the fault, which also produces high $\Delta W_{\text{ext}}/\Delta A$ for the fault system.

2.5.5. Evolution of efficiency

Comparing the evolution of the wedge’s overall efficiency through the development of the first and second forethrust-backthrust pairs sheds additional insight into the influence of fault geometry on the mechanical efficiency of the accretionary system. In these numerical models, which have applied displacement loading on the boundaries, high external work (Eq. 2) indicates models with inefficient fault geometries that require greater tractions along the model boundaries to accommodate the applied displacement than models with more efficient geometries. Consequently, efficient fault configurations have greater slip along faults and less off-fault deformation. Because the magnitude of the external work required by the system depends on the applied displacements, the absolute values of external work are not as significant as the differences in external work between models with equivalent applied displacements. To shed insight on the evolution of system efficiency, and the tradeoffs of the deformational processes that consume or produce work throughout fault development, we calculate the external, internal, frictional, and gravitational work of wedge simulations with various observed fault configurations and applied displacements (Fig. 2.8).

For this analysis of work budget, we use fault geometries that match the observed active geometries at various stages before and after the first and second thrust pairs develop (Fig. 2.8). The applied displacements of the earliest wedge simulations (systems 0-3) are derived from the displacements observed immediately before the development of
the first thrust pair (DIC 15). The displacements of the next wedge simulation (system 4) uses the observed displacement immediately after the first thrust pair develops (DIC 16). To explore the second stage of faulting, the applied displacements of systems 5-8 simulate the displacements observed immediately before the second pair develops (DIC 47). The displacements of the most mature wedge simulation (system 9) uses the displacements observed immediately after the second thrust pair develops (DIC 48).

Before any faults develop in the wedge, the system is the least efficient and requires the greatest external work to accommodate the applied displacements (Fig. 2.9, system 0, $W_{\text{ext}}=12.78$ mJ). The development of either the forethrust or backthrust leads to increases in efficiency (i.e., reduction in boundary tractions and subsequent external work) from the initial external work of the system. Backthrust development produces a slightly larger gain in efficiency, $\Delta W_{\text{ext}}$, (0.81 mJ) than forethrust development (0.58 mJ) because the backthrust (system 1) has less slip, and so the wedge consumes commensurately less work in frictional sliding, $W_{\text{fric}}$, and work done against gravity, $W_{\text{grav}}$, than in the wedge with the forethrust (system 2). Although the work consumed in off-fault deformation or internal work, $W_{\text{int}}$, is smaller in the wedge that includes the forethrust, the $W_{\text{fric}}+W_{\text{grav}}$ of the wedge including the forethrust is greater than the $W_{\text{fric}}+W_{\text{grav}}$ of the system with the backthrust. The higher $\Delta W_{\text{ext}}/\Delta A$ of the backthrust (28.40 mJ/m$^2$) compared to the forethrust (14.22 mJ/m$^2$) suggests that the gain in efficiency due to forethrust development is small relative to the cost of creating new fault at this stage of faulting.

The development of the first backthrust-forethrust pair (system 3) increases the efficiency of the system to an even greater extent than the backthrust or forethrust alone, requiring only 12.20 mJ of $W_{\text{ext}}$. More significantly, the wedge requires the least external
work to accommodate the applied displacements when the wedge includes the first pair, and the loading conditions simulate the observed displacements immediately after that pair develops (system 4, 11.39 mJ). System 4 more closely represents the physical wedge after the development of the first pair than system 3 because the development of the new thrust pair is associated with advancement of the basal detachment, which is reflected in the basal displacements simulated in system 4 (observed within DIC 16). In the numerical wedges, updating the applied displacements promotes slip along the new thrust pair, increases $W_{\text{grav}}$ by 0.54 mJ, increases $W_{\text{fric}}$ by 1.70 mJ and decreases $W_{\text{int}}$ by 5.45 mJ from the initial system. Although both $W_{\text{fric}}$ and $W_{\text{grav}}$ increase after updating the displacements, the reduction in $W_{\text{int}}$ is sufficient to reduce the total $W_{\text{ext}}$ of the system. At this stage of fault development, the magnitude of $\Delta W_{\text{int}}$ is greater than $\Delta W_{\text{fric}} + \Delta W_{\text{grav}}$, and consequently, the reduction in off-fault deformation associated with fault development dominates the change in system efficiency.

In the second stage of faulting, the addition of new thrust faults produces smaller gains in efficiency than the first stage in part because the pre-existing thrusts continue to slip before and after thrust development in the second stage (Fig. 2.8). In particular, after the second backthrust-forethrust pair develops, and while the applied displacements simulate the displacements observed preceding new fault development (system 8), the total slip summed over the length of the thrusts in the second pair (102 mm) is only 28% of the slip along the pre-existing thrusts (363 mm) in the wedge. Updating the applied displacements to the basal displacements observed just after the new thrust pair develops (system 9) increases the total summed slip along the second pair to 310 mm, and decreases the total slip along the pre-existing pair to 134 mm.
In contrast to the first stage of faulting, in which the backthrust is slightly more efficient than the forethrust, in the second stage of faulting, forethrust development produces a larger gain in efficiency, $\Delta W_{ext} \approx 0.21 \text{ mJ}$ than backthrust growth (0.023 mJ) because less work is done in off-fault deformation in the wedge with the forethrust (system 7) than in the wedge with the backthrust (system 6). Applying the displacements observed in the increment of the experiment immediately following the development of the second pair (system 9) promotes slip along the new backthrust and forethrust and reduces slip along the pre-existing pairs, which reduces the $W_{fric}$ of the system, and consequently reduces the total $W_{ext}$. New fault development in the second stage does not produce reductions in $W_{int}$ that are as large as those in the first stage because the faults in the pre-existing pair continue to slip, causing regions of high off-fault deformation to persist around those faults (system 9, Fig 8; supp. Fig. 2.3).

2.6. Discussion

The work optimization approach used in this study provides insight into several key stages of wedge development. Here, we discuss the temporal sequence of faulting within and between the two stages of faulting that is illuminated by the analysis of the evolving work budget components. We contrast the sensitivity of efficiency to forethrust position in the first and second stages of faulting. We also compare our numerical estimates of external work to physical measurements of external force on the accretion experiment.

2.6.1. Efficiency evolution of numerical and physical experiment
Before the second backthrust-forethrust pair develops (Fig. 2.8, system 5), the external work of the modeled system is higher than the model representing the conclusion of the first stage of faulting (system 4) (Fig. 2.9A). This result is consistent with external force measurements from the physical experiments that show increasing force on the moving wall between episodes of fault growth (Fig. 2.10) [Cruz et al., 2010; Cubas et al., 2010; Souloumiac et al., 2012; Herbert et al., 2015]. Through an analysis of the components of the work budget, Del Castello and Cooke [2007] show that thickening between accretion episodes increases the frictional work on the detachment, which subsequently increases the external work. Consistent with the findings of Del Castello and Cooke [2007], the increased overburden thickness at the second stage of forethrust-backthrust development produces greater frictional work on the existing faults within the wedge. Our models do not include the frictional work along a sliding detachment, which might also contribute to the frictional work of the experimental system. In our simulations of this experiment, the detachment work is captured in the external work, which is calculated from the tractions along the backwall and basal boundary required to produce the applied backwall and basal displacements (Eq. 2).

The gain in efficiency ($\Delta W_{ext}$) due to the development of the second pair (system 9) is smaller than that gain due to the development of the first pair (system 4). Consistent with this numerical result, the force measured on the backwall throughout the physical accretion experiment reveals a greater drop associated with the development of the first pair, than the second (Fig. 2.10). Within the numerical simulation, the $\Delta W_{ext}$ due to the development of the second thrust pair (system 9) is smaller than the first pair (system 4) because the pre-existing thrust pair continues to slip after the development of the second
pair and consequently, the addition of the new fault pair has less impact on the overall fault network. The persistent slip along the pre-existing forethrust, in particular, causes the associated region of high strain energy density to remain relatively similar after the new pair develops (supp. Fig. 2.3). The incremental shear strain field of the physical accretion experiment confirms that after the new thrust pair develops, slip persists along the near surface, up-dip portions of the pre-existing forethrust (Fig. 2.1). This observation, as well as the greater slip observed on forethrusts relative to backthrusts in both numerical and physical wedges in both stages of faulting (Fig. 2.1), suggest that the slip distribution along the physical thrusts is well-captured by the numerical thrusts. This validation suggests that the evolution of $W_{ext}$, $W_{int}$, $W_{fric}$, and $W_{grav}$ tracked within the numerical systems may closely represent that evolution in the stages of the physical experiment simulated here.

2.6.2. Sensitivity of efficiency to forethrust position

For the first and second stages of forethrust-backthrust pair development, the highly efficient geometries that produce >80% of the maximum $\Delta W_{ext}/\Delta A$ almost completely overlap the regions of high shear strain in the physical experiment that highlight the forethrusts (Fig. 2.4). In the second stage of faulting, the range of forethrust positions that produce >80% of the maximum forethrust $\Delta W_{ext}/\Delta A$ (30 mm) is wider than that range in the first stage of faulting (20 mm). This observation suggests that $\Delta W_{ext}/\Delta A$ is more sensitive to position in the first stage of fault development than the second stage.

The varying sensitivity of efficiency to forethrust position arises from differences in the gradient of the basal displacements at the first and second stages of thrust faulting.
High gradients in the basal displacement produce local regions of high strain energy density (SED) within the wedge (Fig. 2.11). SED is the product of stress and strain [e.g., Jaeger et al., 2007], and measures the internal mechanical work stored in the host rock. Fault tips and other irregularities typically produce regions of high SED, and numerical analyses indicate that fractures tend to propagate into regions of high SED [e.g., Du and Aydin, 1993, 1996; Olson and Cooke, 2005; Okubo and Schultz, 2005]. In the first stage of thrust faulting, the applied basal displacements produce a localized region of high SED from ~70-90 mm from the backwall, whereas in the second stage, the applied displacements produce a wider region of high SED from ~90-130 mm from the backwall. The smaller region of high SED in the first stage results from the sharper gradient in the applied horizontal displacements, compare to the second stage of faulting (Fig. 2.11C). In the first stage of faulting, the sharp displacement gradient and associated high SED region occur in the region where the most efficient forethrusts form, suggesting that this localization of internal strain controls the predicted position of the thrusts. In contrast, in the second stage of faulting, the gentler displacement gradient results in a wider region of high SED, and a corresponding reduced sensitivity of $\Delta W_{ext}/\Delta A$ to horizontal position.

These gradients in the applied displacements arise from slip gradients along the basal detachment fault within the physical experiment. In the first stage of faulting, the distribution of slip along the physical wedge base produced by the detachment fault has a sharp decrease in slip near the location of incipient faulting. Applying the effects of this slip gradient to the base of our models provides a method of incorporating the local concentration of SED arising from the slip gradient along the detachment. In contrast, during the second stage of faulting the detachment produces a more gradual slip gradient...
so that the position of thrust faulting is not as strongly controlled by the slip gradient as it is for the first stage of faulting.

2.6.3. Comparison of numerical and physical estimates for $W_{prop}$

The increase of $W_{ext}$ between episodes of new fault development reveals that energy must accumulate within the fault system before it reaches the value required for the creation of new fault surfaces [Del Castello and Cooke, 2007]. Consequently, the energy required to create new fault surfaces, $W_{prop}$, can be determined from the change in $W_{ext}$ and forces on the system preceding and following fault development [Herbert et al., 2015]. Herbert et al. [2015] calculate $W_{prop}$ for the same physical accretion experiment simulated here (E240) from the change in force measured on the backwall and the distance over which the force drop occurs; in a sandpack of 16 mm thickness, $W_{prop}$ is 104±60 mJ/m$^2$ [Herbert et al., 2015]. To compare our numerical calculations of $W_{ext}$ to the physical estimates of $W_{prop}$, we scale our model displacement (0.5 mm) to the total displacement over which the faults develop (2 mm), and assume that $W_{ext}$ scales linearly for the development of the first forethrust-backthrust pair. Incremental loading of the numerical wedge that contains the observed geometry of the backthrust and forethrust in the first stage of faulting (Fig. 2.9, system 3) reveals that $W_{ext}$ increases approximately linearly after the loading increment in which slip occurs along the complete length of both faults ($R^2=0.989$, supp. Fig. 2.4). Although frictional slip is inelastic and may account for the deviance from purely linear, its small influence in these models suggests that $W_{ext}$ may be linearly approximated.

In the numerical simulations of this experiment, the $\Delta W_{ext}/\Delta A$ due to the development of the first forethrust-backthrust pair is approximately 20 mJ/m$^2$ for 0.5 mm of moving...
wall displacement. For the minimum and maximum of the observed displacement range (1.903 mm, 2.409 mm), the derived values of $\Delta W_{ex}/\Delta A$ scale to 76.12 mJ/m$^2$ and 96.36 mJ/m$^2$, respectively, for experiment E240. These scaled estimates yield similar magnitudes to the $W_{prop}/\Delta A$ estimated from external force for this experiment (104±60 mJ/m$^2$) [Herbert et al., 2015]. As expected, these values for fault growth in dry sand are orders of magnitude lower than $W_{prop}$ estimates for crustal faults [e.g., Chester et al., 2005; Wilson et al., 2005; Pittarello et al., 2008]. The consistency of these results, as well as the agreement between the predicted and observed thrust geometry, and the numerical and physical fault slip distribution, indicates that these numerical accretion simulations closely represent deformation of the physical wedge, which facilitate the calculation of work done within the system and so provides insight into the processes that control fault evolution.

2.7. Conclusions

The planar through-going fault configurations that produce the largest changes in external work per new fault area, $\Delta W_{ex}/\Delta A$, within simulations of two stages of a physical sandbox accretion experiment closely match the observed geometries of new forethrust-backthrust pairs in the two simulated stages. At the position of the observed thrusts, the dips of the most efficient backthrust and forethrust match within 4º of the observed dips, and consistently more closely match the observed orientation than the planes with maximum Coulomb stress. Fault planes that maximize the average Coulomb stress along the faults at the position of the observed thrusts more closely match the dip of the most efficient thrusts and the observed thrusts. For both stages of faulting, the
ranges of highly efficient forethrusts overlap the region of high shear strain along the observed forethrusts. In the first stage of faulting, the geometry of the highly efficient backthrust overlaps the observed thrust when the numerical wedge contains a pre-existing forethrust. The match of the backthrust prediction in simulations that include a pre-existing forethrust, and the strain evolution of the physical experiment, revealed with digital image correlation (Fig. 2.1), suggest that forethrust development precedes backthrust growth in the first stage of faulting. Using work optimization to assess the order of thrust development may provide additional insight into the mechanics of frontal accretion thrust vergence, which could indicate the likelihood of shallow megathrust rupture [Cubas et al., 2016]. The elevated $\Delta W_{ext}/\Delta A$ due to the propagation of the first backthrust-forethrust pair, as compared to the second pair, indicates that if pre-existing thrusts continue to slip, the propagation of new thrusts may lead to increasingly smaller gains in efficiency relative to new fault area as the accretionary wedge evolves. The similar estimates of experimental $W_{prop}/\Delta A$ and numerical $\Delta W_{ext}/\Delta A$, and similar evolution of experimental force drops and numerical $\Delta W_{ext}$ due to fault development suggest that analysis of evolving work budget components may be exacted with confidence in both numerical and physical experiments. In this contribution, integrating these methodologies enabled the comparison of predictions of work minimization and Coulomb stress with the observed, physical faults. These comparisons provide additional support to the concept that tectonic systems evolve in order to minimize the total work of the system. Furthermore, tracking the individual and evolving components of the total system work budget lends detailed insight into the primary deformation mechanisms controlling system efficiency. In these simulations, the energy expended in frictional slip
and off-fault deformation controls the efficiency of the system. This analysis suggests that field observations of the distribution and magnitude of energy expended in frictional slip (i.e., pseudotachylite, silica gel) or internal host rock deformation (i.e., calcite twinning, grain boundary migration) could be used to quantify the efficiency of a tectonic environment, and perhaps to predict the growth and interaction of faults within crustal systems.

Acknowledgements

This work was supported in part by two Geological Society of America student research grants, an International Association of Mathematical Geologists Computers & Geosciences student research grant to JM, as well as a National Science Foundation grant EAR-1019747 to MC. All data used are listed in the references, tables and supplements.
2.8. Figures

Figure 2.1

Strain localization revealed by DIC analysis of physical experiment. Horizontal incremental displacement field (mm) calculated from DIC increments immediately before (A), immediately after (B), and shortly after (C) first backthrust-forethrust pair is observed. Horizontal incremental displacement field calculated in DIC increments immediately before (D), immediately after (E), and shortly after (F) second backthrust-forethrust pair is observed. Curl (rad/5s) field (G-L) derived from incremental displacement fields. Black lines show numerical model boundaries. After both stages of new thrust pair development, the forethrust has more localized strain than the backthrust, which is shown by elevated curl.
Boundary conditions of models determined from DIC of physical experiment. Horizontal incremental displacement field immediately preceding development of first (A) and second (B) backthrust-forethrust pair. Horizontal black line shows location of transect that samples displacement field near physical detachment. Vertical incremental displacement field immediately preceding development of first (C) and second (D) backthrust-forethrust pair. Horizontal and vertical incremental displacements along transect near base of physical experiment for first (E) and second (F) stages of faulting. Blue dots show raw displacements calculated with DIC analysis. Red dots show displacements after median filter performed. Dark blue lines show smoothed displacements. Light blue lines show filtered, smoothed, scaled displacements, in which the maximum horizontal displacement is 0.5 mm. Numerical model boundaries and loading conditions for first (G) and second (H) stages of faulting. Coordinate system of loading conditions is relative to boundary elements, and shown with gray arrows (G). Horizontal displacement field within numerical simulations of first (I) and second (J) stages of faulting. Rightward displacements are positive. Vertical displacement field within numerical simulations of first (K) and second (L) stages of faulting. Upward displacements are positive.
Results of work optimization search for geometry of pair. A) First and B) second forethrust-backthrust pair to develop in wedge. A-B) Change in external work divided by new fault area, $\Delta W_{\text{ext}}/\Delta A$, for all geometries. Large $\Delta W_{\text{ext}}/\Delta A$ indicates that added faults increase the efficiency of the system. Black circles indicate most efficient backthrust and forethrust geometries. Black contour lines show 10% increments of $\Delta W_{\text{ext}}/\Delta A$ relative to $\Delta W_{\text{ext}}/\Delta A$ of the most efficient backthrust or forethrust. $\Delta W_{\text{ext}}/\Delta A$ of optimal backthrust and forethrust in second stage are lower than $\Delta W_{\text{ext}}/\Delta A$ of optimal thrusts in first stage. The larger range of positions that produces $>90\%$ $\Delta W_{\text{ext}}/\Delta A$ of the optimal forethrust in second stage compared to the first stage suggests a reduced sensitivity of $\Delta W_{\text{ext}}/\Delta A$ to position in the second stage.
Figure 2.4

Comparison of observed thrusts to efficient thrusts. A-B) First and (C-D) second stages of faulting. Regions of high curl indicate enhanced rotation of sand grains, and localization of shear strain along faults. A, C) Location of most efficient backthrust (thickest line), extent of backthrusts that produce >90% of the maximum $\Delta W_{ext}/\Delta A$ (thinner lines), and extent of backthrusts that produce >80% of the maximum $\Delta W_{ext}/\Delta A$ (thinnest lines). B, D) Locations of efficient forethrusts. The backthrust geometries that produce >80% of the maximum $\Delta W_{ext}/\Delta A$ overlap regions of high curl along the observed backthrust in the first and second stages of faulting (B,D). The forethrust geometries that produce >90% of the maximum $\Delta W_{ext}/\Delta A$ overlap regions of high curl along the observed forethrust in the first and second stages of faulting (B,D).
Figure 2.5

Comparison of work optimization and Coulomb predictions. A-D) First and (E-F) second stages of faulting. A, E) Coulomb stress along planar faults at the observed location. B, F) Orientation of planar faults vs. maximum and average Coulomb stress along faults. Black vertical lines indicate observed orientations of backthrust and forethrust. Gray rectangles indicate extent of relatively high curl surrounding observed thrusts. Circles show maximum Coulomb stress of elements of planar fault at each orientation. Squares show average Coulomb stress of elements of planar fault at each orientation. Black circle and square indicates maximum of the maximum Coulomb stress and of the average Coulomb stress, respectively. C) Gain in efficiency, $\Delta W_{ext} / \Delta A$, produced by faults with various orientations at the position of the first observed backthrust-forethrust pair (65 mm). Black triangles indicate ends of optimal thrusts. Dashed lines show approximate geometry of observed thrusts. D) Orientation of faults at 65 mm from backwall vs. $\Delta W_{ext} / \Delta A$. G) Gain in efficiency, $\Delta W_{ext} / \Delta A$, produced by faults with various orientations at the observed position of the second backthrust-forethrust pair (114 mm). H) Orientation of faults at 114 mm from backwall vs. $\Delta W_{ext} / \Delta A$. 
Figure 2.6

Work optimization search after first forethrust develops. A-C) Development of loading conditions for numerical wedges that represent immediately after the first forethrust develops. Format and notation identical to Fig. 2.2. D) Results of work optimization search for geometry of first backthrust, after first forethrust forms. Format and notation identical to Fig. 2.3. Contour intervals of $\Delta W_{ext}/\Delta A$ are not shown here for the sake of clarity. The 90% and 80% contour intervals only include fault geometries at 65 mm. E) Comparison of predicted and observed geometries of backthrust. Gray line shows pre-existing forethrust included in the model, otherwise the format is identical to Fig. 2.4. Fault geometries that produce >90% $\Delta W_{ext}/\Delta A$ of optimal backthrust completely overlap observed backthrust. These backthrusts share a common root with the pre-existing forethrust in the model.
Figure 2.7

Coulomb predictions after first forethrust develops. Comparison of predictions of work optimization and Coulomb failure planes for first stage of faulting that includes the new forethrust. Format and notation is identical to Fig. 2.4. D) Backthrust orientations that produce $>90\% \Delta W_{ext}/\Delta A$ of the maximum are shown with gray triangles, and include the observed orientation of $45^\circ$. 

![Diagram showing Coulomb stress and $\Delta W_{ext}/\Delta A$](image-url)
Figure 2.8

Stages of wedge development with fault slip in numerical wedges. Stages of wedge development include backthrust and forethrust geometries that represent the observed thrust geometries. A-E) Systems 0-3 represent the first stage of faulting, and use the displacements observed immediately before the first thrusts develop (DIC increment 15, \( \sim 10 \) mm cumulative backwall displacement), and immediately after the first thrusts develop (system 4, DIC increment 16, \( \sim 11 \) mm cumulative backwall displacement). F-J) Systems 5-9 represent the second stage of faulting, immediately before thrusts in the second new pair develop (5-8, DIC increment 47, \( \sim 45 \) mm cumulative backwall displacement), and immediately after the thrusts develop (9, DIC increment 48, \( \sim 46 \) mm cumulative backwall displacement).
Figure 2.9

Evolution of efficiency. $W_{\text{ext}}$ (A), gain in efficiency relative to newly propagated fault, $\Delta W_{\text{ext}}/\Delta A$ (B), and evolution of internal work ($W_{\text{int}}$), frictional work ($W_{\text{fric}}$) and gravitational work ($W_{\text{grav}}$) (C) for various stages of wedge development shown in systems in Fig. 2.8.
Figure 2.10

Evolution of work budget and backwall force. Evolution of internal work ($W_{int}$), frictional work ($W_{fric}$) and gravitational work ($W_{grav}$) for stages of wedge development with force curve measured throughout physical accretion experiment E240. Consistent with the larger $\Delta W_{ext}$ produced by the development of the first pair relative to the second pair, the drop in force associated with the development of the first pair is larger than the drop associated with the second pair. Consistent with the increase in $W_{ext}$ from system 4 to system 5, the force gradually rises following the development of the first pair to the second pair.
Figure 2.11

Strain energy density (SED) in numerical wedges. SED produced in numerical wedges representing first (A) and second (B) stage of faulting. White lines indicate geometries of most efficient forethrust (thickest line), forethrusts that produce >90% of maximum forethrust $\Delta W_{ext}/\Delta A$ (thinner lines), and forethrusts that produce >80% of maximum forethrust $\Delta W_{ext}/\Delta A$. C) Horizontal and vertical displacements applied to base of numerical wedges. Region of high SED is more localized in first stage than region in second stage. Range of predicted positions of efficient forethrust geometries is smaller in first stage. Gradient in applied horizontal displacements is larger in first stage than in second stage near the position where the observed thrusts develop.
2.9. Table

Table 2.1

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson’s ratio</td>
<td>0.2</td>
</tr>
<tr>
<td>Young’s modulus</td>
<td>0.25 MPa</td>
</tr>
<tr>
<td>Mode-I fracture toughness</td>
<td>2.5 MPa*m^{1/2}</td>
</tr>
<tr>
<td>Density</td>
<td>1700 kg/m^3</td>
</tr>
<tr>
<td>Cohesion</td>
<td>0 MPa</td>
</tr>
<tr>
<td>Static friction coefficient</td>
<td>0.65</td>
</tr>
<tr>
<td>Dynamic friction coefficient</td>
<td>0.17</td>
</tr>
<tr>
<td>Slip-weakening distance</td>
<td>0.25 mm</td>
</tr>
</tbody>
</table>

Intact and fault properties used in numerical models. Intact properties are representative of CV32 sand used at UCP [Herbert et al., 2015; Maillot, 2013]. Poisson’s ratio value is typical for dry sand [e.g., Lambe and Whitman, 1969]. Sandpacks constructed with UCP sedimentation device produce uniform sandpacks with density of 1700 kg/m^3 [Cubas et al., 2010; Maillot, 2013]. Young’s modulus is calculated from force measurements on backwall of experimental device [Herbert, 2014]. Casagrande shear box tests determine an intact coefficient of friction of 0.96 and dynamic friction of 0.72 [Maillot, 2013]. Friction coefficients slightly below these values are used in order to represent failure along more evolved failure surfaces that include sand grains that are more favorably aligned for slip. The chosen slip-weakening distance matches the median diameter of the CV32 sand grains.
2.10. Supplemental information

Supplemental Figure S.2.1

Observed planar thrust geometries. Planar geometries used to compare physical and numerical results derived from incremental curl field of experiment in the first (A-B) and second (C-D) stages of faulting. Median reported position and dip of observed thrusts shown in solid white lines. Thrust geometries produced by range of observed dips (A, C) and positions (B, D) shown in dashed white lines. Range of observed dips derived from maintaining the median position and increasing or decreasing the dip. Range of observed positions derived from maintaining the median dip and increasing or decreasing the position. Range of observed geometries is reported, rather than one position and dip for each thrust, because regions of high curl (shear strain) in the experiment are not perfectly planar, nor sufficiently localized, so that regions of high curl persist in regions surrounding the thrusts.
Supplemental Figure S.2.2

Condition numbers of models. Condition numbers for models analyzed in search for optimal geometry in the first stage of faulting (A), second stage of faulting (E), and first stage of faulting after forethrust develops (I). Low condition numbers indicate robust, reliable numerical results. White circles indicate the most efficient systems. Models with backthrusts often have high condition numbers because the intersection of the upper tip of the backthrust with the wedge topography produces irregular element sizes and/or closely spaced element nodes. Histogram of condition numbers for models in first stage of faulting (B), second stage of faulting (F) and first stage of faulting after forethrust develops (J). Models with anomalously high condition numbers that exceed 125% of the condition number mode are removed from the search for the most efficient thrust geometry. Un-interpolated results of work optimization search for geometry of first (C) and second (G) forethrust-backthrust pair to develop in wedge, and geometry of first backthrust to develop after forethrust forms (K). White squares reveal models with relatively high condition numbers. D, H, L) Results with interpolated values of $\Delta W_{\text{ext}}/\Delta A$. The most efficient thrust geometries are identified from the un-interpolated data.

Small differences between models, including the irregular spacing of element nodes at the intersection of faults to the model boundaries, influence the robustness of the solution found when Fric2D inverts the influence coefficient matrix, which relates the displacements and tractions of each element on every other element in the model [Cooke and Pollard, 1997]. To assess the reliability of the model inversion, we compare the condition number, which is the product of the norm of the influence coefficient matrix and the norm of its inverse for the numerical wedges assessed in the analysis of each stage of faulting. Condition numbers reveal the sensitivity of a solution to perturbations in the system. When the condition number of a model is 125% higher than the mode of the condition numbers for that stage of faulting, we do not report the results and instead interpolate values of $\Delta W_{\text{ext}}/\Delta A$ from similar geometries to approximate the efficiency of this system following the interpolation methodology of Errico [2008].
Supplemental Figure S.2.2
Supplemental Figure S.2.3

Properties dominating work budget components. A) Frictional work calculated from slip along faults. B) Internal work may be calculated from strain energy density (SED) field. C) Gravitational work calculated with uplift. Slip along thrusts in system 1 and 2 appear similar to slip along thrusts in system 3, indicating that the presence of one thrust does not strongly control slip along the other thrust when the applied displacements simulate immediately before the first pair forms (DIC 15). When the applied displacements simulate the wedge immediately after the pair forms (system 4, DIC 16), slip increases on both thrusts. This pattern of slip distribution along the new thrusts occurs in the second stage of faulting as well: the slip distribution along the backthrust and forethrust are relatively similar with (system 8) or without (system 6 and 7) the other thrust, when the displacements represent the wedge before the new pair forms, and slip is promoted on the new thrust pair when the displacements represent the wedge after the new pair has formed. The SED field produced by the addition of the first forethrust (system 2) is very similar to the SED field of the wedge with both thrusts (system 3 and system 4), whereas the SED field of the wedge with only the backthrust (system 1) looks more similar to the pre-faulted wedge (system 0). These changes in the SED field are captured in the evolution of internal work, which decreases by a greater degree due to forethrust development than backthrust development (Fig. 8). When the applied displacements simulate DIC 16 (system 4), the region of high SED near the base of the forethrust present in system 3 shrinks. This reduction in internal strain is mirrored in the larger reduction of internal work in system 4 than system 3 (Fig. 8). In contrast to the relatively weak influence of the other thrust on fault slip, in the second stage of faulting, the thrust pair (system 8 and 9) shrinks the regions of high SED present without the new thrusts (system 5) to a greater extent than the addition of either the backthrust or forethrust. This shrinkage in high SED is revealed in the work budget as the greater decrease in internal work due to the addition of the pair compared to the reduced decrease in internal work due to backthrust or forethrust propagation. In the first stage of faulting, an increasing amount of uplift is accommodated by the addition of each thrust, thrust pair, and updating of the applied displacements. The progressive increase in gravitational work captures this evolving uplift field. In this stage, backthrust propagation produces a more pronounced change in the uplift than in the SED field. In particular, the SED field of system 1 appears relatively similar to system 0, whereas the uplift field of system 1 shows distinct changes in magnitude and distribution from system 0. Although the change in uplift due to backthrust propagation is more pronounced than the change in SED within this representation, the signal of the change in uplift within the work budget (i.e., the change in gravitation work) is smaller than the signal of the change in SED (i.e., the change in internal work). For the second stage, similar to the relatively small changes in slip produced by the addition of the other thrust in the pair (systems 6-8), the changes in the uplift field following the addition of both thrusts appear relatively similar to the uplift field following the addition of a single pair. After updating the applied displacements, uplift is reduced in the triangle zone between the first pair, and increased in the zone between the second pair. This shift in the uplift nucleus reduces the total gravitational work, increasing the mechanical efficiency of the system.
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External work with multiple loading steps. A) External work at each stage of loading of the numerical wedge with the observed geometry of the backthrust-forethrust pair in the first stage of faulting (Fig. 9, system 3). $W_{ext}$ increases approximately linearly throughout the loading steps when slip occurs along the entire length of both faults (steps 5-10), with a linear line of best fit where $R^2=0.9988$. B) Slip along faults for each loading step. Steps 5-10 are the loading increments in which significant slip occurs along the full length of both faults. In steps 1-4, slip does not occur on some portions of the faults.
CHAPTER 3
SYNTHESIZING NUMERICAL AND PHYSICAL EXPERIMENTS TO
CONSTRAIN THE EVOLVING DEFORMATIONAL ENERGY BUDGET OF
ACCRETIONARY FAULTING

3.1. Abstract

Tracking the evolution of deformational energy partitioning within accretionary systems provides insight into the driving mechanisms that control fault development. To quantify the impact of these mechanisms on fault development, we constrain energy budget components with the development of the first thrust fault pair in physical dry sand accretion experiments, and in numerical simulations of snapshots of the physical experiments. To assess the impact of detachment strength on fault development and the energy budget, we track energy budget components in experiments that include and exclude a basal layer of glass beads. To correct for the influence of sidewall friction drag on the calculated energy budget components, we synthesize observations from experiments with opposing apparatus configurations. To identify the effective elastic moduli and friction coefficients of both the detachment and thrust faults that enable the numerical simulations to reproduce the deformation observed in the physical experiments, we perform a misfit analysis that minimizes the difference between both the force exerted on the backwall, and the extent of the slipping portion of the detachment fault in the numerical and physical experiments. The evolving energy budgets of the numerical wedges indicate that fault development increases the total system efficiency by reducing the energy expended in pervasive off-fault deformation. Although fault development increases the work done against frictional slip and the work expended in
uplift against gravity, the reduction in the energy consumed in internal deformation is greater than the increase in frictional work and gravitational work. Similar to the numerical simulations, in the physical experiments, thrust faulting increases the gravitational and frictional work while reducing the external work. Following the conservation of energy, these trends indicate that internal work should decrease due to thrust fault development. In contrast, the estimates of incremental internal work in the physical experiments suggest that internal work increases consistently throughout each experiment. Spurious noise in the displacement fields calculated from DIC likely contributes to this unexpected result. The rate of increase in physical internal work decreases following thrust fault development. The agreement of the work budget components in the physical experiments and numerical wedges suggests that the numerical models closely capture the uplift, fault slip and distributed off-fault deformation produced in the physical experiments. Low slip on the backthrust in the physical experiments including the glass bead layer suppresses the decrease in external work and increase in frictional work due to fault development compared to the experiments excluding the glass bead layer. Comparison of the work budget of numerical simulations representing the sides of the physical experiments to the simulations representing the center of the experiments suggests that physical work components calculated from the incremental displacement fields of the sides of the sandpack, including the frictional, gravitational, and internal work, may underestimate the work done within the center of the wedge. The shallower thrust dips on the sides of the apparatus may produce lower estimates of frictional and gravitational work than the work done within the center of the wedge, where the thrust dips are steeper.
3.2. Introduction

In accretionary prisms, margin-perpendicular convergence produces diffuse compaction until strain localizes into discrete frontal thrust faults. Following thrust development, convergence promotes slip on preexisting faults and triggers new fault propagation. Constraining the factors that control the transition from diffuse compaction to discrete slip, and from preexisting slip to fault propagation is critical to understanding fault development and interaction in accretionary systems.

The relatively inaccessible tectonic setting of crustal accretionary wedges enhances the need for scaled, quantitatively monitored physical experiments, and carefully calibrated numerical simulations in understanding the evolution of faulting in accretionary systems. Similarity in accretion deformation inferred or observed with these different approaches lends confidence to the corresponding predictions [e.g., Bui ter et al., 2016].

Previous studies suggest that understanding the energetic tradeoffs between fault development and other deformation mechanisms, such as pervasive internal strain, can help predict the timing and geometry of new frontal accretion thrust faults [e.g., Del Castello and Cooke, 2007; McBeck et al., in rev.]. Constraining the energy available for creating new fault surfaces suggests that new frontal accretion faults may only develop when the system has stored sufficient energy available for fault growth [Del Castello and Cooke, 2007]. Estimating the work consumed in fault propagation in physical accretion experiments indicates that this component of the work budget depends on material properties as well as the overburden stress [Herbert et al., 2015]. These and other efforts
demonstrate the powerful insights provided by assessing fault development and interaction using energy criteria [e.g., Masek and Duncan, 1988; Hardy et al., 1998; Burbidge and Braun, 2002; Cubas et al., 2008; Marshall et al., 2010; Dempsey et al., 2012; Mary et al., 2013; Yagupsky et al., 2014; Cooke and Madden, 2014; McBeck et al., 2016]. However, the attempts to quantify the energy budget of physical accretion experiments have thus far focused on one component of the energy budget [Herbert et al., 2015]. In addition, the efforts to derive the components of the complete energy budget in numerical wedges use simulations representing the sides of physical accretion experiments observed through the sidewalls [Del Castello and Cooke, 2007; McBeck et al., in rev.], which may suffer from the influence of sidewall friction. Moreover, these numerical modeling efforts focus on physical accretionary wedges composed entirely of dry sand.

Building from the analysis of the energy required to propagate new thrust faults in a physical accretion experiment [Herbert et al., 2015], and the evolution of the complete work budget in numerical simulations of physical experiments [Del Castello and Cooke, 2007; McBeck et al., in rev.], we track the complete work budget from the onset of displacement to the formation of the first thrust pair throughout four physical accretion experiments performed at the University of Cergy-Pontoise (UCP). Digital image correlation (DIC) and backwall force measurements enable estimation of the energy expended in uplift against gravity, work done against frictional slip, energy consumed in pervasive off-fault deformation and total external work done in the physical accretion experiments. These quantitative observations also provide constraints on the stress-strain relationship of the physical accretion wedges, which we use to estimate the effective
elastic moduli of the wedges. To assess the impact of detachment strength on energy partitioning, we track the energy budget in physical experiments that include and exclude a basal layer of glass beads. Sliding of the sandpack sides against the apparatus sidewalls exerts shear stresses perpendicular to thrust strike that produce changes in the fault geometry closer to the sidewalls. To remove the influence of sidewall friction on the estimates of work budget components in the physical experiments and numerical simulations, we perform experiments with opposing apparatus configurations.

The rich data gathered throughout the physical experiments enable the robust development of numerical simulations of stages of the physical experiments. To constrain the effective elastic modulus and the friction coefficients of the detachment and thrust faults in the numerical wedges, we exact a misfit analysis that minimizes the differences in both in the normal force exerted on the physical and numerical backwall, and the length of the active detachment preceding faulting. The misfit analysis constrains the appropriate numerical parameters within the ranges of laboratory measurements, minimizing differences between the numerical and physical wedges due to the prescribed value of the material or fault property. Using the resulting elastic moduli and friction coefficients, we track the components of the energy budget in numerical simulations representing potential cross sections of the center, as well as the sides of the physical experiments observed through the glass sidewalls. We assess differences in the evolving work budget within the center and on the sides of the sandpack to gain a more complete understanding of the evolving system efficiency throughout the volume of the physical accretion experiment. Tracking the work budget only within the center or on one side may provide a biased representation of the overall system efficiency if the thrust fault
geometry changes significantly along strike. The evolving energy budget provides insights into how fault development contributes to the evolving efficiency of the system, and how energy partitioning between deformation mechanisms improves our understanding of strain localization and fault development.

3.3. Background

Here, we discuss the evolution of accretion deformation inferred from field observations, physical analog experiments and numerical simulations. We discuss efforts to understand the behavior of accretionary systems using energy criteria with these approaches.

3.3.1. Onset of strain localization in accretionary systems

Field evidence, physical experiments and numerical simulations suggest that discrete faulting occurs after compaction has sufficiently strengthened the wedge so that strain concentrates along discrete thrusts [e.g., Koyi, 1995; Ghisetti et al., 2016]. The transition from diffuse volumetric contraction to localized strain may lend insight into the timing of new fault propagation at the front of accretionary prisms. Field observations suggest that internal, off-fault deformation within accretionary prisms, such as distributed microcracking and ductile deformation, produce diffuse thickening of strata that accommodates a significant proportion (30-40%) of total shortening [e.g., Lundberg & Moore, 1986; Morgan et al., 1994; Morgan & Karig, 1995; Moore et al., 2011]. Recent retro-deformations of seismic profiles from the central Hikurangi Margin suggest that macroscopic thrust faults and folds accommodate <50% of the margin-perpendicular
shortening due to plate convergence [Ghisetti et al., 2016]. Similarly, physical accretion experiments reveal distributed layer-parallel shortening prior to localization of slip on faults [e.g., Mulugeta & Koyi, 1992; Koyi, 1995].

High-temporal resolution experiments capture the initial stages of fault development in physical accretionary wedges. Displacement fields of the sides of physical wedges indicate that short-lived shear bands episodically develop until strain localizes onto a single frontal forethrust [e.g., Bernard et al., 2007; Dotare et al., 2016]. These shear bands form near the tip of the detachment, in the region where the frontal forethrust ultimately develops [Bernard et al., 2007; Dotare et al., 2016]. Incremental displacement fields of a UCP physical wedge reveal that preceding frontal thrust development, slip along the detachment accompanies horizontal compaction within the wedge, which then promotes forethrust development above the detachment tip [McBeck et al., in rev.]. When the curl of the incremental displacement field first reveals localized slip on the forethrust, the curl field remains diffuse in the region where the backthrust forms, suggesting that the forethrust has more slip than the emerging backthrust at this early stage of the experiment.

Seismic imaging of crustal accretion prisms suggests that the partitioning of slip between forethrusts and backthrusts in crustal settings may be similar to the partitioning observed in physical experiments. The majority of tectonic accretionary prisms grow via forward accretion along forethrusts [e.g. Von Huene and Scholl, 1991; Morgan and Karig, 1995; Gutscher et al., 1998], whereas seismic imaging has revealed accretion via backthrust propagation in only a few prisms [e.g. McKay et al., 1992; Adam et al., 2004; Singh et al., 2010]. The correlation of backthrusts within the Cascadia margin with
regions of high rates of glacial sediment input from the Columbia and Frazer rivers led to the postulation that low detachment strength in the southern Washington and northern Oregon portion of Cascadia may drive the development of accretionary backthrusts rather than forethrusts [Seely, 1977; Byrne et al., 1993; MacKay, 1995].

Following the Coulomb failure criteria, diminishing detachment strength should promote slip on backthrusts because as the detachment weakens, the orientation of maximum compression approaches the dip of the detachment [e.g., MacKay, 1995]. This shift of maximum compression from oblique to subparallel to the detachment dip decreases the backthrust dip predicted by Coulomb shear failure criteria. This decrease in backthrust dip allows the backthrust to accommodate a larger portion of horizontal shortening, increasing slip. However, the majority of physical analog experiments that include a weak basal layer simulating low detachment strength accrete material through the development of forethrusts [e.g., Huiqi et al., 1992; Lallemand et al., 1994; Cruz et al., 2010]. The physical accretion experiments that provide exceptions to this trend, in which in-sequence backthrusts accommodate convergence, simulate weaker detachments with silicone putty [Bonini, 2007], whereas the physical experiments that do not produce in-sequence backthrusts use low friction granular material.

A benchmark study of eleven numerical codes reveals that accretion deformation produced in numerical accretion simulations closely match deformation observed in physical experiments [Buiter et al., 2016]. In the eight codes that participated in the benchmark experiment of long-term accretion evolution, deformation initiates as a thrust pair near the mobile wall (backwall) [Buiter et al., 2016]. In two of the eight simulations, the forethrust has more slip than the backthrust in the initial thrust pair, consistent with
the higher slip along the forethrust observed in a physical UCP experiment [McBeck et al., in rev.]. After the formation of the first thrust pair, deformation continues with forethrust propagation, or in-sequence thrust pair development, or a combination of these styles [Buiter et al., 2016]. Similar to episodic shear band development observed in physical experiments [e.g., Bernard et al., 2007; Dotare et al., 2016], in the numerical simulations, incipient shear zones form and sometimes fade without fully localizing into discrete thrust faults [Buiter et al., 2016]. The similarity in incipient strain localization from shear bands to discrete thrusts, and enhanced slip along the forethrust relative to the backthrust in the numerical simulations and physical experiments suggests that numerical approximations of physical accretion wedges capture the mechanics that control fault initiation and thrust slip partitioning.

3.3.2. Energy budget of accretionary systems

Recent investigations of fracture propagation and interaction in accretionary systems indicate that tracking the evolution of various components of the work budget of a deforming fault system sheds insight into mechanics that control fault development [e.g., Del Castello and Cooke, 2007; Dempsey et al., 2012; Cooke and Madden, 2014; Herbert et al., 2015; McBeck et al., in rev.]. The energy budget of a deforming fault system includes the internal work of deformation, \( W_{\text{int}} \), the work of uplift against gravity, \( W_{\text{grav}} \), the work done against frictional sliding along fractures, \( W_{\text{fric}} \), the work required to create new fracture surfaces, \( W_{\text{prop}} \), and the work released as seismic energy, \( W_{\text{seis}} \).

The components of the work budget may be calculated using the principle that work equals force applied through a distance [e.g., Cooke and Madden, 2014]. The total
external work is the area under the force-displacement curve from the onset of loading to the particular stage of interest. Assuming a linear loading path, the external work of the system may be calculated directly from the shear tractions and displacements, \( \tau \) and \( u_s \), and normal tractions and displacements, \( \sigma_n \) and \( u_n \), integrated along the boundaries of the system, \( B \), as

\[
W_{ext} = \frac{1}{2} \oint_B (\tau u_s + \sigma_n u_n) dB
\]

Eq. 3.1

The factor of \( \frac{1}{2} \) assumes that the system responds linearly, so that an increase in applied boundary displacements (or tractions) produces a proportional increase in tractions (or displacements). If the system does not respond linearly, then the total loading of the system should be applied in multiple loading steps, and the \( W_{ext} \) done in each loading step must be summed to constrain the total \( W_{ext} \). In a linear elastic system, the total \( W_{ext} \) calculated by integrating over multiple loading steps equals the total \( W_{ext} \) calculated using the factor of \( \frac{1}{2} \). In a system with frictional sliding faults, the behavior of the system may not be perfectly linear because frictional slip is path dependent. The non-linear trend of physical force-displacement curves [e.g., Herbert et al., 2015] reveal the deviation from linear behavior due to the development of thrust faults, and frictional slip on these faults.

The work of internal deformation surrounding faults, \( W_{int} \), may be calculated from the integral of strain energy density as in a two-dimensional numerical model, in x-y space,

\[
W_{int} = \frac{1}{2} \iint \sigma_{xx} \varepsilon_{xx} + \sigma_{yy} \varepsilon_{yy} + \sigma_{xy} \varepsilon_{xy} \, dx \, dy
\]

Eq. 3.2
$W_{\text{int}}$ calculates the energy of elastic strain, but may also provide an energy source for inelastic processes within physical experiments and the crust.

The work of uplift against gravity, $W_{\text{grav}}$, is a function of the depth of each specified point in the model, $d$, the upward displacement at each point, $U_y$, the acceleration due to gravity, $g$, and the density of the material, $\rho$, where $x$ and $y$ are the horizontal and vertical positions and directions,

$$W_{\text{grav}} = \iiint \rho g dU_y \, dx \, dy \quad \text{Eq. 3.3}$$

The contribution of $W_{\text{grav}}$ at each specified point is integrated over the column of material overriding the point, which is a rectangle with a height $dy$ and width $dx$. The depth to the point is $dy$, and the horizontal spacing between specified points is $dx$. Contractional systems will produce a net positive $W_{\text{grav}}$ and extensional systems will produce a net negative $W_{\text{grav}}$ [Cooke and Madden, 2014; Dempsey et al., 2012]. The sum of $W_{\text{grav}}$ and $W_{\text{int}}$ is the mechanical work done in the system, which is reversible.

Frictional work, $W_{\text{fric}}$, is the work of fault slip against friction [e.g., Cooke and Madden, 2014]. $W_{\text{fric}}$ along a single fault segment may be calculated from the shear stress along a fault during sliding, $\tau$, the slip along the fault, $s$, and the area of the fault that slipped. In this two-dimensional plane-strain formulation, we consider the fault to have one unit dimension in and out of the plane so that fault area is the two-dimensional length of the fault, $L$. In one loading increment of a numerical model, the work consumed in frictional sliding is integrated over the surface area of the slipped fault,
\[ W_{fric} = \frac{1}{2} \int \tau \, ds \, dL \]  

Eq. 3.4

The energy to grow a new fracture, \( W_{prop} \), is the energy consumed to produce new discontinuities within a material. The energy required to generate new fault surface, \( W_{prop} \), and the energy available for ground shaking, \( W_{seis} \), depend on the shear stress drop, and the amount of slip, \( s \), relative to the slip weakening distance, which is the distance over which shear stress drops from its static to sliding value [Cooke and Madden, 2014]. When a fault has not slipped past the slip weakening distance, the energy available for \( W_{prop} \) and \( W_{seis} \) is fully expended as \( W_{prop} \). In this scenario, \( W_{prop} \) is

\[ W_{prop} = \phi \frac{1}{2} \Delta \tau \Delta s \, dL \]  

Eq. 3.5

where \( \Delta \tau \) is the shear stress drop \((\Delta \tau = \tau_0 - \tau)\), and \( \Delta s \) is the change in slip during the loading increment. When a fault slips beyond the slip weakening distance, the associated work is partitioned between \( W_{seis} \) and \( W_{prop} \), as

\[ W_{prop} = \phi \frac{1}{2} \Delta \tau s_L \, dL \]  

Eq. 3.6

\[ W_{seis} = \phi \frac{1}{2} \Delta \tau (\Delta s - s_L) \, dL \]  

Eq. 3.7

where \( s_L \) is the slip weakening distance.

Herbert et al. [2015] estimate \( W_{prop} \) for fault slip beyond the slip weakening distance in dry sand using force data from physical experiments of accretionary wedges. This
analysis indicates that both material properties and normal stress influence $W_{\text{prop}}$ and that relationship between normal stress, $\sigma_n$, and $W_{\text{prop}}$ is

$$W_{\text{prop}}\left(\frac{1}{m^2}\right) = 2.0 \times 10^{-4} (m) \sigma_n (\text{Pa}) \quad \text{Eq. 3.8}$$

For the physical accretion experiments used in this study, with a 4 cm thick sandpack, this relationship indicates that $W_{\text{prop}}A$ is 0.13 J/m$^2$ [Herbert et al., 2015]. For slip less than the slip-weakening distance of dry sand (2 mm), this value can be linearly scaled as $s/s_L$.

The sum of the components of the work budget equals the external work of the system:

$$W_{\text{ext}} = W_{\text{int}} + W_{\text{grav}} + W_{\text{fric}} + W_{\text{prop}} + W_{\text{seis}} \quad \text{Eq. 3.9}$$

Directly calculating $W_{\text{ext}}$ provides an alternative way to estimate work terms such as internal work, which are sensitive to sample errors near the stress singularities around fault tips in the numerical solution [Cooke and Madden, 2014]. When direct calculation of $W_{\text{int}}$ from numerical results is unreliable, $W_{\text{int}}$ can be estimated as

$$W_{\text{int}} = W_{\text{ext}} - (W_{\text{grav}} + W_{\text{fric}} + W_{\text{prop}} + W_{\text{seis}}) \quad \text{Eq. 3.10}$$

Quantifying the evolving energy budget of accretionary systems can help predict the spatiotemporal development of accretion faults [Del Castello and Cooke, 2007; McBeck...
et al., in rev.]. Del Castello and Cooke [2007] show that accretionary faults evolve to optimize the total work done in the system, even as individual components of the work budget increase. In these numerical accretion simulations, during underthrusting, $W_{\text{grav}}$, $W_{\text{int}}$ and $W_{\text{fric}}$ increase, which causes $W_{\text{ext}}$ to increase as well. The development of the forethrust increases $W_{\text{int}}$, but decreases $W_{\text{fric}}$ by a greater degree, which correspondingly decreases $W_{\text{ext}}$ [Del Castello and Cooke, 2007]. The development of the forethrust decreases $W_{\text{fric}}$ because the forethrust has less overburden thickness than the formerly active underthrust, which provides less resistance to frictional sliding [Del Castello and Cooke, 2007]. Del Castello and Cooke [2007] also propose that a fault will propagate only when the gain in efficiency exceeds the energetic cost ($W_{\text{prop}} + W_{\text{seis}}$) of propagating the fault.

Quantifying individual components of the work budget in physical analog experiments provides additional constraints on the impact of fault development on system efficiency. Comparison of the energy expended in the propagation of new fault area, $W_{\text{prop}}$, in UCP accretionary wedges with different thicknesses and built of different materials indicate that $W_{\text{prop}}$ is not only a material property, but also depends on normal stress [Herbert et al., 2015]. Fault propagation in thicker sandpacks requires larger $W_{\text{prop}}$ [Herbert et al., 2015]. Fault propagation in physical wedges built of material with lower frictional strength than dry quartz sand (glass beads) requires lower $W_{\text{prop}}$ [Herbert et al., 2015].

Following this approach, McBeck et al. [in rev.] calculate the components of the evolving energy budget in numerical simulations of stages of a UCP experiment immediately preceding and following the development of the first and second thrust pair.
Before any faults develop in the wedge, >90% of the total external work is done in internal deformation of the host material, $W_{\text{int}}$ [McBeck et al., in rev]. After the first thrust pair forms, $W_{\text{fric}}$ and $W_{\text{grav}}$ increase as $W_{\text{int}}$ decreases. The decrease in $W_{\text{int}}$ is larger than the increase in $W_{\text{fric}}+W_{\text{grav}}$, causing the total $W_{\text{ext}}$ of the system to decrease following fault development. Consistent with Del Castello and Cooke [2007], fault development leads to gains in overall efficiency ($W_{\text{ext}}$), as individual components of the energy budget increase ($W_{\text{grav}}$, $W_{\text{fric}}$).

3.4. **Methods of physical analysis**

Here, we describe the set up and quantitative post-processing of the physical accretion experiments. Then, we describe the method of constraining the effective elastic moduli of the physical wedges and the calculation of the work budget components using observations from the physical experiments.

3.4.1. **Design of physical experiments**

To gain insight into the impact of fault development on energy partitioning, we estimate components of the energy budget in four physical accretion experiments performed at the University of Cergy-Pontoise (UCP). In these experiments, an electric screw motor translates one wall of an experimental apparatus toward the other in order to contract the dry sand wedge. Throughout the duration of each experiment, three cameras capture photos of different views of the sandpack each second (Fig. 3.1, Fig. 3.2). One camera is positioned above the sandpack and takes photos of the top of the sandpack. Two other cameras are positioned to the sides of the apparatus and take photos through
both of the glass sidewalls of the sandpack cross section. The sets of photos gathered from the cameras allow three views of accretion deformation throughout the experiment (Fig. 3.1, Fig. 3.2). In addition, uniaxial strain gauges mounted on the backwall of the experimental apparatus record changes in normal force exerted on the backwall throughout the experiment. Previous physical experiments performed at UCP indicate that variations in normal force on the backwall occur coincident with fault development [e.g., Herbert et al., 2015; Souloumiac et al., 2012].

To construct the homogeneous sandpack, a sedimentation device, designed and built at UCP, sieves the sand two or three times before deposition [Maillot, 2013]. The sand deposition method strongly controls the frictional properties of the system, and thus how the sandpack accommodates strain [e.g., Krantz, 1991; Lohrmann et al., 2003; Maillot, 2013]. The UCP sedimentation device produces homogeneous, isotropic and dense sandpacks consisting of planar layers [Maillot, 2013].

In this study, we constrain the evolving work budget in four accretion experiments performed at UCP (Fig. 3.3). To investigate the impact of a weaker detachment on the evolution of the energy budget, two of the experiments include a 0.5 cm thick layer of glass beads, while the other two experiments do not include this layer. In the experiments including the basal glass bead layer, a 3.5 cm thick layer of CV32 sand overlies a 0.5 cm thick layer of glass beads. In the experiments excluding the glass bead layer, the initial rectangular sandpack is a 4 cm thick layer of sand. For both experiments, we add a protowedge of sand on top of the rectangular sandpack to concentrate deformation away from the backwall of the experimental apparatus. The protowedge slope is the angle of repose of the sand (30°), and the base of the protowedge is 10 cm long.
The two experiments that either include or exclude the glass bead layer are identical except for the configuration of the experimental apparatus, which we modify in order to remove the bias in experimental observations arising from sidewall friction [e.g., Souloumiac et al., 2012]. Frictional sliding of the sides of the sandpack along the glass sidewalls produces a net force vector that has a different direction depending on whether the base is fixed or moving [Souloumiac et al., 2012]. The drag of the sidewall produces a curvature in the strike of thrusts that is expected to be concave to the motor direction. The magnitude of the curvature in the thrust strike depends on the amount of lubricant applied to the glass sidewalls and base, and the proportion of the sandpack in contact with the base and in contact with the sidewalls [Souloumiac et al., 2012]. By switching the position of the backwall with respect to the motor, we can change the direction of the sidewall friction drag. By synthesizing observations from experiments with opposing sidewall friction force vector directions, we remove the bias in the experimental observations that arise from sidewall friction.

In two experiments (E373, E374), the glass base slides under the fixed backwall (Fig. 3.3A). In the other experiments (E375, E376), the glass base of the apparatus is fixed, and the screw motor pushes the backwall so that the sand slides over the stable glass base (Fig. 3.3B). In the remaining text, we will refer to the different configurations as the moving base (E373, E374) and moving backwall (E375, E376) experiments. The opposing apparatus configurations are expected to produce only minimal differences in the position of the thrusts with respect to the backwall at the sides of the experiment because the proportion of the area of the sandpack in contact with the sidewalls and in contact with the base is low (~8/100) in these experiments [Souloumiac et al., 2012].
Souloumiac et al. [2012] find that when this ratio is <0.1, the influence of sidewall friction produces negligible changes in the thrust geometry along-strike. Consequently, the opposing configurations are expected to produce minimal changes in the calculated work budget components.

3.4.2. Physical incremental displacement fields

To identify regions undergoing diffuse compaction and constrain the active fault geometry throughout each experiment, we use digital image correlation (DIC) to calculate the incremental displacement field of the top and sides of the sandpack (Fig. 3.2). For every two sequential photos, particle image velocimetry analysis determines the instantaneous displacement field at a grid of points through the DIC of pixel constellations [e.g., Adam et al., 2005; Hoth, 2005]. The incremental displacement fields aid identification of active thrusts because slip along thrusts produces sharp gradients in the displacement field (strain) (Fig. 3.2). Broad regions of incremental displacement gradients can indicate regions in the wedge undergoing diffuse compaction or distributed shear.

From the incremental displacement fields, we calculate the incremental curl fields of each of the views of the sandpack. The incremental curl field reveals rotation, and high rotation indicates localized slip along thrust faults. The curl field may be calculated from the incremental displacement (velocity) field, $U$, as the cross product of the gradient operator with $U$:

$$\nabla \times U = \left( \frac{\partial u_y}{\partial x} - \frac{\partial u_x}{\partial y} \right) \hat{z}$$

Eq. 3.11
3.4.3. Physical force measurements

To capture fluctuations in normal force exerted on the physical backwall throughout each experiment arising from strain hardening and softening of the sandpack, as well as the localization of deformation along discrete thrusts, we use 16 uniaxial strain gauges mounted on the backwall. Four plaques each containing four uniaxial strain gauges are connected in series so that the mean strain of the 16 sensors are reported (Fig. 3.4). Throughout each experiment, uniaxial strain is recorded each 0.1 second. Calibration of the strain gauges to known weights produces a linear ($R^2=0.99$) relationship of machine strain units to applied weights (Fig. 3.4). Following each experiment, the machine strain measurements are converted to weight using the relationship identified in the calibration.

In order to calculate the physical external work using the physical force data, we remove noise from the force data with a median filter. We use a median filter with 31 data points (0.031 mm increments of applied motor displacement) that removes noise without over-smoothing the peaks and troughs of the force curve.

3.4.4. Constraining effective elastic modulus with physical force

Although confined laboratory uniaxial tests indicate that the stiffness of aggregates of sand grains are hundreds of MPa [e.g., Klinkmuller et al., 2016], the effective elastic modulus of UCP physical accretionary wedges may differ from the confined laboratory measurements because the top boundary of the physical wedge is unconfined. The unconfined boundary of the physical wedge allows vertical deformation (uplift) of the sandpack that may result in effective elastic moduli that are lower than values found from
confined laboratory tests. In addition, empirical relationships of cone resistance to elastic modulus provide estimates of ~10-50 MPa for aggregates of sand [e.g., Robertson and Campanella, 1983; Baldi et al., 1981]. Because cone resistance tests are typically more confined than laboratory tests, estimates derived from these tests may be larger than the effective elastic modulus of UCP physical accretionary wedges.

To constrain the effective stiffness of the UCP physical wedges, we use measurements of the physical normal force exerted on the backwall and the incremental displacement fields of the sides of the sandpack. We consider the slope of the resulting stress-strain relationship at 50% of the peak stress as the effective elastic modulus of the physical wedge. We consider this parameter to represent the stiffness of physical UCP wedges, but we acknowledge that contracting aggregates of sand grains are not classical linear elastic systems. The estimates of effective stiffness of the UCP wedges provide an approximation of how the plastic deformation of compacting sand grain aggregates respond to applied contraction.

The applied backwall normal force has an unknown distribution across the height of the sandpack against the backwall. The area of the sandpack that exerts significant normal force on the backwall may range between the height of the rectangular sandpack thickness (4 cm) and the total height of the sandpack in contact with the backwall (9.5 cm). This difference can impact the compressive stresses calculated from force measurements. Consequently, we calculate the effective elastic moduli using a minimum (4 cm) and a maximum (8 cm) range of potential load-bearing height of the sandpack. In the moving base experiments, the potential load-bearing height is likely closer to the height of the rectangular sandpack (4 cm) because the motor displaces the glass wall that
is fixed to the moving base and is in contact with the 4 cm thick sandpack. In contrast, in the moving backwall experiments, the potential load-bearing height is likely closer to the height of the sandpack in contact with the backwall because the motor displaces the backwall directly in this configuration.

The incremental displacement fields of the sandpack sides constrain the incremental horizontal strain. To estimate the cumulative horizontal strain preceding the development of the thrust faults, we sum the incremental strain from the onset of displacement to the stress peak for each side of each experiment. We estimate the incremental strain using the incremental displacements, $U_x$, calculated through DIC, and the length of the compacting region within the sandpack, $L$. To identify the compacting region, we examine gradients in the horizontal displacement fields of the sandpack sides, which reveal horizontal compaction within the wedge. We calculate the incremental horizontal strain ($\Delta U_x/L$) done within the compacting region by finding $\Delta U_x$ as the difference between the maximum $U_x$ at one end of the compacting region and the maximum $U_x$ at the other end of the compacting region.

An alternative method of estimating the physical effective elastic modulus of the sandpack constrains the effective longitudinal strain at each increment from the applied motor displacement (supp. Fig. 3.1). Because the strain gauge arms flex and accommodate some strain as the motor displaces the base or backwall, the total effective horizontal displacement applied to the sandpack will be smaller than the applied motor displacement (supp. Fig. 3.1A). The magnitude of the strain gauge arm displacement depends on the force exerted on the backwall. Consequently, we can derive a linear relationship between an applied stress and the resulting strain gauge arm displacement.
(supp. Fig. 3.1B). To estimate the effective horizontal displacement within an increment of the experiment, we can then subtract the expected strain gauge arm displacement from the applied motor displacement. Considering the displacement of the strain gauge arms using linear calibrations produces stress-strain curves for the sandpack that have negative slopes at 50% of the peak stress (supp. Fig. 3.1C-F). The resulting nonphysical estimates of effective elastic modulus indicate that the calibration of the strain gauge arm displacement to applied stresses was not sufficiently precise to determine the strain gauge arm displacement as the sandpack is loaded. In particular, the calibration overestimates the displacement of the strain gauge arms, which results in underestimates of applied displacement and longitudinal strain, and overestimates of effective elastic modulus. Due to the insufficiently precise calibration of the strain gauge arm displacement to an applied stress, we constrain the effective elastic modulus using the observed incremental displacements derived through DIC.

3.4.5. **Estimation of physical work budget components**

In order to assess the impact of thrust fault development on system efficiency, we estimate the gravitational, frictional and external work at increments of the physical experiments using the 2D incremental displacement field of the wedge cross section calculated from digital image correlation of photos taken through both glass sidewalls, as well as the force exerted on the physical backwall. The motor speed (0.1 mm/s) and rate of photo capture (1 second) should produce incremental displacement fields of 0.1 mm of applied motor displacement. However, we observe inconsistencies in the rate of backwall movement on the order of 0.1 mm of applied displacement by the motor. These
inconsistencies cause the calculated displacement fields to fluctuate from relatively large net displacements to nearly zero net displacements at the frequency of about every other incremental displacement field. The estimates of the physical work budget components depend on the applied normal displacement of the backwall, and the resulting displacement field of the sandpack. In order to compare physical work budget components through each experiment, and between each experiment, we sum sequential incremental displacement fields, producing incremental displacement fields representing 0.2 mm of applied displacement of the motor. This summation reduces discrepancies in the physical work budget estimates that arise from inconsistencies in the rate of applied displacement of the backwall.

To assess the range of each physical work budget component near the increments of interest preceding and following faulting, we find the mean and standard deviation of the work budget components calculated within 0.5 mm of motor displacement of the stage of interest. For the stage preceding fault development, we find the mean and standard deviation of work budget components of the increments preceding 0.5 mm of that stage. For the stage following fault development, we find the mean and standard deviation of work budget components of the increments following 0.5 mm of that stage.

To calculate the change in external work done in increments of the physical experiment, we use the displacement of the motor within that increment (0.2 mm) and the force exerted on the backwall. The total external work done from the onset of applied displacement to the stage of interest is the area under the force-displacement curve. Correspondingly, the external work done in an increment of an experiment may be considered to be the area under the force-displacement curve within that increment. This
area can be approximated as the area of a rectangle with a height equal to the force on the backwall at the beginning of the experiment increment, and a triangle with a height equal to the difference between the backwall force at the end of the experiment increment and the beginning of the increment. The width of both the rectangle and the triangle is the backwall displacement that occurs in the experiment increment (0.2 mm). When we compare the change in external work to the changes in $W_{\text{int}}$, $W_{\text{fric}}$ and $W_{\text{grav}}$ calculated from the DIC measurements, which record changes in the displacement fields between successive photos, we estimate the incremental physical $W_{\text{ext}}$ as the area of the triangle under the load-displacement curve. This value approximates the change in $W_{\text{ext}}$ produced in that increment. When the backwall force increases, the physical incremental $W_{\text{ext}}$ is positive, and when the force on the backwall decreases, the incremental $W_{\text{ext}}$ is negative.

To estimate the physical internal work, $W_{\text{int}}$, done in each increment of each experiment, we use the incremental strain calculated from the DIC displacement fields, and we implement Hooke’s elasticity laws in order to estimate the incremental stress from the observed incremental strain field. To reduce the impact of noise within the incremental strain field, we first integrate the incremental strain field for each of the components of the strain tensor. Next, we use Hooke’s elasticity laws to convert the integrated strain tensor components to integrated stress tensor components. Hooke’s formulations for 2D linear elastic systems relate the components of the stress tensor, $\sigma_{ij}$, to the strain tensor, $\varepsilon_{ij}$, by Young’s modulus, $E$, and Poisson’s ratio, $\nu$, as

$$\sigma_{xx} = \frac{E}{(1-2\nu)(1+\nu)} \left[ (1 - \nu) \varepsilon_{xx} + \nu \varepsilon_{yy} \right],$$

$$\sigma_{yy} = \frac{E}{(1-2\nu)(1+\nu)} \left[ \nu \varepsilon_{xx} + (1 - \nu) \varepsilon_{yy} \right].$$

Eq. 3.12
\[
\sigma_{xy} = \frac{E}{2(1 + v)} 2\varepsilon_{xy}
\]

Poisson’s ratio for dry sand has been well-characterized, and ranges from 0.2-0.4 [Gercek, 2007]. We set Poisson’s ration as 0.2 in the above equations. We use estimates of the effective elastic modulus of the sandpacks from the force measured on the backwall and the incremental strain observed through PIV to specify the Young’s modulus in the above equations (1 MPa).

To calculate the gravitational work done in increments of each physical experiment, we use measurements of the density of sandpack produced with the UCP distributor [Maillot, 2013], and the vertical incremental displacement fields of the sandpack sides.

The frictional work done along faults in the physical experiment depends on the slip along faults in the physical experiment. We estimate the incremental slip along the physical detachment fault using the horizontal velocity of the sand at the base of the physical experiment calculated through DIC. We constrain the incremental slip along the backthrust and forethrust by integrating the curl rate field near the observed thrusts. In particular, we use the curl field to construct fault maps of each incremental displacement field of each experiment. To build these fault maps, we first identify areas of the sandpack with curl above a critical value (0.001 rad/2s), which indicates localized slip. Next, in order to eliminate noise in the fault maps, we find the subset of the high curl regions that have the degree of connectivity we would expect associated with a thrust fault in the accretion experiment. With the fault maps of connected, high curl regions, we calculate the slip along the thrust as the integral of the curl field.

To calculate the physical frictional work, we assume that the normal tractions on the physical faults closely match the lithostatic stresses. Assessment of normal tractions
produced on faults in the numerical models due to lithostatic loading and 0.5 mm of moving wall displacement reveal <0.05 kPa differences in the normal tractions along the faults produced in the model, and the normal tractions arising only from lithostatic stresses (supp. Fig. 3.2). The difference of 0.05 kPa corresponds to 5-10% of the lithostatic tractions along most of the forethrust, and 5-25% along most of the backthrust. Alternatively, we could use the normal tractions on thrust faults in numerical simulations of stages of the physical experiments to calculate the physical frictional work. However, we wish to isolate the estimates of the physical work budget components from the calculation of the numerical work budget components. In addition, the difference between the numerical normal tractions along the thrust faults and the physical normal tractions could be greater than the difference between the normal tractions derived from the lithostatic assumption and the physical normal tractions.

For each increment of an experiment, the gravitational, frictional and internal work calculated from the incremental displacement field of one side of the sandpack may differ from the work calculated from the opposite side of the sandpack. These differences arise from changes in the fault geometry along strike, as well as in the quality of the incremental displacements calculated through DIC. To derive a representative value of work for each increment of each experiment, we average the work budget values calculated for each of the sandpack sides.

3.4.6. Kinematic compatibility assessment

Due to slight differences in illumination, focal depth and camera positioning between each experiment, and between each side of one experiment, the incremental displacement
field calculated through DIC is more reliable for some experiments than others. To assess the robustness of each velocity field, we calculate the 2D kinematic compatibility field of each velocity field. For each incremental displacement (velocity) field of the sandpack sides, we solve the 2D kinematic compatibility equation at all specified points from the horizontal strain, $\varepsilon_{11}$, vertical strain, $\varepsilon_{22}$, and shear strain, $\varepsilon_{12}$, as

$$K = \frac{\partial^2 \varepsilon_{11}}{\partial x_2^2} + \frac{\partial^2 \varepsilon_{22}}{\partial x_1^2} - 2\frac{\partial^2 \varepsilon_{12}}{\partial x_1 \partial x_2}$$  \hspace{1cm} \text{Eq. 3.13}$$

If the incremental displacement field is kinematically compatible, there will be no apparent movement of material in and out of the plane due to artificial noise, and $K$ is zero throughout the field. To derive a representative measure of the artificial noise level throughout each displacement field, we find the mean plus one standard deviation of the $K$ field, $K^F$ (supp. Fig. 3.3). We consider displacement fields with $K^F$ above one standard deviation from the mean of the $K^F$ of all the fields as unreliable, and we remove these displacement fields from the calculation of the work budget components. In addition, we use the $K^F$ of each field to apply a weighting scheme in the calculation of the mean and standard deviation of each work budget. The displacement fields with $K^F$ closest to zero, and thus the highest 2D kinematic compatibility, are assigned higher weights. We calculate the weighted mean and standard deviation of each physical work budget component using weights derived from the ranking of the $K^F$ across all the experiments.

Comparing $K^F$ across all the incremental displacement fields from the experiments reveals that most of the incremental displacement fields contain an acceptable amount of artificial noise (Fig. 3.5), which is produced by the insufficient correlation of pixel
constellations between successive photos in the DIC analysis. The incremental displacement fields derived from the photos taken from the camera on the right side of experiment E375 have the highest noise levels, and consequently most of these incremental displacement fields are excluded from the work budget analysis.

3.5. Results of physical analysis

First, we present our correlations of the evolution of the normal force exerted against the backwall and faulting events observed in the top and side view displacement fields. Then we present constraints of the effective elastic modulus of the UCP wedges. Finally, we estimate the work budget components from increments of each physical experiment from the onset of motor displacement to beyond the first force drop.

3.5.1. Relationship of backwall force and faulting events

For each experiment, the normal force exerted on the backwall rises to a local maximum (peak) and falls to a local minimum (trough) coincident with fault development (Fig. 3.6). The three-dimensional view of the physical experiment enables identification of faulting events at the top of the sandpack and at both sides of the experiment (Fig. 3.1., Fig. 3.2). Correlation of the evolving backwall normal force with the three views of the sandpack reveals that for all the experiments, the faults emerge at the top of the sandpack 0.5-1 mm before the force peak, as the force curve transitions from the linear phase to the strain-softening phase (Fig. 3.6). As the force diminishes to a local minimum, fault development is observed at different times on either side of the box.
The local minimum in force occurs 0.5-4 mm after the first evidence of thrust fault development is observed on both sides of the experiment (Fig. 3.6).

### 3.5.2. Estimation of effective elastic modulus

Constraining the effective elastic modulus with the physical force measurements and incremental displacements yield estimates of effective elastic modulus of 0.57-1.15 MPa, with a preferred estimate of 0.99 MPa (Fig. 3.7). Quantifying the level of artificial noise in the incremental displacement fields with the 2D kinematic compatibility equation indicates that the right side data of experiment E375 have artificially high noise levels (Fig. 3.5). Consequently, we do not derive the stress-strain relationship for the right side data, and only consider the cumulative strain calculated for the left side displacement fields valid for experiment E375. We expect that the effective elastic modulus of each experimental sandpack should be similar to each other because each sandpack is built of the same material, and with the same deposition technique. Because the evolution of force is similar across each of the experiments throughout the development of the first thrust pair (Fig. 3.7A), differences in the effective stiffness estimates arise from the varying evolutions of the incremental horizontal displacement fields within the compacting region of the wedge (supp. Fig. 3.4A-B).

To constrain the elastic moduli of the physical wedges using data from each experiment, we find the tangent modulus at 50% of the peak stress for each experiment. We calculate the tangent with linear relationships between the horizontal change in strain, $\varepsilon_{xx}$, and change in normal stress on the backwall, $\sigma_n$, over an interval of 2 mm of backwall displacement at 50% peak stress (Fig. 3.7B). We consider the slope of these lines,
\(\Delta \sigma_n/\Delta \varepsilon_{xx}\), to approximate the physical effective elastic modulus of the wedges. For each experiment, differences in the incremental strain field on opposing sides of the experiment produce the range in \(\varepsilon_{xx}\). Differences in the potential load-bearing height of the sandpack, from 4 cm to 8 cm, produce the range in \(\sigma_n\). We expect that the load-bearing height of the sandpack in contact with the backwall is closer to 4 cm for the moving base experiments, and closer to 8 cm for the moving backwall experiments. In the moving base experiments, the motor pushes a glass wall that is in contact with the 4 cm tall sandpack. In the moving backwall experiments, the motor pushes the backwall, which is in contact with the full height of the sandpack and protowedge. A larger portion of the protowedge likely rides passively along on top of the rectangular sandpack in the moving base experiments compared to the moving backwall experiments. In addition, the length of the compacting region, \(L\), in the moving base experiments (20 cm) is twice as long as the moving backwall experiments (10 cm), suggesting that the height of the compacting region (i.e., the load-bearing height) in the moving base experiments should be approximately half as high as the height in the moving backwall experiments.

We calculate three linear regressions in order to account for uncertainty in the load-bearing height of the sandpack. The maximum and minimum load-bearing height of the sandpack (8 and 4 cm) produces best-fit lines with slopes (effective elastic moduli) of 0.57 MPa and 1.15 MPa, respectively. The linear regression through the data using the maximum load-bearing height for the moving backwall experiments, and the minimum load-bearing height for the moving base experiments (i.e., preferred heights), has a slope of 0.99 MPa. The best fit using the preferred heights for each set of experiments has a higher \(R^2\) value (0.78) than the other linear regressions (-0.71). A negative \(R^2\) indicates
that the linear regression fits the data worse than a horizontal line. Consequently, we consider the slope of the linear regression through the preferred heights (0.99 MPa) to provide the best estimate of the stiffness of the physical UCP wedges.

3.5.3. Work budget analysis

In this comparison of energy partitioning in the physical experiments, we estimate the energy expended or consumed in increments of displacement throughout each physical experiment. Each physical work budget component discussed is an incremental work budget component, rather than the total energy expended or consumed through the corresponding deformation mechanism from the initiation of contraction to the stage of interest. Consequently, the incremental work is the change in force multiplied by the incremental displacement. The energy budget at each increment of the physical experiments indicates that thrust fault development reduces the external work (incremental $W_{ext}$ < 0), reduces the incremental internal work, and increases the incremental frictional work and gravitational work (Fig. 3.8).

To investigate energy partitioning preceding and following faulting, we track the evolving physical energy budget throughout the development of the first thrust pair. In addition, we focus on the energy budget of the physical experiment before faults are observed in the top view of the sandpack (pre-faulting), and after the faults propagate at the sides of the experiment (post-faulting). We consider the pre-faulting stage of each experiment as the increments immediately preceding the observation of fault development at the top of the sand pack. We consider the post-faulting stage of each experiment as the increments at the trough in the force drop. At the force trough, the
faults are more fully localized across the width of the sandpack than in the increments of the experiment immediately after we observe their formation at the sides of the experiment.

The physical incremental external work, $W_{ext}$, rises from the onset of displacement to ~0.8 mJ, and then begins to fall preceding thrust fault development (Fig. 3.8A-B). This decrease corresponds to the onset of strain softening as the backwall force curve deviates from its initial linear trend at the onset of loading. After the faults are observed at the top of the sandpack (pre-faulting stage), the incremental $W_{ext}$ becomes negative, indicating that the normal force on the backwall decreases. Following the force peak, the incremental $W_{ext}$ becomes less negative. At the force trough, the incremental $W_{ext}$ is close to zero, indicating relatively constant force on the backwall. The greatest incremental $W_{ext}$ is done within 2 mm of the onset of backwall displacement, corresponding to the steepest portions of the force-displacement curve.

The physical incremental internal work, $W_{int}$, is elevated preceding thrust fault development, and falls as the thrusts develop (Fig. 3.8C-D). For each experiment, the most off-fault deformation occurs immediately preceding thrust fault development. The highest estimates of $W_{int}$ are produced in the experiments with the highest measures of artificial noise in the displacement field (supp. Fig. 3.5), as determined by the kinematic compatibility criterion (Fig. 3.5). This correlation suggests that the estimation of $W_{int}$ is more sensitive to the amount of noise in the incremental displacement fields compared to the other work budget components. Previous results suggest that internal work decreases with the onset of thrust faulting [Del Castello and Cooke, 2007; McBeck et al., in rev.]. However, the consistently positive incremental $W_{int}$ here suggests that internal work
monotonically increases throughout the experiment. The rate of increase in $W_{\text{int}}$ decreases following thrust faulting.

For each experiment, thrust fault development increases $W_{\text{frie}}$. However, the change in incremental $W_{\text{frie}}$ due to thrust fault development is larger in the experiments excluding the glass bead layer (1.04 mJ) than the experiments including the glass bead layer (0.83 mJ) (Fig. 3.8E-F). Preceding thrust fault development, the $W_{\text{frie}}$ of the experiments including and excluding the glass bead layer are roughly equal (Fig. 3.8F). Following thrust fault development, the mean $W_{\text{frie}}$ is larger in the experiments excluding the glass bead layer than the experiments including the glass bead layer.

For all the experiments, fault development increases the gravitational work (Fig. 3.8G-H). Although the mean $W_{\text{grav}}$ at the stage preceding faulting is roughly equal to the mean $W_{\text{grav}}$ at the stage following faulting, $W_{\text{grav}}$ reaches its maximum levels as strain localizes along the thrust faults, before the force trough. For each experiment, $W_{\text{grav}}$ is close to zero from the onset of motor displacement to ~6 mm of displacement. After this point, $W_{\text{grav}}$ gradually increases as the thrust faults form. After thrust fault formation, $W_{\text{grav}}$ remains elevated at ~1 mJ.

Prior to faulting, the increasing external work applied to the wedge is accommodated with increasing internal work, increasing uplift against gravity, and increasing work against frictional sliding along the detachment. The frictional and gravitation work budget components reach a peak in rate of increase with the minimum in incremental external work, which corresponds to the peak in backwall normal force. The development of the thrust faults decreases $W_{\text{ext}}$, and increases $W_{\text{int}}$, $W_{\text{frie}}$ and $W_{\text{grav}}$.
3.6. **Discussion of physical analysis**

Synthesizing quantitative observations from physical experiments enables a robust analysis of energy partitioning. The incremental displacement fields of the top and sides of the sandpacks and force exerted on the physical backwall provide critical data that allow the estimation of the components of the evolving energy budget in physical accretion experiments. These data also help constrain the elastic moduli of the physical wedges. Here, we discuss efforts to estimate the effective elastic modulus of the physical wedges. We also discuss the evolving work budget of the physical accretion experiments.

3.6.1. **Elastic moduli of accretionary wedges**

These estimates of the effective elastic moduli (~1 MPa) exceed previous estimates (0.11-0.25 MPa) of the effective elastic moduli of wedges built with an UCP depositor [Herbert, 2014]. These estimates may be larger because the experiments presented here used the larger UCP depositor (~1.5mx1.5 m base), whereas Herbert [2014] use the smaller UCP depositor (0.65mx0.245 m base) to construct the analyzed sandpacks. The larger UCP depositor may produce sandpacks with more closely packed sand grains than the smaller depositor. Closer packing of grains would elevate the initial resistance of the sandpack to applied loads, and the effective bulk stiffness, because more densely packed grains inhibit grain rearrangement. Tests with the smaller UCP depositor demonstrate that the diameter, spacing, and number of holes in the depositor sieves, and the distance between the sand reservoir, adjacent sieves and the experimental box influence the resulting sandpack density and planarity [Maillot, 2013]. The density of sandpacks
produced by the larger depositor have not been systematically compared to the density of sandpacks produced by the smaller depositor.

Uniaxial laboratory uniaxial compression tests of dry sand aggregates produce estimates of elastic moduli that exceed the estimates derived from these UCP experiments. The stress-strain relationship of dry sand in uniaxial compression tests with 50 loading-unloading cycles indicate that the apparent elastic moduli range from 100-400 MPa in the first cycle, to 700-1500 MPa in the 50th cycle [Klinkmuller et al., 2008, 2016]. These tests suggest that 50-90% of the total strain in the first loading cycle is inelastic compaction of the aggregate of sand grains as the packing of the sand grains change [Klinkmuller et al., 2008, 2016]. However, the estimates of bulk elastic moduli from these uniaxial compression tests will likely exceed the effective elastic modulus of physical wedges. Whereas the physical sandpack is unconfined, so that the top of the sandpack is free to uplift, Klinkmuller et al. [2016] constrain the elastic modulus of aggregates of sand grains using a steel jar with 10 mm thick steel walls that prevent the sand from deforming laterally. If the upward movement of the sand grains were restricted in the physical experiment, the applied normal displacement would produce greater normal force on the physical backwall than in the present unconfined configuration, producing higher estimates of effective elastic modulus.

Geotechnical engineering studies provide additional constraints on the expected effective elastic modulus of aggregates of sand grains [e.g., Roberston and Campanella, 1983]. Empirical relationships derived from normally consolidated sand produce estimates of effective elastic modulus at 50% failure stress from 10-50 MPa [Baldi et al., 1981]. These estimates may remain higher than the effective elastic modulus of the UCP
physical accretionary wedges because they require some confining stress to keep the sand within the experimental apparatus.

In contractional confined laboratory experiments and physical accretionary wedges, force chains throughout the aggregate of sand grains resist applied contraction. When the experiment is confined, the confining walls limit the rearrangement of the sand grains and corresponding force chains. In contrast, in the physical accretion experiments, the sandpack can thicken perpendicular to the applied load, which allows constant reconfiguration of the force chain network. The longer-lived force chain network in the confined laboratory experiments cause the bulk measured stiffness to reflect the individual sand grain stiffness (i.e., quartz). Because the force chain network constantly evolves in the physical accretion experiments, the signal of grain rearrangement dominates the measured bulk stiffness to a greater degree than the stiffness of quartz.

3.6.2. Physical work budget evolutions

Assessing the tradeoffs of diverse deformation processes within the energy budget framework enables quantification of the impact of fault development on system efficiency. The incremental energy budget of the physical experiments indicate that fault development increases $W_{int}$, $W_{fri}$ and $W_{grav}$, while decreasing $W_{ext}$. Thrust development increases fault length, increasing $W_{fri}$. Upward motion between the thrust faults increases uplift, increasing $W_{grav}$. Slip along the faults localizes strain so that the system becomes more efficient, reducing $W_{ext}$. Previous analyses of the work budget of other deforming numerical and physical accretionary wedges identified similar energy budget evolutions [Del Castello and Cooke, 2007; McBeck et al., in rev.]. These analyses found that thrust
fault development reduces the energy consumed in off-fault deformation, whereas our new analysis indicates that internal work consistently increases throughout the development of the first thrust pair (positive incremental $W_{int}$). However, consistent with these previous analyses, the rate of internal work increase, incremental $W_{int}$, decreases following thrust development.

The vertical displacement fields of the sides of the physical sandpacks demonstrate that diffuse uplift precedes the development of discrete thrusts (Fig. 3.9). The evolution of the physical $W_{grav}$ (Fig. 3.8) captures and quantifies the broad uplift preceding thrust development, and localization of uplift following thrust development (Fig. 3.9). At the onset of applied displacement, limited uplift accommodates the applied displacement, and $W_{grav}$ is close to zero. After this initial stage, broad uplift increases $W_{grav}$, and then as diffuse shear bands evolve into localized thrust faults, $W_{grav}$ decreases. After thrust fault formation, $W_{grav}$ remains elevated at ~1 mJ because the thrust faults continue to promote uplift.

The increase in $W_{fric}$ following thrust fault development (Fig. 3.8) illuminates the influence of thrust slip partitioning on energetic evolution within the physical accretion experiments. Thrust fault development produces greater increases in mean $W_{fric}$ in the experiments excluding the glass bead layer (1.04 mJ), than the experiments including the glass bead layer (0.83 mJ). The curl of the incremental displacement fields of the physical experiments excluding the glass bead layer show clear evidence of localized slip on the backthrust at the force trough of the experiment (Fig. 3.10A). However, in the experiments including the glass bead layer, the curl rate is lower in the backthrust region at the force trough (Fig. 3.10B). The reduced slip on the backthrust in the experiments
including the glass bead layer diminishes the increase in $W_{fric}$ arising from thrust fault development. The entrainment of glass beads at the root of the forethrust promotes slip on the forethrust at the expense of the backthrust (Fig. 3.10C). The incremental displacement fields of the physical experiments and the evolution of the physical $W_{fric}$ captures differences in slip partitioning between the thrusts in the experiments including and excluding the glass bead layer.

In contrast to the predictions of MacKay [1995], reducing the strength of the physical detachment does not promote slip on the backthrust in these physical accretion experiments. Instead, the evolving curl of the incremental displacement fields of the sandpack sides indicate that reducing the strength of the detachment suppresses slip on the first backthrust that develops in the wedge (Fig. 3.10). This result is consistent with previous physical accretion experiments that simulate low detachment strength using granular material, and that do not observe a preference for backthrust development and slip over forethrust activity [e.g., Cruz et al., 2010]. These physical accretion experiments indicate that low detachment strength is not sufficient to promote accretion growth via backthrusting. This inference, as well as the observed backthrusting in physical accretion experiments that use silicone putty to simulate low detachment strength [e.g., Smit et al., 2003; Bonini, 2007] suggest that other processes associated with high levels of sediment input, such as fluid expulsion from sediments resulting in volumetric contraction, may promote backthrusting. The observed difference between the preferred thrust vergence in experiments that simulate low detachment strength with granular material compared to experiments using viscous material may arise in part from the ability of the granular material to become entrained at the root of the thrusts, and the limited advection of the
silicone along the thrusts. The entrainment of the granular material at the root of the forethrust may promote slip on the forethrust, subsequently decreasing slip on the backthrust. This entrainment suppresses localized slip on the backthrust in part because it creates a smoother transition zone at the root of the thrusts.

We estimate the incremental internal work by integrating the strain field outside of the fault zones at each experiment increment. Tracking the evolution of the integrated strain tensor components provides insight into how different expressions of off-fault deformation, such as volumetric compaction and shear strain, contribute to $W_{int}$ (Fig. 3.11). Preceding faulting, the wedge experiences increasing horizontal contraction and increasing vertical extension, while shear strain remains relatively constant (Fig. 3.11). In the experiments with the lowest estimates of artificial noise (E376, E375), the evolutions of the integrated strain tensor components indicate that increasing normal strains drive the increase in $W_{int}$ immediately preceding thrust fault development, whereas off-fault shear strain provides smaller contributions. The development of the thrust faults reduces the off-fault horizontal contraction and vertical extension. These reductions suggest that the decreasing magnitudes of normal strains cause the decrease in the rate of internal deformation of the host material following fault development, and the corresponding reduction in incremental $W_{int}$.

Analyzing the integrated strain tensor components throughout the entire displacement field, including within the detachment and thrust fault zones, sheds insight into the impact of fault development and slip on the complete strain field (Fig. 3.12). Preceding faulting, the complete wedge experiences increasing horizontal contraction and increasing vertical thickening, similar to the evolution of the off-fault strain field (Fig.
3.11). Including the contribution of detachment slip causes the integrated shear strain to rise preceding thrust fault development. The development of the thrust faults causes the total horizontal contraction and shear strain to plateau. The relatively constant rate of horizontal contraction throughout the development of the thrust faults indicates that as contraction localizes from diffuse zones onto discrete thrusts, the total rate of horizontal contraction remains constant, despite the localizing spatial distribution. The total vertical dilation increases as the faults develop and then plateaus when the faults are more fully localized. The evolution of the integrated $\epsilon_{yy}$ is similar to the evolution of $W_{grav}$ (Fig. 3.8) because the vertical displacement within the wedge contributes to both the integrated $\epsilon_{yy}$ and $W_{grav}$. Correspondingly, the evolution of the integrated $\epsilon_{yy}$ and $W_{grav}$ reflect the broad uplift preceding faulting, and the concentration of uplift along thrust faults following thrust development. The evolution of the integrated $\epsilon_{xy}$ is similar to the $W_{fric}$ evolution (Fig. 3.8) because fault slip increases both the integrated $\epsilon_{xy}$ and $W_{fric}$.

The incremental normal and shear strain fields as the thrusts develop (Fig. 3.13) provide further insight into the evolutions of the normal and shear components of the strain field outside of the fault zones (Fig. 3.11), and including the fault zones (Fig. 3.12). Preceding thrust faulting, high normal strains are dispersed through the wedge, while slip along the detachment localizes shear strain. With continued backwall displacement, horizontal contraction and vertical extension shift toward the region where the thrusts ultimately develop, and the zone of high shear strain surrounding the detachment extends further from the backwall. In the incipient stages of thrust development, horizontal contraction and vertical extension concentrate along the incipient thrusts, forming broad bands of high strain a few centimeters thick. At this stage, elevated zones of shear strain
highlight slip along the thrust faults. As strain continues to localize along the thrusts, the zones of high horizontal contraction and vertical thickening decrease in width. Shear strain along the forethrust increases while shear strain along the backthrust remains low. These detailed observations of strain localization preceding and throughout thrust fault development provide insight into fault development in these physical accretionary experiments. In addition, these observations suggest that similar precursors may arise in crustal accretionary wedge prior to discrete thrust fault development. This analysis of the evolving work budget and incremental strain field of physical accretionary wedges suggests that these precursors enhance the off-fault deformation within the wedge, and may include distributed micro-cracking, layer-parallel shortening, and fluid expulsion due to volumetric compaction.

3.7. Conclusions of physical experiment analysis

This study compares the energetic tradeoffs of frictional slip, uplift and distributed off-fault deformation in increments of physical accretion experiments in order to shed insight on the impact of fault development of diverse deformational processes within tectonic environments. Constraining the evolving physical energy budgets reveals that thrust fault development increases the overall system efficiency, producing smaller (and negative) changes in external work. The evolution of gravitational work in increments of the physical experiments highlights the broad uplift that begins prior to slip on localized thrust faults. Variations in the physical frictional work track the advance and retreat of the physical detachment and reveal differences in slip partitioning between the backthrust and forethrust in the experiments including and excluding the glass bead layer. Low slip
on the backthrust in the experiments including the glass bead layer, relative to the experiments excluding the glass bead layer, suppresses the increase in frictional work arising from thrust fault development.

3.8. **Introduction to numerical analysis**

Although the force measured on the backwall of the physical experiments constrains the evolving stress state within the wedge, with numerical simulations of the physical UCP wedges we may more directly assess the impact of fault development on pervasive internal deformation because we can sample the stress field throughout the numerical wedge. Previous investigations indicate that the energy consumed in off-fault deformation ($W_{int}$) comprises 50-90% of the total work done in numerical accretionary wedges preceding and following faulting, and consequently plays a critical role in assessing evolving system efficiency [Del Castello and Cooke, 2007; McBeck et al., in rev.]. To better understand the transition from pervasive internal strain to localized slip along discrete faults, we must constrain the evolution of $W_{int}$ as strain localizes. To assess the impact of diffuse deformation ($W_{int}$) on fault development and system efficiency, we develop numerical simulations of two stages of each physical UCP experiment: immediately preceding and following the development of the first thrust fault pair. The numerical simulations of stages of the physical experiments enable a more nuanced investigation of the sensitivity of the work budget to fault geometry, and material and fault properties than the analysis of the evolving physical work budget. Whereas unaccounted variations may persist between the physical experiments and lead to changes
in the work budget, differences in the work budgets of the numerical simulations arise only from prescribed differences.

3.9. Methods of numerical analysis

To help ensure that the numerical simulations closely capture the deformation observed in help physical experiments, we build the numerical fault geometries using the incremental displacement fields of both sides of the sandpack, as well as the top of the sandpack, and we constrain the numerical material and fault properties using the normal force exerted against the physical backwall and the observed length of the physical detachment. The incremental displacement field of the top of the sandpack constrains the fault geometry within the along-strike center of the sandpack, which is not as strongly influenced by sidewall friction as the fault geometry observed through the glass sidewalls. We search for the elastic modulus and detachment and thrust friction coefficients that minimize the misfit in the force exerted against the numerical and physical backwall, and the difference in the length of the slipping portion of the numerical and physical detachment fault.

3.9.1. Fric2D numerical simulations

We simulate two stages of the UCP accretion experiments with the two-dimensional, plane strain, linear elastic, Boundary Element Method (BEM) modeling tool Fric2D [Cooke and Pollard, 1997]. Fric2D solves the quasi-static equations of deformation to determine the displacements and tractions on each element and at specified points within the model, produced by a given set of boundary conditions and fracture geometry [e.g.,
The BEM approach of Fric2D only requires the discretization of fractures and boundaries, which are comprised of linear elements that may not interpenetrate. Additionally, Fric2D 3.2.7 can simulate slip-weakening behavior along pre-existing fractures and/or potential growth elements [Savage and Cooke, 2010]. As an element slips to a prescribed slip-weakening distance, the coefficient of friction along that element evolves linearly from its static, $\mu_s$, to its dynamic value, $\mu_d$.

The numerical simulations employed in this analysis represent cross sections of the physical accretion experiment sandpacks. The boundaries of the numerical model include the edge of the sandpack against the backwall, the topography of the wedge, the edge of the wedge against the fixed front wall, and the base of the wedge (Fig. 3.14). To simulate contraction in the numerical wedges, we apply displacement to the numerical backwall, simulating the moving backwall experiments. The numerical wedge includes a frictional sliding detachment fault located 1 cm above the modeled base that spans the length of the modeled sandpack from the backwall to the right fixed wall. The topography of the numerical wedge is derived from the topography of the physical wedge observed through the glass sidewalls at the simulated increments of the experiment. In the numerical simulations of the post-faulting stage, we include two planar thrusts in the model that represent a thrust fault geometry near the along-strike center of the sandpack. To assess the impact of along-strike changes in fault geometry on the energy budget, we build numerical models that represent the sides of each experimental sandpack. The models of the sides of the experiments are derived from fault geometries directly observed through the glass sidewalls.
3.9.2. Stages of faulting in experiments

The normal force exerted on the backwall rises to a local maximum (peak) and falls to a local minimum (trough) coincident with fault development (Fig. 3.6). For each experiment, we initially observe fault development at the top of the sand pack <1 mm before the peak in the force curve, and then we observe fault development at the sides of the sandpack immediately after the force peak, and before the force trough. To investigate energy partitioning preceding and following faulting, we simulate the physical experiment before faults are observed in the top view of the sandpack, and after the faults propagate at the sides of the experiment. To ensure that the post-faulting numerical simulations represent the stage of the physical experiments in which the faults are fully localized across the width of the sandpack, we use the fault geometry observed at the trough of the force curve to develop the numerical fault geometries.

3.9.3. Development of numerical simulation thrust geometries

We synthesize observations from the three cameras into a two-dimensional fault geometry that represents the fault geometry at a cross section within the center of the sandpack. To specify the position and dips of the backthrust and forethrust in each numerical simulation, we rely on the incremental displacement fields of the top and sides of the sandpack.

For each experiment, we use the horizontal incremental displacement field of the top of sandpack to constrain the along-strike position of the backthrust and forethrust at the increment of the experiment closest to the force trough. We calculate the horizontal
distance from the intersection of the thrust with the top boundary of the sandpack to the edge of the sandpack against the backwall (i.e., thrust position) in sub-millimeter increments along the strike of each thrust fault. The resulting set of positions provides a rich representation of the along-strike changes in thrust geometry. To quantify the range of thrust positions along strike, we construct histograms of the distance between the backthrust and forethrust position along strike observed in each experiment (Fig. 3.15).

Comparison of the distance between the mean thrust positions within the center 20-80 cm (dark gray) of the sandpack and outside the center 5-95 cm (light gray) of the sandpack indicates that the distance between the thrusts increases from the center toward the sidewalls (Fig. 3.15). This observation reveals that the thrusts have steeper dips within the center of the sandpack than the thrusts observed through the glass sidewalls.

To estimate the thrust dips within the center of the sandpack, we use the mean thrust position within the center 20-80 cm of the sandpack. We set the thrust positions in the numerical models as the observed mean positions within the center of the experiment, and find the position of the thrust root as the average of the root position of 1) a backthrust at the mean backthrust position and with the dip of the backthrust observed through the sidewalls and 2) a forethrust at the mean forethrust position with the dip of the forethrust observed through the glass sidewalls (Fig. 3.16). The resulting numerical thrust dips are steeper than the dips observed through the glass sidewalls by 1-3° (Fig. 3.16).

3.9.4. Misfit analysis
To determine the appropriate material and fault properties used in the numerical simulations, we identify the combination of effective elastic moduli and friction coefficients that minimize the misfits both between the force exerted on the numerical backwall and the physical backwall, and between the extent of slip on the numerical detachment and physical detachment. This two-step misfit analysis identifies a combination of effective stiffness, and detachment and thrust frictions that enable the normal force exerted against the backwall in the numerical simulations to closely match the normal force measured in the physical experiment at the stages preceding and following fault development, as well as allow the detachment fault in the numerical simulations to slip to the lengths observed in the physical experiments. In this way, the model parameters are tuned so that the boundary forces and displacements match the observations from the physical experiments. The linear elastic properties of the numerical simulations may neglect the inelastic processes within the deforming sandpack. Calibrating the simulations to experimental conditions allows the simulations to approximate the neglected processes.

In the pre-faulting step of the analysis, we search for the elastic modulus, and friction coefficient of the detachment fault that minimize the misfits in force and detachment length preceding fault development. In the post-faulting step of the analysis, we search for the elastic modulus, and static and dynamic friction coefficients of the thrust faults that minimize the misfit in force following fault development. Measurements of the static and dynamic friction of sand aggregates on a hard surface coated with Alkor foil indicate that the magnitudes of basal static and dynamic friction are comparable [Klinkmüller et al., 2016]. Consequently, we prescribe only one friction value to the detachment. In contrast,
the slip behavior of the thrust faults will include distinct weakening from static to
dynamic friction, over a slip-weakening distance of 0.1 mm for CV32 sand grains. We
are not able to minimize the misfit in the detachment length in the post-faulting step of
the misfit analysis because the maximum length of the active detachment in the
numerical wedges is set by the position of the thrust faults included in the model.

In the physical experiment, we do not expect the detachment friction properties to
change following the thrust development. Consequently, in the post-faulting step of the
misfit analysis, we use the detachment friction identified in the pre-faulting step of the
analysis. Similarly, the effective elastic modulus of the sandpack should not change
significantly following fault growth. Although additional compaction of the sand may
increase the stiffness of the wedge, dilation related to thrust fault development could
reduce the effective elastic modulus of the sandpack. Because both of these influences are
likely to be small relative to the bulk stiffness of the wedge, we use the effective elastic
stiffness identified within the pre-faulting step of the analysis in the post-faulting step.

Although laboratory strength measurements provide estimates of the static and
dynamic friction of thrust faults formed in dry granular material [e.g., Lohrmann et al.,
2003], fewer measurements constrain the static and dynamic friction of thrust faults
formed in UCP experiments, which may differ from other laboratory measurements due
to the unique UCP sandpack deposition method [Maillot, 2013]. Even fewer laboratory
measurements constrain the effective elastic modulus of physical UCP wedges [Herbert,
2014] and the friction coefficients of the detachment fault.

In the physical accretion experiments, the physical detachment fault facilitates slip
between sand grains and polished glass, or between glass beads and polished glass.
Measurements of the dynamic basal frictional strength of dry quartz sand on Alkor foil vary from 11.5-19° (0.20-0.32) [Klinkmuller et al., 2016]. Measurements of the dynamic basal frictional strength of glass beads on Alkor foil vary from 12-16° (0.20-0.26) [Klinkmuller et al., 2016]. Estimates of the basal dynamic friction of sand sifted or poured onto paper in a Hubbert-type shear box indicate that the sifted sand has higher basal dynamic frictions (0.48-0.53) than the poured sand (0.45) [Lohrmann et al., 2003]. The higher estimates of dynamic basal friction found between sand and paper in this experimental set up (0.45-0.53) [Lohrmann et al., 2003] compared to the lower ranges of dynamic basal friction found between sand and Alkor foil (0.20-0.32) [Klinkmuller et al., 2016], highlights that the material on which the sand is sliding influences the basal static friction. The dynamic strength of the physical detachment in UCP experiments may be less than these previous estimates of basal friction because the polished glass of the experimental apparatus base may provide less resistance to slip than other basal surfaces, such as paper and Alkor foil.

To compare the numerical backwall force to the backwall force measured in the physical experiments, we average the measured backwall force of the physical experiments with the differing box configurations. We use the difference in the forces of the two experiments with differing box configurations to define a range to which to minimize the numerical force. This average removes the effects of sidewall friction in the comparison of the force measured on the backwall in the 2D numerical simulations and 3D physical experiments. In the pre-faulting step of the misfit analysis, we vary the elastic modulus between 0.2-1.0 MPa, and the friction of the detachment fault from 0-0.4. In the post-faulting step of the misfit analysis, we use the detachment fault friction and
elastic modulus identified in the first step, and we vary the static and dynamic coefficient of friction of the thrust faults from 0.1-0.7. We specify that the static friction of the thrust faults must be greater than the dynamic friction. The range in elastic moduli includes values derived from the stress-strain relationship of the experiments. The range in detachment and thrust frictions encompass values measured in laboratory strength measurements [e.g., Klinkmuller et al., 2016].

To compare the numerical backwall normal force and active detachment length to the physical force and detachment length, we report the difference in the numerical and physical property as a fraction of the physical property. In particular, the misfit, $M$, in the numerical model property, $N$, and the physical property, $P$, is

$$M = \frac{(N - P)}{P}$$

Eq. 3.14

With this formulation, positive misfit indicates that the numerical wedge overestimates the normal force on the physical backwall or the observed detachment length. Negative misfit indicates that the numerical wedge underestimates the physical property.

3.9.5. Work budget of numerical wedges

Similar to the physical work budget analysis, we calculate the gravitational work, frictional work, internal work and external work done in the numerical simulations. We apply 10 loading steps to the numerical wedges to ensure that the work budget captures any non-linear behavior introduced by frictional slip. During these loading steps, the
model is initially undeformed, and subsequently loaded to 0.5 mm of total displacement, and the effective friction of each thrust fault evolves with slip. To compare energy partitioning in the numerical simulations of the sides and center of each experiment, we calculate each work budget component throughout all of the applied loading steps.

To compare the work budget of the numerical simulations to increments of the physical experiments, we assess differences in the work done in the final (10th) increment of the numerical simulations to the work done in each increment in the physical experiments. The energy expended or consumed in the final increment best reflects the incremental work done at the corresponding increment of the physical experiment because the faults have slipped beyond the prescribed slip-weakening distance in both the numerical simulation (supp. Fig. 3.6) and the physical experiment. Consequently, the non-linear behavior introduced by slipping faults is negligible, which allows increases in applied displacements to produce nearly proportional increases in stresses. This proportionality enables the scaling of the incremental work done in the final increment of each numerical simulation by the ratio of the displacement applied in the final numerical increment (0.05 mm) and the displacement applied by the motor in the increments of the physical experiments (0.2 mm). This scaling is required to compare the physical work budget components to the numerical work budget components because each work budget component depends on the amount of displacement applied to the system.

3.10. Results of numerical analysis

First, we present results of the two-step misfit analysis that constrain the elastic moduli, \( E \), and static, \( \mu_s \), and dynamic, \( \mu_d \), coefficients of the detachment and thrust faults
in the numerical simulations. Next, we calculate the work budget components of the numerical simulations, and compare the estimates of the physical and the numerical work budget components.

3.10.1. Misfit analysis

Assessing the solution space of the effective elastic modulus, and the detachment friction in the numerical simulations of the experimental stage preceding fault development reveals that most of the tested parameter combinations produce numerical backwall force that exceeds the physical backwall force, yielding positive force misfit (Fig. 3.17). With increasing sandpack stiffness, the detachment friction that minimizes backwall force misfit decreases (Fig. 3.17A-B). With equal displacement of the backwall, stiffer wedges increase the normal compressive force on the backwall. Models with weaker detachment friction produce longer slip patches along the detachments, which reduces the normal compression on the numerical backwall.

The observed detachment length further constrains the parameters used in the numerical simulations (Fig. 3.17C-D). Increasing the friction provides more resistance to slip, and the active detachment length decreases. As elastic modulus increases, the length of the active detachment increases because the greater stiffness of the wedge promotes slip along the detachment. In infinitely stiff wedges, for example, detachment slip accommodates all of the displacement applied to the backwall. In wedges with non-infinite elastic moduli, off-fault deformation as well as detachment slip can accommodate the applied displacement.
Superposing the regions of parameter space that produce both normal force on the backwall and active detachment length constrains the numerical parameters that enable robust simulation of the physical experiments (Fig. 3.18A-B). Overlapping the successful parameter space regions of both suites of simulations highlights the parameter combinations that enable the agreement of the physical and numerical properties for both simulation suites (Fig. 3.18C). We expect that the effective elastic modulus of the physical experiments including and excluding the glass bead layer should be similar because each wedge is built of sand. Consequently, we select the detachment friction from the parameter combinations with constant elastic modulus. The specified constant elastic modulus is the average of the minimum and maximum moduli of the parameter combinations that produce agreement in the physical and numerical properties in both simulations. At this constant elastic modulus (0.615 MPa), the detachment friction for the simulations of the experiments including ($\mu=0.098$) and excluding ($\mu=0.11$) the glass bead layer is the average of the admissible minimum and maximum detachment friction of each simulation when $E=0.615$ MPa.

In the post-faulting step of the misfit analysis, we systematically vary the static and dynamic friction coefficients of the thrust faults. In this step of the analysis, the detachment friction coefficients are set at the values identified in the pre-faulting step because we do not expect the strength of the detachment to change preceding and following thrust faulting. Similarly, we do not expect the elastic modulus of the physical wedges to change significantly following fault development. Consequently, we use the elastic modulus identified in the pre-faulting step as the elastic modulus used in the post-faulting step.
In the post-faulting step of the misfit analysis, the backwall normal force is more sensitive to the dynamic friction of the thrust faults, $\mu_d$, than the static friction, $\mu_s$, because most of the thrust faults slip beyond the slip-weakening distance (Fig. 3.19). The sharp drop in the boundary between models with backwall normal force that exceed the admissible range (red) and models with backwall normal force within the admissible range (white and blue) from $\mu_s=0.6$ to 0.7, indicate that smaller portions of thrust fault length achieve the slip-weakening distance when $\mu_s>0.6$. The reduced slip and resulting higher effective strength of the thrust faults cause the backwall normal force to remain elevated. Whereas at lower strengths (lower $\mu_s$ and $\mu_d$), the greater slip on the thrusts leads to a greater reduction in the backwall normal force.

Assessment of the parameter spaces in which the numerical and physical backwall force closely match in the simulations excluding and including the glass bead layer reveal the combinations of thrust static and dynamic frictions that minimize backwall force misfit for both suites of simulations (Fig. 3.19). In the physical experiments excluding the glass bead layer, the thrust faults form completely within dry sand. In the experiments including the glass bead layer, the frictional strength of the dry sand likely dominates the total frictional strength of the thrusts because only a small portion of the thrusts (<0.2 cm) intersects the glass beads. Laboratory measurements indicate that the static friction of faults formed within dry sand range from 0.50-0.58 [Lohrmann et al., 2003], to 0.48-0.57 [Klinkmüller et al., 2016]. When the thrust static and dynamic friction are 0.5 and 0.1, respectively, the numerical and physical backwall force closely match for both suites of simulations. Table 3.1 lists the resulting elastic moduli and friction coefficients of the detachment and thrust faults for the simulations.
3.10.2. Work budget analysis

To investigate the impact of fault development on deformational processes, we constrain the components of the energy budget in numerical simulations of stages of the physical experiments. To assess the sensitivity of the work budget to varying detachment frictional properties, we compare the evolving work budget of numerical simulations representing a cross section of the along-strike center of the experiments that include or exclude the glass bead layer. To assess the sensitivity of the work budget to differing fault geometries, and potential differences between the work done within the center of the physical wedge and on the sides of the wedge, we calculate the work budgets of numerical simulations representing the center of the sandpack, and both sides of the sandpack observed through the glass sidewalls. We compare differences in the incremental work budget components of the physical and numerical accretionary wedges.

3.10.2.1. Work budget preceding and following faulting

In the numerical simulations, the total external work, $W_{ext}$, is dominated by internal work, $W_{int}$, while frictional, $W_{fric}$, and gravitational, $W_{grav}$, work comprise smaller portions of the total work budget (Fig. 3.20). The development of the thrust fault pair increases $W_{grav}$ and $W_{fric}$, and decreases $W_{int}$ and $W_{ext}$. Preceding faulting, $W_{int}$, $W_{fric}$ and $W_{grav}$ comprise 80-81%, 17-18%, and 2.3-2.4% of $W_{ext}$. Following faulting, $W_{int}$, $W_{fric}$ and $W_{grav}$ comprise 73-74%, 23-25%, and 2.7-2.8% of $W_{ext}$.

The evolution of the work budget in the numerical wedges allows exploration of the sensitivity of each work budget component to varying detachment fault properties. The
misfit analysis indicates that the detachment friction used in the simulations representing the experiment excluding the glass bead layer (0.11) is higher than the detachment friction used in the simulations representing the experiment including the glass bead layer (0.098). In the remaining text, we refer to the simulations of the experiments excluding the glass bead layer as the stronger detachment simulations, and the simulations of the experiments including the glass bead layer as the weaker detachment simulations. We refer to the simulations representing the snapshots of the physical experiment preceding and following faulting as the pre-faulting and post-faulting stages, respectively.

The work budgets of the numerical simulations (Fig. 3.20) illuminate differences in energy partitioning arising from the varying detachment frictions identified in the misfit analysis. Compared to the stronger detachment simulations, the weaker detachment simulations produce less $W_{grav}$, $W_{fri c}$, $W_{int}$ and $W_{ext}$ preceding and following faulting. The lower external work suggests that weaker detachments provide more efficient fault systems than stronger detachments.

Preceding and following thrust development, the detachment friction should produce negligible changes in $W_{grav}$ because in the numerical models, limited uplift occurs in the pre-faulting stage, and detachment friction should not significantly influence uplift in the post-faulting stage. Preceding faulting, the stronger detachment simulations produce only ~0.05 mJ more $W_{grav}$ than the weaker detachment simulation, or ~4% of the strong detachment simulations $W_{grav}$.

The stronger detachment simulations produce more $W_{fri c}$ than the weaker detachment simulations preceding and following faulting. An increase in detachment strength, as parameterized with a 0.012 increase in friction, is sufficient to increase $W_{fri c}$ by 0.79 mJ,
which is 9.2% of the $W_{fric}$ of the weaker detachment simulation. Although increases in frictional strength can inhibit slip, and thus reduce $W_{fric}$, the increase in 0.012 of the detachment friction increases $W_{fric}$ because the length of the slipping portion of the detachment is similar in the strong and weak detachment simulations. The comparable lengths of slipping portions of the detachments, and higher frictional strength of the detachment in the stronger detachment simulations leads to greater work expended against frictional slip.

Similarly, $W_{int}$ is sensitive to the decrease in detachment friction (Fig. 3.20). Internal work is lower in the weaker detachment simulations because the detachment provides less resistance to the applied normal displacement, producing lower normal force on the backwall. The weaker detachment simulations produce less $W_{ext}$ because less force is required to displace the backwall of the weaker detachment simulations compared to the stronger detachment model. This result is consistent with the physical force measurements, which show that the experiments including the glass bead layer have lower peak force at the first force drop than the experiments excluding the glass bead layer (Fig. 3.7A). In addition, the elevated $W_{grav}$, $W_{fric}$ and $W_{int}$ produced in the stronger detachment simulations compared to the weaker detachment simulations cause the total $W_{ext}$ of the stronger detachment simulations to exceed the $W_{ext}$ of the weaker detachment simulations in the pre-faulting stage (Fig. 3.20).

3.10.2.2. Sensitivity of work budget to along-strike fault geometry

The evolution of the work budget components in the numerical wedges provides insight into changes in the work budget that occur along strike within the physical
sandpack. In the physical experiments, we must calculate the incremental gravitational, frictional and internal work using the incremental displacement fields of the sandpack sides because we cannot take pictures of the center of the physical sandpack as it evolves. To assess potential differences in the physical work budget along-strike within the wedge, we constrain work budget components in numerical simulations that represent both sides of the sandpack viewed through the glass sidewalls, and a cross section of the interpreted faults at the center of the experiments. Because the sides of the sandpack comprise a small fraction of the total volume of the physical accretionary wedge, considering differences between the work budget estimates of the sides of the physical experiment and the center of the experiments enhances our understanding how fault development impacts system efficiency throughout the volume of the physical experiment.

The work budget components of the models of the center and sides of each experiment differ from each other in the post-faulting stages because the thrust fault geometry differs between the three models of the sides and center of the each experiment (Fig. 3.20). In the post-faulting stage of experiment E375, the position of the thrust root observed through one sidewall differs from the position observed through the other sidewall by ~7 mm (Fig. 3.21), whereas the position of the thrust root differs by <1 mm between the opposing sides of the other experiments. This difference in thrust position produces greater variations between the work budget components of the simulations of the opposing sides of experiment E375 than those differences in the fault geometries of the side and center simulations of the other experiments. The thrust faults observed on the right side of experiment E375 have shallower dips than the thrust faults observed on the
left, or interpreted for the center of the experiment (Fig. 3.21). The shallower dips of the thrusts inhibits uplift between the thrust fault pair, which suppresses the increase in $W_{grav}$ that occurs after thrust fault development. In addition, the shallower dips decrease the slip along the thrusts, which decreases the gain in $W_{fric}$ due to thrust fault development.

The incremental displacement fields of the top of the physical sandpacks indicate that the distance between the intersection of the backthrust and forethrust with the sandpack topography increases toward the sidewalls (Fig. 3.15). The increasing distance between the thrusts suggests that the thrust dips shallow toward the sidewalls for all of the experiments. Consequently, the physical gravitational and frictional work calculated from the side view displacement fields may underestimate the work done within the center of the wedge because the uplift and fault slip may be higher in the center of the wedge.

3.10.3. Comparison of numerical and physical work budgets

To assess the ability of the numerical simulations to capture the energy partitioning and accretion deformation of the physical experiments, we compare the work budget components of increments of the physical experiment to the components calculated in the numerical simulations representing those stages (Fig. 3.22). The misfit analysis ensures that the force exerted on the backwall in the numerical simulations will closely match the backwall force measured in the physical experiments, and that the length of the slipping portion of the detachment in the numerical simulations will match the physical observations preceding faulting. The agreement of the physical and numerical backwall force reduces differences in the physical and numerical external work. The agreement of
the detachment length preceding thrust faulting reduces differences in the physical and numerical frictional work preceding thrust faulting.

The uncertainties in the physical work components due to differences in successive displacement fields are generally larger than the uncertainties in the numerical work components calculated in simulations representing the sides and center of each experiment. Except for the $W_{fric}$ of the post-faulting simulation of experiment E375, the height of the error bar showing the difference between the work calculated for the side and center simulations is insignificant relative to the height of the error bar indicating the variation in the physical work budget components (Fig. 3.2). This relationship indicates that difference between the physical work done on the side of the wedge and the work done within the center of the wedge is small relative to the differences in the work calculated on the sides of the wedge in successive DIC increments.

If the differences between the numerical work budget components calculated in the side and center simulations were significant relative to the uncertainties of the physical work components, comparing the physical and numerical work components would involve an additional layer of complexity. In particular, the most appropriate comparison of the numerical and physical external work should consider the work done in the center sandpack simulations, rather than the side models, because we calculate the physical external work using the normal force on the backwall, which averages the force across the width of the sandpack. Similarly, the most robust comparison of the physical and numerical gravitational, frictional and internal work components should use the work components calculated for the side models because we calculate these components in the physical experiments using the incremental displacement fields of the sandpack sides.
However, for these experiments, the differences between the numerical work components calculated for the side and center simulations are small relative to the differences in physical work components calculated in successive increments. Consequently, we do not distinguish between the numerical work components calculated for the side and center simulations when comparing them to the physical work components.

The evolutions of the work budget components from the stages preceding and following faulting are similar in the physical and numerical wedges: thrust fault development increases work done in uplift against gravity, increases work expended in frictional slip, and decreases the total external work done on the wedge. Preceding and following fault development, estimates of the numerical $W_{grav}$ closely match the range of the physical $W_{grav}$ for each experiment, differing by $\sim 25\%$ of the mean physical $W_{grav}$.

Preceding faulting, the numerical $W_{fric}$ estimates exceed the physical estimates by $<1$ mJ ($\sim 20\%$ of the mean numerical $W_{fric}$), with the $W_{fric}$ estimates of the weaker detachment simulations more closely approaching the physical estimates than the stronger detachment simulations. Following faulting, the estimates of the numerical and physical $W_{fric}$ overlap for each experiment. The physical $W_{fric}$ reaches its maximum values after the pre-faulting stage and before the post-faulting stage, nearly coincident with the peak in force on the backwall. The maximum physical $W_{fric}$ overlaps the pre-faulting and post-faulting numerical $W_{fric}$. The agreement of the physical and numerical $W_{fric}$ following thrust fault development indicates that fault slip in the numerical simulations (Fig. 3.21) robustly captures fault slip in the physical experiments after the thrust faults form (Fig. 3.10). Although the misfit analysis does not examine slip partitioning between the thrust faults, the tuning of the model parameters with backwall force and detachment slip extent
resulted in the appropriate magnitude and distribution of slip between the thrust faults, promoting the agreement of $W_{frie}$ in the post-faulting stages. In particular, the incremental curl rate fields of the physical experiments indicate higher slip along the forethrust compared to the backthrust (Fig. 3.10). In the numerical simulations, the total slip along the forethrust is consistently greater than the slip along the backthrust (Fig. 3.21). The similar partitioning of slip between the backthrust and forethrust in the numerical and physical experiments contributes to the agreement of the physical and numerical $W_{frie}$ after the thrust faults develop.

The physical and numerical estimates of $W_{ext}$ closely match because the misfit analysis identified the combination of parameters that allow the numerical backwall force to be within estimates of the physical backwall force of the experiments with the opposing apparatus configurations. If the force exerted on the numerical backwall exactly matches the force exerted on the physical backwall at a stage of an experiment, then the physical $W_{ext}$ should equal the numerical $W_{ext}$. There are slight differences in the physical and numerical $W_{ext}$ estimates in the experiments of simulations including and excluding the glass bead layer because the misfit analysis searches for the parameter combinations that allow the numerical backwall force to match the average of the backwall force of two experiments that include or exclude the glass bead layer.

### 3.10 Discussion of numerical analysis

Synthesizing quantitative observations from physical experiments and numerical simulations enables a robust analysis of energy partitioning. The incremental displacement fields of the top and sides of the sandpacks and force exerted on the
physical backwall provide critical data that help constrain the elastic moduli of the physical wedges, and the effective stiffness and detachment and thrust fault friction coefficients used in the numerical simulations.

3.10.1. Effective stiffness of numerical accretionary wedges

In an approach similar to the misfit analysis employed here, Cubas et al. [2013] use the sequential limit analysis method to constrain the internal friction and sliding friction of the detachment and thrust faults in a physical accretion experiment. These parameters are systematically varied in order to identify the combination of parameters that minimize the misfit in the locations, dips and lifetimes of active thrusts observed in the physical experiment and produced in numerical simulations that employ the sequential approach to limit analysis. This misfit analysis identified a detachment sliding friction (5.6±1°, 0.08-0.11) [Cubas et al., 2013], similar to the detachment dynamic frictions found here (0.08, 0.10). In addition, Cubas et al. [2013] identified a range of dynamic friction of the forethrust (7.6±3.6°, 0.07-0.19) that overlaps the dynamic friction of the thrust faults identified here (0.1).

In the Fric2D accretion models employed here, the misfit analysis reveals that the difference in the physical and numerical backwall force and detachment length is minimized when the effective elastic modulus is 0.62 MPa. With the implementation of the sequential approach to limit analysis, accretionary wedges are simulated as infinitely rigid, with infinitely high elastic moduli [e.g., Maillot and Leroy, 2006]. The close agreement of the derived detachment and thrust fault frictions in the numerical wedges within infinite and 0.62 MPa elastic moduli suggest that over a wide range of applied
elastic moduli, the force exerted on the backwall is a robust metric for determining the appropriate frictional parameters that capture deformation observed in physical experiments.

3.10.2. Frictional strength of detachment fault

Systematically varying the effective elastic modulus, and static and dynamic friction in numerical accretion simulations reveals that the dynamic friction of the thrust faults controls the normal force exerted on the modeled backwall. The dynamic friction of the thrust faults has greater influence on the backwall normal force than the static friction because most of faults slip beyond the prescribed slip-weakening distance in the numerical model.

The low detachment friction revealed in the misfit analysis (~0.1) is consistent with the estimates of the detachment frictional strength from physical experiments and field investigations. Herbert et al. [2015] found that the work done to propagate the detachment fault is close to zero in physical UCP accretion experiments, suggesting that the effective friction of the detachment fault is close to zero. The low dynamic detachment friction determined in the misfit analysis overlap estimates of the frictional strength of the detachment fault in crustal accretionary wedges [e.g., 0.11-0.25, Kopf and Brown, 2003; <0.3, Ikari and Saffer, 2011; 0.03-0.19, Ujiie et al., 2013; ~0.08, Fulton et al., 2013]. While the material and mechanisms producing the low detachment frictional strength in crustal accretionary prisms (i.e., fluid-rich and weakly lithified sediments, fluid fluxes along the detachment) differ from those that produce the low detachment frictional strength in the physical experiments (i.e., polished glass, limited grain
rearrangement near the base), perhaps the similarity in the dynamic frictions of the detachments contribute to the similarity between the evolving fault geometries observed in the physical experiments and inferred in crustal accretionary prisms.

3.10.3. Work budget evolutions

Assessing the tradeoffs of diverse deformation processes within the energy budget framework enables quantification of the impact of fault development on system efficiency. The energy budget of the physical experiments and numerical simulations reveal that accretionary fault development increases $W_{\text{fric}}$ and $W_{\text{grav}}$, while decreasing $W_{\text{ext}}$. Thrust development increases fault length, and thus the total slip within the system, increasing $W_{\text{fric}}$. Upward motion between the thrust faults increases uplift, increasing $W_{\text{grav}}$. The numerical work budgets indicate that slip along the faults localizes strain so that less energy is expended in off-fault deformation, reducing $W_{\text{int}}$. In contrast, the physical estimates of incremental $W_{\text{int}}$ indicate that off-fault deformation consistently increases throughout the experiment. In the physical experiments, thrust faulting slows the rate of the increase in $W_{\text{int}}$ within each experimental increment. Previous analyses of the work budget of other deforming numerical accretionary wedges identified energy budget evolutions in which thrust fault development reduced $W_{\text{int}}$ [Del Castello and Cooke, 2007; McBeck et al., in rev.].

The numerical estimates of gravitational work closely match the physical estimates (Fig. 3.22), indicating that the numerical simulations produce similar magnitudes and distributions of uplift as the physical uplift observed on the sides of the sandpacks. The agreement of the frictional work done in the numerical simulations and physical
experiments (Fig. 3.22) suggest that the numerical models capture the slip on the faults. The numerical simulations host similar slip distributions along the thrust faults (supp. Fig. 3.6) to those observed in the physical experiments, in which the forethrust has more slip than the backthrust (Fig. 3.10). The agreement in thrust slip partitioning in the physical experiments and numerical simulations suggests that accretionary prisms with weaker detachment faults may favor slip along forethrusts over slip along backthrusts.

Similar to the reduction of the physical incremental $W_{int}$ in the experiments (Fig. 3.8, Fig. 3.11), and the localization of strain as the thrust faults develop (Fig. 3.12, Fig. 3.13), we observe the reduction in off-fault deformation through the shrinkage of high strain energy density (SED) regions following fault development in the numerical simulations (Fig. 3.23). The reduction in median SED value accounts for the decrease in internal work following fault development. In the simulations of the center of experiment E373, preceding thrust fault development, the area of the wedge with high SED is $17 \text{ cm}^2$, and the median SED throughout the wedge is $0.84 \text{ Pa}$. Following fault development, the area of the high SED region shrinks by $\sim 50\%$, extending only $9 \text{ cm}^2$, and the median SED falls by $\sim 60\%$, reaching only $0.19 \text{ Pa}$. The force drop that accompanies the development of the first thrust pair in these physical experiments (Fig. 3.7), as well as other experiments [e.g., Herbert et al., 2015], similarly indicates that fault development shrinks regions of high SED in physical accretionary wedges, reducing the internal work. The evolution of physical $W_{int}$ (Fig. 3.8), additionally suggests that fault development reduces the rate of increase in work expended in off-fault deformation. This reduction in internal work increases the efficiency of the system as pervasive internal strain localizes onto discrete thrusts.
The evolution of the normal and shear components of the integrated strain tensor outside of the fault zones in the physical wedges (Fig. 3.11) highlights that preceding discrete thrust fault development, enhanced horizontal contraction and vertical thickening permeate the wedge, increasing the total $W_{\text{int}}$ (Fig. 3.8; supp. Fig. 3.5). Snapshots of the complete field of each incremental strain tensor component as the thrusts develop (Fig. 3.13) reveal that this increase in strain develops in the region where the thrusts eventually form. In crustal accretionary wedges, regions of elevated compaction and/or layer-parallel shortening at the toe of accretionary wedges may indicate the future development of a new frontal accretionary thrusts.

The partitioning of energy revealed in these work budgets suggests that in accretionary tectonic settings fault development increases $W_{\text{fric}}$ and $W_{\text{grav}}$, and decreases $W_{\text{int}}$ and $W_{\text{ext}}$. Estimates of crustal stress from borehole breakouts [e.g., Zoback and Healy, 1992] and plate motions from GPS [e.g., Mazzotti et al., 2001] constrain the external work done on crustal accretionary prisms. Uplift calculated from vertical GPS [e.g., Ching et al., 2011] and InSAR [e.g., Schmidt and Burgmann, 2003] constrain the work of uplift against gravity. Evidence of increasing temperature along faults during frictional slip, such as silica gel [e.g., Kirkpatrick et al., 2013] and pseudotachylyte [e.g., Sibson and Toy, 2006], indicates the magnitude of energy expended in slip against friction. Each of these components of the energy budget evolve as layer-parallel shortening amplifies pervasive internal strain, new accretion faults propagate, out-of-sequence faults cut older faults, and pre-existing faults are reactivated, perhaps slipping coseismically.
3.11. **Conclusions of numerical analysis**

This study compares the energetic tradeoffs of frictional slip, uplift and distributed off-fault deformation in physical accretion experiments, and in numerical simulations in order to shed insight on the transition from internal deformation to localized slip on accretionary thrust faults. Constraining the evolving physical and numerical energy budgets reveals that thrust fault development increases the overall system efficiency, as the work expended in frictional slip and uplift against gravity increases. The numerical work budgets indicate that decreasing off-fault deformation drives the increase in efficiency, whereas the physical estimates of internal work continually increase throughout the development of the first thrust pair. The application of this energy budget approach to crustal tectonic environments will help determine if energy partitioning in crustal environments is similar to the partitioning within physical and numerical accretion experiments. Applying the energy budget framework through the synthesis of field interpretations, the kinematics and external force measured in physical experiments, and the complete stress field provided by numerical simulations will enhance our understanding of the interaction of diverse deformation mechanisms operating in tectonic environments.
3.12. Figures

Figure 3.1

Physical experiment set up. A) Views of top and sides of sandpack reveal timing and geometry of fault development. B) Physical force measured on the backwall reveals strain hardening and softening associated with distributed compaction of the sand and thrust fault development. Comparing variations in force with the fault geometry observed in the side and top views allows a detailed understanding of the impact of fault development on the normal force exerted on the backwall, and thus the overall system efficiency.
Figure 3.2

Views of fault development. Incremental displacement fields of top and side views of experiment E374 throughout the development of the first thrust pair, at 0.5 mm increments of applied backwall displacement. Preceding thrust fault development (A), the incremental strain field remains diffuse: the displacements gradually decrease from the backwall toward the opposite wall. B) When sharp gradients in the top view displacement field reveal the development of the first thrust pair, the side view displacement fields do not yet host sharp gradients indicative of localized slip, but show only diffuse zones of shear. C-E) With continued backwall displacement, the gradients in the top and side displacement fields progressively sharpen as faults begin to localize. In the top view displacement field, the thrusts begin to localize within the center of the sandpack, and then extend toward the sidewalls. In the side view displacement fields of this experiment, fault localization begins earlier on the right side than the left side (C), causing the forethrust to remain more diffuse on the left side view than the right side view in the last increment shown here (E).
Figure 3.3

Experiment apparatus configurations. Experiments differ in apparatus configuration (moving base or backwall) and inclusion of glass bead layer. The different apparatus configurations should not influence the calculated work budget components. However, the inclusion or exclusion of the glass bead layer is expected to produce differences. Experiments E373 and E375 lack a glass bead layer. Experiments E374 and E376 include a glass bead layer. Experiment E373 and E374 (A) have moving bases. Experiment E375 and E376 have moving backwalls.
Figure 3.4

Measurement of physical backwall force. A) Configuration of uniaxial strain sensors on four plaques, which are fixed to a rigid board that is adjacent to the backwall in the experiments. Each plaque contains four uniaxial strain sensors (white rectangles) that are fixed to metal arms mounted on the plaque. B) Calibration of strain gauges to known weights results in a linear relationship of machine strain units to weight ($R^2=0.99$).
Figure 3.5

Kinematic compatibility assessment. We use kinematic compatibility to assess the relative robustness of the incremental displacement fields for experiment E373 (red), E374 (dark blue), E375 (pink) and E76 (light blue). From each kinematic compatibility field, we identify the mean plus one standard deviation, $K_F$, in order to define a representative value of $K$ for the field. High values of $K$ imply movement of material towards or away from the glass side walls, which invalidates 2D plane strain. We find the mean and standard deviation of the $K_F$ of all the displacement fields and remove the fields from the analysis that have $K_F$ above one standard deviation from the mean. Models within the gray region are thus considered reliable. Triangles pointing to the left (black triangle) and right (white triangle) show $K_F$ of displacement fields derived from the left and right sides of the experimental apparatus, respectively. Most of the displacement fields from the right side of experiment E375 are considered unreliable due to inadequate focusing of the associated cameras. Consequently, we exclude the incremental displacement fields calculated for the right side of experiment E375 from the analysis. See supp. Fig. 3.3 for an example of displacement fields from both sides of experiment E375 with high and low $K_F$. 
Faulting events with backwall force. Complete force curve (A, C, E, G) and faulting observations with physical force evolution (B, D, F, H) for each experiment. Fault development produces drops in force. Gray box in plots on left highlights portion force curve shown in plots on right. Vertical lines on right plots indicate when we first observe evidence of faulting on top (black), left side (dark blue), and right side (light blue) of the sandpack. Triangles indicate local maximum (peak, upward triangle) and local minimum (trough, side triangle) of first force drop. Evidence of fault development is observed in top view of sandpack before the force peak. Force trough occurs after the first evidence of faulting is observed in either side of the experiment.
Estimates of physical effective elastic moduli of physical wedges. We calculate effective elastic modulus as the tangent to stress-strain curve at 50% of the peak stress. A) Force-displacement relationships for each experiment, from which we calculate stress-strain curves. Black dot shows 50% peak stress. Solid portions of curves indicate part from which we estimate effective elastic modulus. B) Estimates of effective elastic modulus, $E$, for each experiment as a function of the change in cumulative longitudinal strain ($\varepsilon_{xx}$) and change in backwall normal stress ($\sigma_n$) at 50% peak stress. Range in $\varepsilon_{xx}$ (horizontal error bars) arise from differences in horizontal displacements on opposing sides of each experiment. Range in $\sigma_n$ (vertical error bars) arise from differences between potential load-bearing heights of sandpack in contact with backwall, from 4 cm to 8 cm. We approximate $E$ from the slope of the lines of best fit, $\Delta \sigma_n / \Delta \varepsilon_{xx}$, using $\sigma_n$ calculated from the minimum load-bearing height for each experiment, the maximum load-bearing height for each experiment, and the preferred height for each experiment (minimum for moving base, and maximum for moving backwall). The line of best fit through the preferred heights (green) has the highest $R^2$ value, so we consider the slope of this line as the most robust estimate of $E$ (0.99 MPa).
Physical incremental work budget. Work budget of physical experiments: incremental external work, $W_{ext}$ (A-B), incremental internal work, $W_{int}$ (C-D), incremental frictional work, $W_{fric}$ (E-F), and incremental gravitational work, $W_{grav}$ (G-H). First column (A, C, E, F) shows incremental work done at each increment. Second column (B, D, F, H) shows incremental work done at selected increments: at 1 mm of applied backwall displacement (onset), before faults are observed at the top of the sandpack (pre-faulting), at the increment when the work component is maximized (maximum), and at the trough of the force curve (or post-faulting stage). In the first column, the squares show the average work components of experiments with opposing apparatus configurations for experiments excluding (red) and including (blue) glass bead layer. Height of error bars are the difference between the work components calculated for the differing experiment configurations. Supp. Fig. 3.4 shows the incremental work done in each increment of each experiment individually.
Figure 3.9

Physical incremental uplift. Physical vertical displacement, $U_Y$, fields of moving backwall experiments excluding (A-B) and including (C-D) glass bead layer. Incremental $U_Y$ preceding (A, C) and following (B, D) thrust fault development. Preceding thrust development, a broad pattern of uplift develops in the region where the faults ultimately form. Following thrust fault development, uplift localizes above discrete thrust faults. While the uplift pattern transitions from gradational to sharply bounded by faults, the overall $W_{grav}$ remains similar preceding and following fault development.
Figure 3.10

Physical incremental curl. Curl of incremental displacement fields of moving backwall experiment excluding (A) and including (B) glass bead layer following faulting. Curl field reveals that inclusion of glass bead layer suppresses slip on backthrust, reducing $\Delta W_{fric}$ associated with fault growth. C) Photo of side of experiment E376 following faulting. The entrainment of glass beads along the forethrust promotes slip on the forethrust and suppresses slip on the backthrust, perhaps by producing a smoother process zone near the base of the forethrust.
Figure 3.11
Evolution of integrated incremental strain tensor outside fault zones. We derive the internal work from the integrated incremental strain tensor components at each experiment increment. Error bars show range in tensor component from opposing sides of apparatus. Preceding faulting, the wedge experiences: A-B) increasing horizontal contraction (negative $\epsilon_{xx}$), C-D) increasing vertical dilation (positive $\epsilon_{yy}$), and E-F) relatively constant shear strain ($\epsilon_{xy}$). These evolutions indicate that increasing normal strains drive the increase in $W_{int}$ immediately preceding thrust fault. The development of the thrust faults reduces the off-fault horizontal contraction (decreasing magnitude of $\epsilon_{xx}$), and off-fault vertical dilation (decreasing magnitude of $\epsilon_{yy}$), while shear strain remains constant or decreases.
Figure 3.12

Evolution of integrated strain tensor including the fault zones. Preceding faulting, the wedge experiences: A-B) increasing horizontal contraction (negative $\varepsilon_{xx}$), C-D) increasing vertical extension (positive $\varepsilon_{yy}$), and E-F) increasing shear strain ($\varepsilon_{xy}$). The development of the thrust faults causes the total horizontal contraction and shear strain to plateau. The total vertical dilation increases as the faults develop and then plateaus when the faults are more fully localized.
Figure 3.13

Evolution of strain tensor components for experiment E375. A) Preceding thrust faulting, high normal strains remain dispersed through the wedge, while shear strain is localized along the detachment. B) With continued backwall displacement, horizontal contraction and vertical extension shift toward the region where the thrusts ultimately develop, and the zone of high shear strain surrounding the detachment extends further from the backwall. C) In the incipient stages of thrust development, horizontal contraction and vertical extension concentrate along the incipient thrusts, forming broad bands of high strain a few centimeters thick. At this stage, elevated zones of shear strain highlight slip along the thrust faults, with higher strain along the forethrust. D) As strain continues to localize along the thrusts, the zones of high horizontal contraction and vertical extension decrease in width as shear strain along the forethrust increases and shear strain along the backthrust remains low. Some of the patchy texture of the strain fields arise from spurious noise in the incremental displacement fields.
Numerical model boundary geometry and loading conditions. Rightward displacement is applied to left vertical boundary (backwall) towards the center of the model to simulate contraction. Right vertical boundary wall is prevented from displacing in the directions normal to the boundary (left or right), and is allowed to displace in directions parallel to the boundary (up or down). The model base remains fixed with no displacements in vertical (normal) or horizontal (shear) directions. Topography of wedge is allowed to deform freely with zero tractions. The numerical simulations contain a horizontal detachment fault 1 cm above the base of the model. The length of the model is 50 cm.
Figure 3.15

Differences in fault geometry along strike. Displacement fields of top of sandpacks reveal changes in fault geometry from the center of sandpack toward the sidewalls. Backthrust and forethrust position identified from top view incremental displacement field (A, C, E, G), and histograms of distance between thrust positions for portions of thrusts within center 20-80 cm (dark gray), and portions of thrusts within 5 cm of side walls (light gray) (B, D, F, H). I) Means and standard deviations of distances between thrusts within the center 20-80 cm (>20 cm, <80 cm) and outside 5 cm (<5 cm, >95 cm) measured in the incremental displacement field of the top of the sandpack, and distance between thrusts measured in the top view displacement fields at the sidewalls (1 & 100 cm). The distance between the thrusts increases from the center toward the sidewalls, suggesting that the thrust dips shallow toward the side walls.
Figure 3.16

Construction of numerical thrust fault geometries. We use dips of thrusts observed in side view displacement fields and positions of thrusts observed in top view displacement fields. Mean thrust geometry observed through sidewalls (blue dashed lines) and mean positions of thrusts within center 20-80 cm (black triangles) for experiments excluding (A) and including (B) glass bead layer. Blue solid lines show the thrust geometries constructed from the mean thrust positions observed on top of sandpack and the mean thrust dips observed on sides of sandpack. The numerical faults, which represent conditions at the center of the experiment, are steepened from the sidewall observations, so that they share a common root (black lines).
Figure 3.17

Pre-faulting step of misfit analysis. We vary detachment friction, $\mu$, and elastic modulus, $E$, to reduce the misfit in numerical and physical backwall force (A, B) and misfit in slipping detachment length (C, D), for simulations of experiments excluding (A, C) and including (B, D) glass bead layer. Positive misfit indicates that the numerical results exceeds the physical backwall force or detachment length. Black contour lines indicate parameter combinations that produce numerical results within the range of physical observations. Dots show results from tested numerical simulations. The misfit analysis shows the tradeoffs between model stiffness and detachment friction on the stress and displacement fields resulting from the applied loading. As $E$ increases, detachment $\mu$ must decrease in order for the numerical models to match the physical backwall force. In contrast, as $E$ increases, $\mu$ must increase for the numerical models to match the observed detachment fault length.
Figure 3.18

Synthesis of pre-faulting misfit step. The contrasting response of the detachment friction, \( \mu \), to increasing stiffness, \( E \), in the misfit analysis constrains the parameter space that provides consistent material properties for experiments that exclude (A) or include (B) a glass bead layer. Blue and red lines indicate the range of \( E \) and detachment \( \mu \) that produce the measured backwall force and detachment length, respectively. The polygon formed by the intersection of the red and blue contour lines reveal the combination of parameters that can produce numerical detachment length and backwall force that fall within the physical estimates. C) Overlapping the polygons of both simulations highlights the parameter combinations that enable the agreement of the physical and numerical properties for both simulations. We expect that the effective elastic modulus of the physical experiments including and excluding the glass bead layer should be similar because each wedge is built of CV32 sand. Consequently, we select the detachment \( \mu \) from the parameter combinations with constant \( E \). The specified constant \( E \) is the average of the minimum and maximum \( E \) from the overlap region of admissible parameter combinations from both simulations. At this constant \( E \) (0.615 MPa), the average of the admissible minimum and maximum detachment \( \mu \) of each simulation provides the detachment \( \mu \) for the simulations of the experiments including (\( \mu = 0.098 \)) and excluding (\( \mu = 0.11 \)) the glass bead layer.
Post-faulting step of misfit analysis. We vary the static, $\mu_s$, and dynamic friction, $\mu_d$, along thrust faults within simulations of experiments excluding (A) and including (B) glass bead layer to minimize the misfit in backwall force. The friction of the thrust faults should be similar in all of the experiments regardless of basal glass beads because each wedge is built of the same CV32 sand. We select the static and dynamic friction of the thrust faults from the combination of parameters that enable both simulations to achieve the observed physical backwall force. The misfit analysis is insensitive to the prescribed static thrust friction because most of the fault elements slip beyond the slip weakening distance, so that they deform with dynamic friction. We prescribe $\mu_s=0.5$, following laboratory measurements. The overlapping parameter spaces of the simulations indicate that when $\mu_d=0.1$, the numerical backwall force closely matches the physical backwall force. In summary, the pre-faulting and post-faulting steps of this misfit analysis indicates that the detachment $\mu$ of the simulations of the experiments including and excluding the glass bead layer should be 0.098 and 0.11, respectively. For all the simulations, to achieve the desired backwall force and detachment length, $E=0.615$ MPa, thrust $\mu_s=0.5$, and thrust $\mu_d=0.1$. 
Evolving work budget of numerical simulations. A) Work budget for simulations representing center of each experiment. The total external work, $W_{\text{ext}}$, is dominated by internal work, $W_{\text{int}}$, while frictional, $W_{\text{fric}}$, and gravitational, $W_{\text{grav}}$, work comprise smaller portions of the total budget. B-E) Work budget components for simulations preceding and following faulting. Heights of error bars are the difference between the maximum and minimum work budget components of the simulations of the center, left side, and right side of each experiment. Thrust fault development increases $W_{\text{grav}}$ (B) and $W_{\text{fric}}$ (C), and decreases $W_{\text{int}}$ (D) and $W_{\text{ext}}$ (E). Compared to the stronger detachment simulations (excluding the glass bead layer experiments), the weaker detachment simulations (including the glass bead layer experiments) produce less $W_{\text{grav}}$, $W_{\text{fric}}$, $W_{\text{int}}$, and $W_{\text{ext}}$ preceding and following faulting.
Figure 3.21

Comparison between side and center simulations. Simulations of side views and center of experiment E375 preceding (1st column) and following thrust fault development (2nd-4th columns). A-D) Net displacement field. E-H) Slip on faults. I-L) Strain energy density (SED). The net displacement fields of the post-faulting simulations reveals greater uplift in the left side and center models (B-C) than in the right side model (D) due to the steeper thrust dips in the left and center models. The steeper dips in the left and center models produce greater slip on the thrusts in the left and center models (F-G) than in the right side model (H).
Figure 3.22

Numerical and physical work budget components. Circles show mean of physical work component within 0.5 mm of increments preceding and following faulting, and when work component reaches its maximum value for both experiments that either include or exclude the glass bead layer. Height of error bars are the standard deviation of work components within the associated increments of the experiment. Smaller squares show mean of numerical work components of side and center simulations with heights of error bars representing the range from the minimum to maximum work component. Larger rectangles highlight the range in the calculated physical work budget component for the experiments including or excluding the glass bead layer. The numerical work budget components overlap or closely approach the corresponding physical components for each set of experiments including or excluding the glass bead layer, at both the pre-faulting stage and the force trough.
Figure 3.23

Strain energy density (SED) of numerical simulations. Preceding (A) and following (B) thrust fault development for center of experiment E373. Fault development shrinks area of wedge with high SED by 53%, and reduces median SED by 77%.
3.13. Tables

Table 3.1

Misfit analysis results. Elastic moduli, $E$, and coefficients of static, $\mu_s$, and dynamic, $\mu_d$, friction identified in misfit analysis for simulations of experiments excluding (E373, E375) and including (E374, E376) glass bead layer.

<table>
<thead>
<tr>
<th></th>
<th>$E$ (MPa)</th>
<th>detachment</th>
<th>thrust</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_s$</td>
<td>$\mu_d$</td>
<td>$\mu_s$</td>
</tr>
<tr>
<td>E373, E375</td>
<td>0.615</td>
<td>0.110</td>
<td>0.110</td>
</tr>
<tr>
<td>E374, E376</td>
<td>0.615</td>
<td>0.098</td>
<td>0.098</td>
</tr>
</tbody>
</table>
3.14. Supplemental information

Supplemental Fig. S.3.1

Physical E estimates using gauge calculation. Estimation of physical effective elastic modulus using stress-strain relationships derived from applied motor displacement and displacement of strain gauge arms. The uncertainty in the displacement of the strain gauge arm with varying loads produces unrealistic stress-strain curves, and associated estimates of effective elastic modulus. A) Set up of strain gauges with respect to applied displacement vectors in the moving base experiment configurations. B) Calibrations of applied stress to strain gauge arm displacement. Each calibration curve is derived from outer limits of each data point measured in calibration. Horizontal bar is derived from the uncertainty in stress measurement, which is taken from the amplitude of noise in the physical force measurements during the experiments. Vertical bar is derived from the uncertainty in the measurement of the strain gauge arm displacement. Correction of applied strain considering the displacement of the strain gauges (C-F) produces overly steepened curves with negative slopes, indicating that the correction of the applied strain results in lower strains than produced in the experiment. Applying a non-linear calibration curve may reduce the over-steepening of the stress-displacement curves. Stress is calculated by assuming that the load-bearing height of the sandpack is 9.5 cm.
Supplemental Fig. S.3.2

Assessment lithostatic stress and normal tractions. A) Normal tractions on thrust faults in numerical models with applied horizontal displacement of backwall, $U_x$ (upper), and normal tractions arising from only lithostatic stresses (lower). B) Normal tractions on modeled faults due to lithostatic stresses and due to $U_x$ and lithostatic stresses as a function of depth. C) Difference in normal tractions on faults arising from only lithostatic stress and from $U_x$ and lithostatic stress. From the base of the wedge to 3.5 cm from the detachment, the lithostatic tractions underestimate the model tractions by <0.05 kPa. This difference is 5-25% of the lithostatic+$U_x$ estimate (D) up to 3.5 cm from the detachment. Toward the top of the model, the normal tractions on the faults decrease, causing the percent difference to increase, although the magnitude of difference in normal tractions does not exceed 0.05 kPa. The underestimation of the normal compression on the faults by assuming that the tractions follow the lithostatic distribution will cause the $W_{fric}$ to be less than the true $W_{fric}$ in the physical experiments.
**Supplemental Fig. S.3.3**

Kinematic compatibility assessment. Net displacement fields (A), and kinematic compatibility fields, \( K \) (B) for incremental displacement fields of left (upper row) and right (lower row) side of experiment E375. In the left side displacement field, slip along faults produces localized regions of high \( K \). In the right side displacement field, artificial noise due to inadequate image quality produces many patches of high \( K \). C) Histogram of \( K \) field for left and right side reveal the distribution of higher \( K \) for the right side, compared to the left side. To compare the kinematic compatibility of each displacement field to other fields, we consider the mean plus one standard deviation of the \( K \) field as the kinematic compatibility value representing that field, \( K^F \) (red). We compare \( K^F \) from each experimental displacement field to determine the most reliable displacement fields from which to estimate the work budget components. This comparison excludes the right side displacement fields of experiment E375, and includes the left side displacement fields of experiments E375.
Physical E estimates using DIC fields. Estimates of effective elastic modulus using stress-strain relationship of physical accretionary wedge. To calculate the incremental horizontal strain in each increment of each experiment, we find the difference in the horizontal displacements at the lateral edges of each compacting region, $\Delta U_x$, within the left side views (A) and the right side views (B). We consider the incremental horizontal strain as $\Delta U_x/L$, where $L$ is the length of the compacting region. To identify the representative $U_x$ at each end, we take the median $U_x$ within 1 cm of each end of the compacting region. The resulting stress-strain relationships for experiment E373 (C), E374 (D), E375 (E), and E376 (F). Minimum and maximum estimates for each experiment are derived from a maximum (8 cm) and minimum (4 cm) potential height of load-bearing area of sandpack in contact with backwall. Gradients in the displacement field indicate that the compacting region in the moving base experiments is 20 cm long (in the horizontal direction) and 4 cm tall (in the vertical direction), and in the moving backwall experiments is 10 cm long and 8 cm tall. Blue and pink lines indicate stress-strain relationship for left and right sides of each experiment, respectively. Black lines indicate stress-strain relationship using average of cumulative strain of left and right sides. Black dots indicate 50% peak stress, at which tangent to stress-strain curve determines elastic modulus. E) Cumulative strain calculated from right side displacement fields is excluded for experiment E375 because the kinematic compatibility criterion indicates high artificial noise for the right side displacement fields of experiment E375.
Supplemental Fig. S.3.5

Work budget of physical experiments. Work budget of individual physical experiments: external work, $W_{ext}$ (A), internal work, $W_{int}$ (B), frictional work, $W_{fric}$ (C), and gravitational work, $W_{grav}$ (D). First two columns show work budget of experiments excluding (red: E373, pink: E375) and including (dark blue: E374, light blue: E376) glass bead layer. Squares show average of work components calculated for the left and right side of the experiment at each increment. Height of error bars are the difference between the work components calculated for the opposing sides. Last two columns show incremental work component at selected increments: at the onset of faulting, the pre-faulting stage, when the work component is maximized, and at the post-faulting stage. The incremental work budgets are similar for the experiments in each set of experiments that include or exclude the glass beads, except for the estimates of $W_{int}$. The estimates of $W_{int}$ differ by greater magnitudes than the other components of the work budget because the $W_{int}$ estimates are more sensitive to artificial noise in the incremental displacement fields than the other work budget components.
Supplemental Fig. S.3.6

Numerical loading curves. Numerical loading curves for center simulation of experiment E373 preceding (black) and following (red) fault development show non-linearity due to inelastic frictional slip. Preceding thrust development, the force exerted on the backwall continually increases with the applied backwall displacement. Following fault development, the backwall force increases until slip on the thrusts reduces the backwall force at the 6th loading step (0.3 mm of backwall displacement). To compare the work done in increments of the physical experiment to the numerical simulations, we take the work done in the last loading step of the numerical simulations (shaded region). We scale this value by the ratio of the displacement of the numerical backwall within the last loading step (0.05 mm), and the displacement of the physical backwall within each DIC increment of the experiment (0.2 mm).
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