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Despite a considerable progress in verification and abstraction of random and control logic, advances in formal verification of arithmetic designs have been lagging. This can be attributed mostly to the difficulty in an efficient modeling of arithmetic circuits and datapaths without resorting to computationally expensive Boolean methods, such as Binary Decision Diagrams (BDDs) and Boolean Satisfiability (SAT), that require, bit-blasting, i.e., flattening the design to a bit-level netlist. Approaches that rely on computer algebra and Satisfiability Modulo Theories (SMT) methods are either too abstract to handle the bit-level nature of arithmetic designs or require solving computationally expensive decision or satisfiability problems.

The work proposed in this thesis aims at overcoming the limitations of analyzing arithmetic circuits, specifically at the post-synthesized phase. It addresses the verification, abstraction and reverse engineering problems of arithmetic circuits at
an algebraic level, treating an arithmetic circuit and its specification as a properly constructed algebraic system. The proposed technique solves these problems by function extraction, i.e., by deriving arithmetic function computed by the circuit from its low-level circuit implementation using computer algebraic rewriting technique. The proposed techniques work on large integer arithmetic circuits and finite field arithmetic circuits, up to 512-bit wide containing millions of logic gates.
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CHAPTER 1
INTRODUCTION

With an almost unmanageable increase in the size and complexity of ICs and SoCs, hardware design analysis has become a dominating factor of the overall design flow [44]. Hardware verification is one of the essential procedures in the design flow that checks whether the actual hardware implementation has the correct specification. Specifically, verifying arithmetic computation units are particularly difficult due to the “bit blasting” issue, i.e., flattening the design specification into a bit-level. The importance of arithmetic verification problem grows with an increased use of arithmetic modules in embedded systems to perform computation-intensive tasks for multimedia, signal processing, and cryptography applications.

Formal verification techniques can benefit greatly from abstractions of the functionality of the circuits being verified. Abstraction reduces the complexity of analysis of the design and may provide a hierarchical view of the register transfer level (RTL), which could be applied to system-level verification. Word-level abstraction specifically focuses on extracting a word-level representation of the function implemented by a gate-level design. For example, for an $n$-bit gate-level multiplier, the word-level function can be extracted as $Z = AB$. We can see that as the datapath size of the multiplier grows, the bit-level representation increases exponentially, while the word-level abstraction does not change. However, formal techniques for abstraction in gate-level design are challenging. The abstraction problems are even harder than the verification problem since there are no clear boundaries of the arithmetic functions in the design.
This thesis aims at overcoming the limitations of analyzing large arithmetic circuits, especially of the post-synthesized circuits. The approach proposed here addresses the verification, abstraction and reverse engineering problems in the algebraic domain, in which both the implementation and the specification of the arithmetic circuit are represented as pseudo-Boolean polynomials in respective variables (circuit signals). It solves the verification problem by extracting an arithmetic function computed by the circuit directly from its gate-level circuit implementation using computer algebraic methods, called function extraction or algebraic rewriting. This rewriting technique transforms the polynomial representing an encoding of the primary outputs (called the output signature) into a polynomial at the primary inputs (called the input signature). The computed arithmetic function can be used to verify the circuit against the given specification (i.e., the expected function of the design), or to decipher the function performed by the circuit. In the case of an incorrectly implemented function, this method will generate a counterexample (bug trace).

Regarding abstraction, a new canonical representation of arithmetic functions, called algebraic spectrum, is introduced in this thesis. Algebraic spectrum refers the coefficient distribution of the polynomial expressions that are computed using the rewriting technique. We prove that the coefficients distribution of arithmetic function is unique depending on the arithmetic operations. Finally, the verification and reverse engineering problems of Finite Field Arithmetic circuits are explored. For the finite field arithmetics, the main contributions include:

- 1) computer algebraic method is approved to be applied for parallel verification over GF($2^m$).
- 2) the approach of analyzing the irreducible polynomials of finite field arithmetic is proposed.
Figure 1.1: Typical industrial IC design flow.

- 3) the complete reverse engineering framework of finite field arithmetic is developed.

1.1 Hardware Verification

The importance and difficulty of arithmetic circuit verification can be illustrated by the famous FDIV bug in Intel’s Pentium processor in 1995, which cost Intel $475 million. This bug was not covered by the one trillion simulation vectors used for this processor [27]. Verification is a critical problem in the chip industry since the cost of hardware verification is claimed to be 70 percent of the overall hardware design effort. Although the engineers and researchers invest a lot in hardware verification, it is still challenging as the design complexity increases. The recent verification industry study presented by Foster [44] showed that the average verification time in the last ten years is around 60% (57% in 2014) over the entire chip design period. In this survey, it also shows that there are more than 50% designs requires more than 60% project time in verification only. Most of those designs contain large arithmetic units.

Hardware verification is a process of checking the correctness of the fabricated hardware compared to the specification. However, it is impossible to directly check if the fabricated hardware matches the original specification. Typically, hardware
verification is conducted step-by-step during the design flow. Hence, there are many hardware verification techniques developed that apply on different representations of hardwares, such as verification of HDL, gate-level netlist, schematic netlist, and so on. The design flow typically starts with a high-level specification using hardware description language (HDL) or C/C++. This specification is then compiled into a register-transfer-level (RTL) description, which is further optimized by high-level synthesis and logic synthesis techniques and translated into a corresponding netlist representation. The logic-level netlist is then translated to a physical layout during placement and routing synthesis.

Typically, equivalence checking has been applied at each step to check the equivalence before and after each optimization or transformation step in the design flow. There are many verification techniques that apply to different representations of hardware, such as HDL code, gate-level netlist, layout, etc. This thesis focuses on gate-level implementation of arithmetic circuits. Traditional approaches to verifying arithmetic circuits are based on simulation or emulation, but exhaustive simulation is not applicable to the large modern designs. Theorem proving approaches require verification experts to manually guide the systems to complete the proof. Thus, to automatically verify arithmetic circuits, many formal techniques have been developed to handle large practical circuits. However, few formal techniques are applicable to large gate-level arithmetic circuits. Those contemporary formal methods that could be applied to arithmetic circuits verification are reviewed in Chapter 2. The limitations of those formal methods for verifying arithmetic circuits are studied in the Chapter 3.
1.2 Verification Techniques

1.2.1 Equivalence Checking

In recent years, many CAD vendors have offered equivalence checking tools for design verification. Equivalence checking (EC) is one of the most widely used formal techniques in the verification of digital circuits. Depending on the type of the target circuits, i.e. sequential circuits or combinational circuits, equivalence checking can be classified in two types: *sequential equivalence checking* (SEC) and *combinational equivalence checking* (CEC).

![Combinational Equivalence Checking Model](image)

**Figure 1.2: Combinational equivalence checking model.**

The *Combinational Equivalence Checking* (CEC) model is shown in Figure 1.2. Let $Design_1$ be the design to be verified, and $Design_2$ be the reference design. The specification of the reference design is the expected specification of $Design_1$. Given identical inputs to $Design_1$ and $Design_2$, a miter is built by XORing the corresponding output bits of these two designs and connecting to a wide OR gate. If the functions represented by the two designs are identical for all input patterns, then miter always evaluates to 0 (Boolean false) for any input pattern. In this case, the two designs are proved to be equivalent. Otherwise, these two designs are not equivalent.

The *Sequential Equivalence Checking* (SEC) model is shown in Figure 1.3. SEC checks if the corresponding outputs are equivalent for any state of the two circuits with identical initial states. The proof of correctness of two sequential circuits requires a complete state-space traversal, which is one of the bottlenecks of sequential
equivalence checking. The complexity of sequential equivalence checking could be significantly increased by synthesis process, such as retiming technique [120].

The most straightforward technique to prove or disprove the equivalence using EC model is exhaustive simulation. It is obvious that exhaustive simulation is not possible for design with a large number of input bits. And, random simulation does not provide complete proof of the equivalence because of the coverage problem. Further, formal verification methods are heavily investigated to address the equivalence checking problem. The most promising formal techniques for solving equivalence checking problem include canonical diagrams, satisfiability and computer algebra methods.

Reduced Ordered Binary Decision Diagrams (OBDDs) [20], provide the efficient method for equivalence checking for combinational and sequential circuits [5]. OBDDs are canonical representation with a fixed variable ordering. Hence, equivalence checking problem can be addressed by comparing the OBDDs of two designs. If two OBDDs are identical, two designs are functional equivalent. However, the size of the BDDs explodes for large designs. Specifically, it becomes large for the arithmetic circuits. For example, for integer multiplication, it has been shown that an $n$-bit multiplication requires a $O(n^3)$ size OBDD [24].

Due to the limitation of the BDDs, many techniques have been developed to reduce the complexity of equivalence checking. Goldberg et. al [47] presented a simple
framework for SAT-based CEC and reported results on an ISCAS-85 benchmarks. Paruthi et. al [88] proposed an idea that is based on a tight integration of a structural satisfiability (SAT) solver, BDD sweeping, and random simulation. In this work, the integral application of the SAT solver significantly enhances the capacity and efficiency of BDD sweeping and extends its suitability for mis-comparing designs. Further, the random simulation algorithm works on the graph that represents the netlist and thus runs more efficiently. Mishchenko et. al [76] presented an And-Inv-Graph (AIG) data structure that is the state-of-the-art technique for logic reduction and synthesis. The Functional-reduced AIG (FRAIG) is able to efficiently reduced the logic complexity [78] which has been implemented in the ABC system [80]. However, all these techniques are not applicable to large arithmetic circuits, such as Galois field multipliers and integer multipliers [31][72].

With significant research efforts spent on formal methods, formal verification for hardware that combines heuristic methods, such as checking structure similarity, becomes more and more popular. The similarity between the two circuits is exploited to identify the equivalences between internal nodes of the two circuits being checked for equivalence [63]. For example, the partial list of equivalence checkers are Formality (from Synopsys), Design Verifyer (from Chrysalis) and Verity (from IBM) [64]. Similarly, identifying structural similarities for sequential equivalence checking is also explored [120]. These tools perform logic equivalence checking of two circuits based structural analysis and BDD techniques. Similarly to other verification techniques, these equivalence checking techniques are limited by the memory explosion problem for arithmetic circuits. Recently, IBM Formal Verification team showed that their tools could automatically verify the floating point division (FDIV) unit using their SixthSense formal engine [62].
1.2.2 Model Checking

Model checking performs verification by exhaustively checking whether a state-transition graph (STGs) satisfies a given property [36]. In this approach, a circuit is described as a state machine with transitions to describe the circuit behavior. The specifications to be checked are described as properties that the machine should or should not satisfy. Model checking is limited by the state-space explosion problem. The state explosion problem refers to the fact that the number of states is exponential in the number of Boolean variables. Explicit state model checkers are based on graph-traversal of the model states, and must keep track of the visited states. However, this is infeasible due to the large size of the modern designs.

BDDs [20] have traditionally been used as a symbolic representation of the system. Model checkers based on BDDs are usually able to handle systems with hundreds of state variables. However, for larger systems, the BDDs generated during model checking become too large for currently available computers. Also, selecting the right ordering of BDD variables is very important. Boolean Satisfiability (SAT) also operates on Boolean expressions but does not use canonical forms. Biere et. al proposed a SAT procedures for symbolic model checking instead of BDDs [14][13]. They do not suffer from potential space explosion of BDDs and can handle propositional satisfiability problems with thousands of variables.

The symbolic model checking can be applied to sequential circuit verification [34]. However, due to the large size of arithmetic circuits, this technique is difficult to check the properties. Additionally, the symbolic model checking has been applied mostly to verifying the properties of systems instead of gate-level implementations.

1.2.3 Theorem Proving

Another class of solvers includes Theorem Provers, deductive systems for proving that an implementation satisfies the specification, using mathematical reasoning. The
proof system is based on a large and strongly problem-specific database of axioms and inference rules, such as simplification, rewriting, induction, etc. Some of the most popular theorem proving systems are: HOL [48], PVS [84], Boyer-Moore/ACL2 [19], and Nqthm [48][56]. These systems are characterized by high abstraction and powerful logic expressiveness, but they are highly interactive, require domain knowledge, extensive user guidance, and expertise for efficient use. The success of verification using theorem prover depends on the set of available axioms and rewrite rules, and on the choice and order in which the rules are applied during the proof process, with no guarantee for a conclusive answer. Similarly, term rewriting techniques, such as [121] or [55], are incomplete and “may fail to generate the proof because additional lemmas are needed” [55]. Additionally, theorem proving for gate-level circuits is extremely complex.

![Figure 1.4: A gate-level circuit implementing 2-input AND function with inputs a and b.](image)

For example, to prove that the circuit shown in Figure 1.4 is a AND2(a, b) function, theorem proving requires ten steps. The specification of z is \( F_{\text{spec}} = a \land b \). The specification of the circuit is \( F = \exists x. i \ NAND(a, b, x) \land NOT(x, z) \). The equivalence checking problem using theorem proving is: \( \forall a, b, z \ F(a, b, z) \rightarrow F_{\text{spec}}(a, b, z) \). The procedure of proving the equivalence between \( F_{\text{spec}} \) and \( F \) using theorem proving is shown in Figure 1.4.

### 1.2.4 Symbolic Simulation

Symbolic simulation is a well know technique for simulation and verification of digital circuits and is an extension of conventional digital simulation, where a simulator evaluates circuit behavior using symbolic Boolean variables to encode a range of cir-
\[ \vdash \exists x. \text{NAND}(a,b,i) \land \text{NOT}(i,z) \]
\[ \vdash \text{NAND}(a,b,i) \land \text{NOT}(i,z) \]
\[ \vdash \text{NAND}(a,b,i) \]
\[ \vdash i = \neg (a \land b) \]
\[ \vdash \text{NOT}(i,z) \]
\[ \vdash z = \neg i \]
\[ \vdash z = \neg(\neg(a \land b)) \]
\[ \vdash z = (a \land b) \]
\[ \vdash \text{AND}(a,b,z) \]
\[ \vdash F(a,b,z) = F_{spec}(a,b,z) \]

Figure 1.5: Proving the function of output z in Figure 1.4 is AND(a,b) using theorem proving.

circuit operating conditions [21]. Several symbolic simulation tools were developed after Bryant introduced BDDs [18][9]. Bose et. al presented an automated verification tool of synchronous pipelined circuits, based on symbolic simulation [18]. The problem for this work and symbolic simulation is that the specifications must be expressed as Boolean functions, which can be very complex for some arithmetic circuits.

Compared with model checking, symbolic simulation technique can handle much larger circuits, because this approach can only cover some of the input spaces in each simulation run. However, symbolic simulation cannot be used to completely verify arithmetic circuits such as integer multipliers, field multipliers, etc., because the input spaces of these circuits are very large and the BDDs grow up exponentially for these circuits. An exhaustive simulation to cover the entire input space is almost impossible for large arithmetic circuits.

1.2.5 Reverse Engineering

Significant research effort is spent on reverse engineering for hardware security analysis and verification. Physical-based reverse engineering works can be done by decapsulating the chip using imaging and delayering techniques. Torrance and James show that reverse engineering of a fabricated integrated circuit chips can be very
successful [119]. Li et al. presented an automatic approach that identifies high-level components by matching a set of known components [68], and Subramanyan et al. improve that approach to successfully operate on synthesized gate-level netlist [113]. Several logic encryption techniques have been introduced to protect the ICs against those reverse engineering techniques, such as logic locking and gate-level camouflaging [93] [123]. Gate-level camouflaging is a particular camouflaging technique that utilizes the camouflaged standard cells for technology mapping against imaging-based reverse engineering. Each camouflaged cell has several possible logic functions at the imaging level, but only one function is physically implemented [94][65]. Alternatively, logic encryption can be done by introducing new primary inputs as key inputs, as well as additional logic, to the original circuits. The correct output value can be computed only if the users are aware of the correct key values [8] [93] [123].

To evaluate the above mentioned encryption techniques, several reverse engineering techniques have been developed based on fault-analysis and formal methods, such as Boolean Satisfiability [95][112][41][69][131]. Specifically, SAT-based reverse engineering techniques have been demonstrated to be a significant threat to logic encryption. Subramanyan et. al [112] presented a decryption algorithm based on satisfiability checking that selects distinguishable input patterns to rule out the incorrect keys. Regarding the encrypted circuits using camouflaged cells, several oracle-guided SAT-based decamouflaging approaches have been developed, while the true functions of the encrypted circuits are assumed to be unknown [41][69]. The reason why SAT-based reverse engineering techniques are very efficient is that each SAT iteration rules out a significant portion (typically more than 99%) of "wrong guesses". In this thesis, a reverse engineering approach of Galois Field arithmetic circuits based on computer algebraic method is proposed. This approach can extract the function of GF multipliers and the irreducible polynomials used for constructing the finite fields, when the binary encodings of the input and output bits are unknown. This is based on
analyzing the algebraic signatures (expressions) of the output bits of gate-level GF multipliers that is described in Chapter 7.

1.2.6 Overview of the thesis

This thesis is organized as follows:

- In Chapter 2, the formal methods that could be used to address the formal analysis problems of arithmetic circuits are reviewed. It includes the explanation of why the contemporary formal methods are limited by analyzing arithmetic circuits.

- Chapter 3 introduces the function extraction technique. It also includes results of evaluating contemporary formal methods and verification of large arithmetic circuits using function extraction.

- In Chapter 4, verification of sequential arithmetic circuits is addressed. Specifically, two redundant polynomials are introduced, vanishing polynomial and don’t care polynomial, that significantly reduce the complexity of algebraic rewriting.

- To address the limitation of applying algebraic rewriting on heavily optimized arithmetic circuits, an algebraic rewriting technique based on And-Inv-Graph (AIG) is presented in Chapter 5. Specifically, this technique normalizes arbitrary gate-level circuits into a netlist with Boolean gates and HAs/FAs.

- The new canonical representation, algebraic spectrum, is introduced in Chapter 6. Using this representation, the word-level abstraction problem of arithmetic datapath is addressed.

- In Chapter 7, the parallel verification and reverse engineering of finite field arithmetic circuits have been addressed.
CHAPTER 2
BACKGROUND

This chapter reviews the contemporary formal methods including canonical diagrams, Boolean satisfiability (SAT), satisfiability modulo theories (SMT), and the method used in this thesis, computer algebra approach.

2.1 Canonical Diagrams

Several approaches have been proposed to check an arithmetic circuit against its functional specification. Different variants of canonical, graph-based representations have been proposed, including Binary Decision Diagrams (BDDs) [20], Binary Moment Diagrams (BMDs) [22] [26], Taylor Expansion Diagrams (TED) [29], and other hybrid diagrams. BDDs are the most extensively used canonical diagrams for synthesis and verification. An example of equivalence checking using BDD is shown in Figure 2.2. The Boolean function has been mapped into two different logic designs shown in Figure 2.2 (a) and (b). Since BDD is canonical with a respect fixed variable order, EC can be done by comparing the two BDDs of the two designs with an identical variable ordering. In this example, the variable is orders in $a \rightarrow b \rightarrow c$. If the BDDs are identical, we say the two designs are functional equivalent. Alternatively, equivalence checking can be done by checking if the BDD of a miter can be reduced to zero-BDD.

While BDDs have been used extensively in logic synthesis, their application to verification of arithmetic circuits is limited by the prohibitively high memory requirement for complex arithmetic circuits, such as multipliers. BDDs are being used, along
Figure 2.1: Canonical diagrams - Ordered Binary Decision Diagrams (OBDD); a) Gate-level design with output $z$; b) Gate-level design with output $z'$. c) The truth table of $z$ and $z'$; d) BDDs of $z$ and $z'$ are identical with same variable order.

with many other methods, for local reasoning, but not as monolithic data structure [54]. BMDs and TEDs offer a better space complexity but require word-level information of the design, which is often not available or is hard to extract from bit-level netlists. While the canonical diagrams have been used extensively in logic synthesis, high-level synthesis, and verification, their application to verify large arithmetic circuits remains limited by the prohibitively high memory requirement of complex arithmetic circuits [31][128][70]. For example, multiplication is one of the examples that causes memory explosion problem. The BDD of a 4-bit integer multiplication is shown in Figure 2.2, generated using CUDD 2.4.0 package [107]. It includes 1,022 nodes. For a 6-bit multiplication, the number of BDD nodes is 8,176 and increases exponentially with the number of variables.

2.2 SAT and SMT solvers

Arithmetic verification problems can be modeled using Boolean satisfiability (SAT) or satisfiability modulo theories (SMT). Several SAT solvers have been developed to
solve Boolean decision problems, including ABC [75], MiniSAT [109], and others. Some of them, such as CryptoMiniSAT [108], target specifically XOR-rich circuits, but, like all others, are based on a computationally expensive Davis-Putnam-Logemann-Loveland (DPLL) decision procedure. Several techniques combine linear arithmetic constraints with Boolean SAT in a unified algebraic domain [42];

*SMT solvers* depart from treating the problem in a strictly Boolean domain and integrate different well-defined theories (Boolean logic, bit vectors, integer arithmetic, etc.) into a DPLL-style SAT decision procedure [16]. Some of the most effective SMT solvers, potentially applicable to our problem, are Boollector [82], Z3 [39], and CVC [6]. However, SMT solvers still model the problem as a decision problem and, as demonstrated by our experimental results, are not efficient at solving verification problems that appear in arithmetic circuits.

Boolean satisfiability checks if a given problem has a satisfiable solution. In Boolean logic, a formula is in conjunctive normal form (CNF) or clausal normal form which is a conjunction of clauses, where a clause is a disjunction of literals. The SAT solvers take a conjunction of clauses represented in a conjunction normal format (CNF) as input. It produces *UNSAT* if the problem is *unsatisfiable*, or produces a solution which satisfies the problem. Equivalence checking using SAT is mostly formulated using *miter* model (Figure 2.3). If the two designs are equivalent, *miter* will always evaluate to 0 (Boolean false). Hence, if two designs are equivalent, the result
returned by the SAT solver will be *UNSAT*. An example of a gate-level equivalence checking example using SAT solver is shown in Figure 2.3.

![Diagram of miter circuit]

**Figure 2.3:** Example of equivalence checking using SAT solver using a Boolean *miter*.

The gate-level model of *miter* has to be translated into CNF first. The transformation between logic gates to CNF format is shown in Equation 2.1. After converting the model to a CNF, a unit clause (*miter*) will be added. The meaning of this unit clause is that given the condition that *miter* always evaluates to 1, SAT solvers checks whether there exist a satisfiable solution in this problem. If the result is *UNSAT*, it means they are equivalent, which means that *miter* always evaluates to 0. Otherwise, it returns a counterexample and returns *Satisfiable*. The same formulation can also be solved using SMT solvers. In addition to equivalence checking, this model has been applied to reverse engineering camouflaged circuits and solved by SAT solvers [69][132].
\[ \text{CNF}(\text{miter}) = (\bar{a} + \bar{b} + i_1)(a + i_1)(b + i_1) \]
\[ \land (i_1 + c + \bar{i}_2)(\bar{i}_1 + i_2)(\bar{c} + i_2) \]
\[ \land (\bar{a} + \bar{b} + \bar{i}_4)(a + i_4)(b + i_4) \]
\[ \land (\bar{c} + i_5)(c + i + 5) \]
\[ \land (\bar{i}_4 + \bar{i}_5 + \bar{i}_3)(i_4 + i_3)(i_5 + i_4) \]
\[ \land (\bar{i}_2 + \bar{i}_3 + \text{miter})(i_2 + i_3 + \text{miter})(\bar{i}_2 + i_3 + \text{miter})(\bar{i}_2 + i_3 + \text{miter}) \]
\[ \land (\text{miter}) \]

While SMT solvers support bit-vector operations, they allow formulating the logic in pseudo-Boolean expression. In other words, SMT solvers could solve a satisfiability problem of a word-level miter. For example, to check if a Half-adder (HA) shown in Figure 2.4 is correct, a word-level miter equals to \( \text{miter} = a + b - (2c + s) \). The formulation for the logic gates is the same as the CNF as shown in the SAT example. Instead of adding a unit clause for the miter, a word-level miter with bit-vector formulation is required in this modeling. The formulation is shown in Equation 2.2. The last equation is the word-level miter. It models the miter as bit-vector adding \((a + b)\) and \((-2c - s)\). In the formulation, 10 is bit-vector constant 2. In Chapter III, I evaluate several state-of-the-art SAT solvers, and SMT solvers with two models, a Boolean model and a word-level model, using arithmetic benchmarks. It shows that these techniques cannot efficiently solve the verification problem of large arithmetic circuits.
Figure 2.4: Half adder design with input $a$ and $b$. $s$ is the sum function and $c$ is the carry function.

\[(\bar{a} + \bar{b} + \bar{s})(a + b + \bar{s})(a + \bar{b} + s)(\bar{a} + b + s)\]
\[\land (a + b + \bar{c})(\bar{a} + c)(\bar{b} + c)\]
\[\land (bvadd(bvadd(a, b), \neg bvadd(bvmul(10, c), s)))\]  

(2.2)

2.3 Structural Minimization

Instead of solving the verification problem directly, there are many techniques developed to reduce the size of the problem first. Structural-based logic minimization technique based on logic rewriting on the graphs that describe the circuit structure has been demonstrated to be efficient in reducing the complexity of equivalence checking problem. Mishchenko et. al [76] presented an And-Inv-Graph (AIG) data structure that is the state-of-the-art technique for logic reduction and synthesis. Specifically, Functionally-reduced AIG (FRAIG) was developed for reducing the logic complexity that combines random simulation, SAT-based equivalence checking, and logic rewriting based on AIG. It is also known as equivalence nodes identification [78].

As an example, consider the circuit includes with AND gates, shown in Figure 2.5(a). First, logic minimization process identifies that the output function of gates B and C are identical (Figure 2.5(b)). Hence, the logic function can be minimized by eliminating the gate C and merging output $z_1$ with $z_0$. Note that this process aims to find a minimum representation of the Boolean function. The actual implementation
is not changed. Similarly, gate A can be eliminated since the output function is the same as gate D (Figure 2.5(c)). Hence, the original function can be represented using two AND functions instead of four AND functions. Assume to use SAT solver, this function is converted to CNF format with only six clauses instead of twelve clauses. However, this technique cannot efficiently reduce the complexity of combinational equivalence checking of non-linear arithmetic circuits. This is demonstrated in Chapter III Table 3.2 using a miter of two gate-level integer multipliers. It shows that the size of the miter is only reduced up to 0.1% using 64-bit or larger multipliers. Similarly technique for reducing the size of the SAT problems is also evaluated in Chapter III Table 3.2.

2.4 Computer Algebra Approaches

One of the most advanced techniques that have potential to solve the arithmetic verification problem are those based on symbolic Computer Algebra [38]. These methods model the arithmetic circuit specification and its hardware implementation as polynomials [96],[103],[122],[89],[71],[91]. The verification goal is to prove that implementation satisfies the specification by performing a series of divisions of the specification polynomial $F$ by the implementation polynomials $B = \{f_1, \ldots, f_s\}$, representing components that implement the circuit. For example, the specification
of a multiplier circuit with word-level inputs $X, Y$ and output $Z$ is $F = Z - X \cdot Y$. The implementation polynomials are derived from gate equations, similar to those shown later in Equation (7.1).

To systematically perform polynomial division, term ordering “$>$” is imposed on monomials, so that each polynomial has a well defined leading term $lt()$. If polynomial $f$ contains some term $t$ that is divisible by the leading term $lt(g)$ of polynomial $g$, then the division of $f$ by $g$ gives a remainder polynomial $r = f - \frac{t}{lt(g)} \cdot g$. In this case, we say that $f$ reduces to $r$ modulo $g$, denoted $f \xrightarrow{g} r$. With this, the verification problem is posed as the reduction of $F$ modulo $B$, denoted $F \xrightarrow{B} r$. The remainder $r$ has the property that no term in $r$ is divisible by the leading term of any polynomial $f_i$ in $B$. The sign $+$ refers to the fact that the division process is sequential, using polynomials of $B$ one by one. Let $B = \{f_1, \ldots, f_s\}$ be a set of polynomials representing circuit elements (logic gates, half adders, etc.) and let $R$ be a polynomial ring, $R = \mathbb{F}\{x_1, \ldots, x_n\}$. The set of polynomials $B = \{f_1, \ldots, f_s\}$ generates an ideal $J = \langle f_1, \ldots, f_s \rangle$ with $f_i \in \mathbb{F}_q$, defined as: $J = \langle f_1, \ldots, f_s \rangle = h_1f_1 + \ldots + h_sf_s \in \mathbb{F}_q$. The polynomials $f_1, \ldots, f_s$ are called the bases, or generators, of the ideal $J$. In the context of circuit verification, they model the implementation of the circuit.

In some cases, this test can be simplified to checking if $f \in I(V_{\mathbb{F}_q}) = J + J_0$, which is known in computer algebra as ideal membership testing. While an ideal $J$ may have many different representations, the Grobner Basis of $J$ is unique in order to a monomial order.

A standard procedure to test if $F \in J$ is to divide polynomial $F$ by $f_1, \ldots, f_s$, one by one. The goal is to cancel, at each iteration, the leading term of $F$ using one of the leading terms of $f_1, \ldots, f_s$. If the remainder of the division is $r = 0$, then $F$ vanishes on $V(J)$, proving that the implementation satisfies the specification. However, if $r \neq 0$, such a conclusion cannot be made: $B$ may not be sufficient to reduce $F$ to 0, and yet the circuit may be correct. To check if $F$ is reducible to zero one must use a canonical
set of generators, $G = \{g_1, ..., g_t\}$, called Groebner basis. Without Groebner basis one cannot answer the question whether $F \in J$.

Several algorithms have been developed to compute Groebner basis over the field, including the well known Buchberger’s algorithm [23]. However, this algorithm is computationally expensive, as it computes the so-called $S$-polynomials, by performing expensive division operation on all pairs of polynomials in $B$. Even with newer algorithms, such as F4 [43], the computational complexity of Groebner basis computation remains prohibitively large for arithmetic circuits. Furthermore, what is the most important, these algorithms do not apply directly to rings over integers, $\mathbb{Z}_{2^n}$, which is needed to solve the verification problem for arithmetic circuits considered in this work. In general, this problem cannot be solved by testing if $F$ is a member of an ideal $J = \langle f_1, ..., f_s \rangle$, i.e., if $F \in J$. Many of the results related to ideal membership that are valid over algebraically closed fields are fundamentally unsolved over integers $\mathbb{Z}$. It has been shown that solving the problem for $\mathbb{Z}_{2^n}$ requires testing if $F \in I(V(J))$, where $I(V(J))$ is a set of all polynomials that vanish on $V(J)$ [1] [71]. Unfortunately, except for some special cases (such as Galois fields, $\mathbb{F}_{2^k}$), it is not known what $I(V(J))$ is. Many of the results related to ideal membership that are valid over algebraically closed fields are fundamentally unsolved over integers $\mathbb{Z}$.

Wienand et. al. [122] model an arithmetic circuit as an arithmetic bit-level (ABL) network of adders and other arithmetic operators. Both the specification and the arithmetic operators are represented as polynomials over $\mathbb{Z}_{2^n}$. They show that, the properly ordered set $G$ of polynomials representing logic gates automatically renders it a Groebner basis. The verification problem is solved by testing if specification $F$ reduced modulo $G$ vanishes over $\mathbb{Z}_{2^n}$ using a computer algebra system, SINGULAR [40]. In [89], the solution is further restricted to variables in $\mathbb{Z}_2$ and the reduction formulated directly over quotient ring $Q = \mathbb{Z}_{2^n}[X]/\langle x^2 - x \rangle$. Here, the ideal $\langle x^2 - x \rangle$ is the constraint restricting values of variables $x$ to $(0,1)$. While mathematically
elegant, adding this constraint for all variables makes the method computationally expensive for gate-level circuits. For this reason, the method of [89] is limited to ABL networks composed of half adders (HA). Unfortunately, it is not always possible to extract adders from a gate-level circuit, especially in highly bit-optimized implementations. For this reason, this method is not applicable to gate-level implementations, considered in this work.

Kalla, et. al [71][91][92][114], formulated the verification problem similarly, but applied it to Galois field (GF) arithmetic circuits, which enjoy certain simplifying properties. Specifically, for GF, the problem reduces to the ideal membership testing over a larger ideal that includes \( J_0 = \langle x^2 - x \rangle \) in \( \mathbb{F}_2 \). The solution uses a modified Gaussian elimination technique. In [91], a symbolic computer algebra method is used to derive a word level abstraction for GF circuits, where GF operators are elements of a polynomial ring with coefficients in \( \mathbb{F}_{2^k} \). This work relies on the customized computation of Groebner basis and applies only to GF networks. It does not extend to polynomial rings in integers \( \mathbb{Z}_{2^n} \) which is the subject of this work.

A different approach to arithmetic verification has been proposed in work of Basith et. al. [7] and Ciesielski et. al. [30], where a bit-level network is described by a system of linear equations. The system is then reduced to a single algebraic signature, \( F_{\text{Sig}} \), using standard linear algebra methods and compared to the specification polynomial \( F_{\text{spec}} \). A non-zero residual expression, \( RE = F_{\text{Sig}} - F_{\text{spec}} \), determines a potential mismatch between the implementation and the specification, indicating a potential design error. An additional step is needed to check if \( RE = 0 \), which may be as difficult as the original problem itself. Furthermore, this method can only handle networks with linear signatures. An attempt to use a different model [30], by viewing the computation performed by the circuit as a flow of binary data has not offered particular improvement; the issue of testing if \( RE = 0 \) was replaced by checking the relation between the fanouts and floating signals that correctly captured the
Boolean nature of circuit variables but still is applicable only to networks with linear input signatures. An extension to this work has been recently presented in [32], by computing input signature from the known output signature using a *network-flow approach*. This technique also relies on the half-adder (HA) based circuit structure and represents logic gates as elements of HAs. Logic gates that cannot be mapped into adders are represented a proper combination of HAs, with an unused output left as “floating”. Additional constraint relating floating signals to fanouts in the circuit must be satisfied for the result to be trusted; however, the computation to verify this condition can be expensive. For this reason, this method becomes inefficient if the number of logic gates dominates the HA network. Also, the circuit would need to be partitioned into linear and non-linear portions, which is a non-trivial task.

In contrast, the technique described in this work targets on an arbitrary, unstructured gate-level arithmetic circuit without requiring any reference to higher level models such as adders; it can efficiently handle nonlinear circuits without a need to distinguish between linear and nonlinear parts.

In summary, the problem of formally verifying integer arithmetic circuits over integers $\mathbb{Z}_2^n$ remains open. Currently, there are no known mathematical solutions to this problem in $\mathbb{Z}_2^n$. The approaches discussed above that managed to reduce the verification problem to testing if $F \in J$ impose restrictions on the type of the circuits that they can handle [89] [71]. Others, such as [7] cannot properly model the inherently Boolean signals using algebraic models. To the best of our knowledge, the techniques reviewed here cannot efficiently solve the verification problem for gate-level arithmetic circuits in $\mathbb{Z}_2^n$ over Boolean variables $\mathbb{Z}_2$, which is the problem in this work.

The technique proposed here solves the functional verification problem by devising an alternative but equivalent method, based on polynomial substitution and elimination. It correctly implements ideal membership testing without a need for expensive
division process with Groebner basis. The results demonstrate that it scales better
and is more efficient than the state-of-the-art computer algebra methods.
CHAPTER 3

FORMAL VERIFICATION OF INTEGER ARITHMETIC CIRCUITS USING FUNCTION EXTRACTION

3.1 Introduction

The chapter presents an algebraic approach to functional verification of gate-level, integer arithmetic circuits, called function extraction. The arithmetic verification is based on extracting a unique bit-level polynomial function implemented by the circuit, directly from its gate-level implementation. The method can be used to verify the arithmetic function computed by the circuit against its known specification, or to extract the arithmetic function implemented by the circuit. Experiments were performed on arithmetic circuits synthesized and mapped onto standard cells using ABC system. The results demonstrate scalability of the method to large arithmetic circuits, such as multipliers, multiply-accumulate, and other elements of arithmetic datapaths with up to 512-bit operands and over 2 million logic gates. The results show that our approach wins over the state-of-the-art SAT/SMT solvers by several orders of magnitude of CPU time. The procedure has linear runtime and memory complexity, measured by the number of logic gates.

3.2 Function Extraction

Function extraction is done by transforming the polynomial representing the encoding of the primary outputs (called the output signature) into a polynomial at the primary inputs (the input signature). If the specification of the circuit is known, the extracted input signature will be compared with that specification, and in case
of a mismatch, it will provide a counter-example (bug trace) [46]. Otherwise, the computed signature identifies the arithmetic function implemented by the circuit.

The method uses an algebraic model of the circuit, with logic gates represented by algebraic expressions, while correctly modeling signals as Boolean variables. In contrast to [32], it works directly on unstructured, gate-level implementations. And, in contrast to [89], [91] and other computer algebra methods, it is done using efficient polynomial transformation, without a need for expensive Groebner Basis based polynomial division.

To the best of our knowledge, this approach has not been attempted before in the context of gate-level integer arithmetic in $\mathbb{Z}_2^n$. It provides a practical method for checking if the implementation satisfies the specification without resorting to the ideal membership testing in $\mathbb{Z}_2^n$.

### 3.2.1 Algebraic Model

The circuit is modeled as a network of logic elements of arbitrary complexity: basic logic gates (AND, OR, XOR, INV) and complex (AOI, OA1, etc.) standard cell gates obtained by synthesis and technology mapping. In fact, the proposed model admits a hybrid network, composed of an arbitrary collection of logic gates and bit-level arithmetic components. At one extreme, it can be a purely gate-level circuit; at the other, a network composed of arithmetic components only. Each logic element is modeled as a *pseudo-Boolean polynomial* $f_i$, with variables from $\mathbb{Z}_2$ (binary) and coefficients from $\mathbb{Z}_2^n$ (integers modulo $2^n$). The following algebraic equations are used to describe basic logic gates:

\[ \begin{align*}
&1 \text{ The functional abstraction technique described in [91] applies only to Galois field circuits and is based on polynomial reduction via Groebner basis.} 
\end{align*} \]
\( -a = 1 - a \)
\( a \land b = a \cdot b \)  
\( a \lor b = a + b - a \cdot b \)
\( a \oplus b = a + b - 2a \cdot b \)  

(3.1)

In our model, the arithmetic function computed by the circuit is specified by two polynomials: an input signature and an output signature. The input signature, \( \text{Sig}_{\text{in}} \), is a polynomial in primary input variables that uniquely represents the integer function computed by the circuit, i.e., its specification. For example, an \( n \)-bit binary adder with inputs \( \{a_0, \cdots, a_{n-1}, b_0, \cdots, b_{n-1}\} \), is described by \( \text{Sig}_{\text{in}} = \sum_{i=0}^{n-1} 2^i a_i + \sum_{i=0}^{n-1} 2^i b_i \). Similarly, the input signature of a 2-bit signed multiplier, shown in Fig. 3.1, is \( \text{Sig}_{\text{in}} = (-2a_1 + a_0)(-2b_1 + b_0) = 4a_1 b_1 - 2a_0 b_1 - 2a_1 b_0 + a_0 b_0 \), etc. In our approach, the input specification need not to be known; it will be derived from the circuit implementation as part of the verification process.

Similarly, the output signature, \( \text{Sig}_{\text{out}} \), of the circuit is defined as a polynomial in the primary output signals. Such a polynomial is uniquely determined by the \( n \)-bit encoding of the output, provided by the designer. For example, the output signature of the 2-bit signed multiplier in Fig. 3.1 is \( \text{Sig}_{\text{out}} = 8z_3 + 4z_2 + 2z_1 + z_0 \). In general, an output signature of an unsigned arithmetic circuit with \( n \) output bits \( z_i \) is represented as a linear polynomial, \( \text{Sig}_{\text{out}} = \sum_{i=0}^{n-1} 2^i z_i \). Similar expression is derived for signed arithmetic circuits, with its most significant bit \( z_{n-1} \) having a negative coefficient \( -2^{n-1} \).

Our goal is to transform the output signature, \( \text{Sig}_{\text{out}} \), using polynomial representation of the internal logic elements, into the input signature, \( \text{Sig}_{\text{in}} \). By construction, the resulting \( \text{Sig}_{\text{in}} \) will contain only the primary inputs (PI) and will uniquely determine the arithmetic function computed by the circuit (cf. Theorem 1 in Section 3.2.4).
Figure 3.1: Verifying a 2-bit signed multiplier: Gate-level circuit with output signature $Sig_{out} = -8z_3 + 4z_2 + 2z_1 + z_0$.

3.2.2 Outline of the Approach

Algorithm 1 Verification Flow

**Input:** Gate-level netlist, output signature $Sig_{out}$

(output signature $Sig_{in}$)

**Output:** *Pseudo-Boolean* expression extracted by rewriting

1: Parse gate-level netlist; create algebraic equations for gates/modules
2: Find ordering for variable substitution (levelization, dependency)
3: $i = 0$; $F_i = Sig_{out}$
4: **while** there are unused equations **do**
5: Rewrite: $F_{i+1} = F_i$ with variables substituted with gate equations;
6: $i = i + 1$
7: **end while**
8: **return** $F = F_i$ (to be compared with $Sig_{in}$)

The proposed verification flow is outlined in Algorithm 3. The inputs to the algorithm are: the gate-level netlist (*implementation*); output signature $Sig_{out}$ (*encoding* of the result at PO); and optionally the input signature $Sig_{in}$ (*specification*). The first step is to translate the gate-level implementation into algebraic equations (*line 1*). Then, the algebraic equations are ordered according to the circuit structure and its
topology by algorithms that try to keep the size of the intermediate expressions small (line 2). Specific algorithms (levelization and dependency) are discussed in the next section. The rewriting process is an iterative application of rewriting one pseudo-Boolean expression into another in the predetermined order (lines 3 − 6), starting with the output signature $\text{Sig}_{\text{out}}$ at the primary outputs, PO. At each iteration, all variables in the current expression are substituted by the corresponding gate expressions. Each iteration produces its own expression, $F_i$ (line 5). The process ends when the rewriting reaches the primary inputs, PI, (line 7), or when all equations have been used. The resulting expression $F$ can then be compared with $\text{Sig}_{\text{in}}$, if it was provided by the designer, to determine if the circuit correctly implements the specification. Otherwise, the computed expression $F$ determines the arithmetic function implemented by the circuit.

The rewriting process is illustrated with a simple 2-bit signed multiplier example, shown in Fig. 3.1. Each equation corresponds to a cut in the circuit, i.e., a set of signals that separate primary inputs from primary outputs; its pseudo-Boolean expression is denoted in the Figure by $F_i$.

First, $F_0$ is transformed into $F_1$ using substitutions $z_3 = 1 - x_8$ and $z_2 = 1 - x_9$. Subsequently, $F_2$ is obtained from $F_1$ using equations for $x_8$ and $x_9$, and so on, culminating at the primary inputs with expression $F_7 = 4a_1b_1 - 2a_0b_1 - 2a_1b_0 + a_0b_0$.

\[
\begin{align*}
F_0 &= -8z_3 + 4z_2 + 2z_1 + z_0 \\
F_1 &= 8x_8 - 4x_9 + 2z_1 + z_0 - 4 \\
F_2 &= 8(x_1 + x_7 - x_1x_7) - 4(x_1 + x_7 - 2x_1x_7) + 2z_1 + z_0 - 4 \\
F_3 &= 4x_1 + 4x_7 + 2z_1 + z_0 - 4 \\
F_4 &= 4x_1 + 4x_5x_6 + 2(x_5 + x_6 - 2x_5x_6) + z_0 - 4 \\
F_5 &= 4x_1 + 2(x_5 + x_6) + z_0 - 4 \\
F_6 &= 4x_1 - 2x_2 - 2x_3 + x_4 \\
F_7 &= 4a_1b_1 - 2a_0b_1 - 2a_1b_0 + a_0b_0 \\
&= (-2a_1 + a_0)(-2b_1 + b_0)
\end{align*}
\]
Note the local increase in the polynomial size (at $F_2$ or $F_4$) known as “fat belly” effect, before it is eventually reduced to the expression in PIs only. The choice of the cuts and the order in which the variables are eliminated by substitution has a big influence on the size of the fat belly and the efficiency of the method. The following heuristics are used to keep the size of the intermediate expressions as small as possible.

Substitution order: The substitution order has the greatest influence on the intermediate expression size (the number of monomials). Even for a small difference between two orders, the maximum intermediate expression size may differ by several orders of magnitude larger in a large design. We illustrate the impact of the substitution order using a 2-bit multiplier (Figure 3.2). Orders (a) and (b) are two different substitution solutions which the first four iterations are different. We record the intermediate expression size step by step during rewriting (TABLE 3.1). We can see that order (b) experiences a larger peak
than order (a). We present two methods to find the efficient substitution order: 

*Dependency* and *Levelization*.

- **Dependency**: Substitution must follow the reversed-topological order; once a given variable (output of a gate) is substituted by an algebraic expression of the gate inputs, it will be eliminated from the current expression and will never be considered again. That is, a variable is substituted for only after substituting all signals in its logical cone. For example, in Figure 3.1, before substituting for $x_6$, one must substitute for $x_7$ and $z_1$, since they both depend on $x_6$. Otherwise, one will be forced to substitute again for the same variable(s) (in this case $x_6$) again later after substituting the signals in the cone below. Then, opportunity for early cancellations would be missed, leading to a potential computational explosion. Since the circuit is acyclic, there always exists an ordering of substitutions that satisfies this condition. We refer to this topological constraint informally as “vertical”, since it orders variables upwards from POs to PIs.

- **Levelization**: To further increase the efficiency of substitution, a ”horizontal” constraint is also imposed on the ordering of the candidate variables at a given transformation step. Specifically, the variables that are at the same logic level (from PIs) and have transitive fanin to common variables should be eliminated together, as this will maximize a chance of the reduction of common terms. It is these variables that define the best cut at each step of the procedure.

We demonstrate why substitution order greatly impacts the rewriting process using larger examples (Figure 3.3). We compare the rewriting process of 4-bit, 6-bit, and 8-bit CSA multipliers using *dependency* and *levelization*. In Figure 3.3, the $x$-axis represents the rewriting process in percentage of computation.
The \( y \)-axis represents the size of intermediate expression, i.e. the number of monomials in the expressions. We can see that the difference of the size of the intermediate expression using dependency and levelization increases when the size of the design is increasing. This means that the substitution order has greater impact on the rewriting process if the designs are more complex.

![Figure 3.3: Substitution order analysis using 4-bit, 6-bit, and 8-bit multiplier. Dep is dependency; Lev is levelization.](image)

- **Fanouts:** The size of the intermediate polynomial generated during rewriting can be reduced by identifying variables that depend on common inputs (fanouts of some variables). In this case, the substitution of such variables can be done simultaneously as this increases a chance for eliminating common subexpressions. For example, in Fig. 3.1 variables \( x_8, x_9 \) in subexpression \((8x_8 - 4x_9)\) of \( F_1 \) depend on common fanout variables \( x_1 \) and \( x_7 \). As a result, the subexpression \((8x_8 - 4x_9) = 4(2x_8 - x_9)\) reduces to \(4(x_1 + x_7)\), without introducing a nonlinear term \(8x_1x_7\), so \( F_1 \) can be directly transformed into \( F_3 \). Such nonlinear
terms are particularly harmful if their variables continue to be substituted by other variables, potentially leading to an exponential explosion.

Another simplification that can be applied during rewriting relies on recognizing some pre-defined multiple-input modules with known I/O signatures, such as half adder or full adder. Adders are particularly useful, since they exhibit linear relationship between their inputs and outputs. For example, the circuit in Fig. 3.1 contains a half adder with inputs \(x_5, x_6\) and outputs \(x_7, z_1\), with a linear I/O relationship described by \((x_5 + x_6 = 2x_7 + z_1)\). In this case, the subexpression \(4x_7 + 2z_1\) in \(F_3\) can be directly translated into \(2(x_5 + x_6)\), avoiding an intermediate nonlinear term \(4x_5x_6\) of \(F_4\). As a result, cut \(F_3\) can be directly transformed into \(F_5\).

In order to perform an efficient rewriting, we must analyze circuit topology to find the order will maximize the number of cancellations. The ordering algorithm must recognize reconvergent fanouts that can offer simplification of internal logic. For example, in the parallel prefix adder circuit, Fig. 3.4, both inputs of each OR gate are coming as reconvergent fanouts from a half adder. This effectively reduces the algebraic equation for OR from \(a \lor b = a + b - ab\) to just \(a + b\). For example, signals \(x_5 = a_3 \land b_3\) and \(x_8 = (a_3 \oplus b_3) \land x_3\) are coming from the carry (C) and sum (S) outputs of \(\text{HA}_3\), so that \(x_5x_8 = 0\). As a result, \(x_{11}\) at the output of OR gate simplifies to \(x_5 + x_8\).

- **Vanishing Polynomials:** In some arithmetic circuits a particular output bit may always evaluate to zero. This is typically associated with MSB, but this is not the only case. For example, in the squarer circuit \((Z = A^2)\) the output bit \(z_1\) is always 0. For this reason one may want to exclude bit \(z_1\) from the output signature, \(\text{Sig}_{\text{out}} = \sum_{i=0}^{n-1} 2^i z_i\). However, the set of algebraic expressions associated with the term \(2z_1\) offers some early simplification during the computation
of the signature, before it reaches the primary inputs. Obviously, the logic cone of $z_1$ itself will reduce to 0 at the PI, but the terms of its intermediate cuts (at internal signals) help reduce the size of the intermediate cuts of the rest of the circuit. We refer to such a redundant expression as the \textit{vanishing polynomial}, as it vanishes (evaluates to 0) for all possible values of its input variables. Note that the term \textit{vanishing polynomial} has been used in [103] in a slightly different context.

- **Complex gates:** Our signature transformation algorithm works on a fabric of basic Boolean gates; this offers high logic granularity and the greatest choice of signals for the selection of the smallest cut. For the design with complex gates (standard cells AOI, OAI, etc.), algebraic equations are written for each internal signal of the gate, rather than only for its output. As confirmed by our experiments, this offers a richer set of cuts to choose from and increases a chance of an earlier simplification of the cut expression.
• **Binary signals**: During elimination, the expensive division by the ideal \( (x^2 - x) \), employed by [89], is replaced by lowering \( x^k \) to \( x \) every time variable \( x \) is raised to higher degree during the substitution process. For example, if at any point an expression contains a term \( xyx \) or \( x^2y \), it will be replaced by \( xy \). With this, an expression, such as \( xyx - yxy \), will immediately reduce to 0. This significantly simplifies the procedure, compared to the division by \( (x^2 - x) \). This approach has also been used in recent works [71, 91] that targeted GF circuits. The lack of this kind of simplification was the main reason for the existence of residual expression in earlier works that advocated algebraic approach [7].

• **Efficient Datastructure**: Our algorithm uses an efficient data structure to support these simplifications and efficiently implement an iterative substitution and elimination process. Specifically: a data structure is maintained that records the terms in the expression that contain the variable to be substituted. It reduces the cost of finding what terms will have their coefficients changed during the substitution. The expression data structure is a C++ object that represents a pseudo-Boolean expression. It supports both fast addition and fast substitution with two C++ maps, implemented as binary search trees, a terms map and a substitution map.
It is essential to guarantee that the algebraic expressions of logic gates (eq. 7.1) correctly model Boolean signal variables. That is, the internal signal variables computed using those algebraic models must evaluate to exactly the same Boolean values as when using strictly Boolean methods, for all possible binary input combinations. With this, many potentially large algebraic subexpressions produced during the substitution will reduce to zero. This point can be illustrated with an example of the OR₁ gate with output \( x_{11} \) in the 3-bit adder in Fig. 3.4, now written in algebraic rather than Boolean form (Figure 3.6). As one can see, the value of \( x_{11} \) is exactly the same as the one obtained above using strictly Boolean methods (where \( x_5x_8 \) was also shown to reduce to 0).

\[
\begin{align*}
\text{Algebraic} & : \quad x_{11} = x_5 + x_8 - (x_5x_8) \\
& \quad x_5 = a_3b_3 \\
& \quad x_8 = a_3 + b_3 - 2a_3b_3 \\
& \quad x_5x_8 = (a_3' b_3 + a_3 b_3' - 2a_3' b_3')x_5 \\
& \quad \quad = (a_3' b_3 + a_3 b_3' - 2a_3' b_3')x_5 = 0 \\
& \quad x_{11} = x_5 + x_8 \\
\text{Boolean} & : \quad x_5x_8 \Rightarrow x_5 \land x_8 \\
& \quad = (a_3 \land b_3) \land [(\neg a_3 \land b_3) \lor (a_3 \land \neg b_3)] \\
& \quad = [(a_3 \land b_3) \land (\neg a_3 \land b_3)] \lor [(a_3 \land b_3) \land (a_3 \land \neg b_3)] \\
& \quad \quad = [(a_3 \land \neg a_3 \land b_3)] \lor [(a_3 \land b_3 \land \neg b_3)] \\
& \quad = 0
\end{align*}
\]

Figure 3.6: Proof that \( x_5x_8 \) evaluates to 0 using both, the computer algebraic and Boolean methods.

3.2.3 Function extraction vs. Polynomial Division

As mentioned in Chapter II, the standard polynomial division based method is limited to the high complex mathematic computation if the remainder of the division \( r \neq 0 \), i.e., \( B \) may not be sufficient to reduce \( F \) to 0, and yet the circuit may be correct. This is also called a non-zero residual expression. To check if this type of
polynomial is reducible to zero, *Groebner basis* has to be applied. One of the main advantages of function extraction technique is that, residual expression never appears during the rewriting process.

![Figure 3.7: 2-bit gate-level adder.](image)

Figure 3.7: 2-bit gate-level adder. \( R = r_0 + 2r_1 + 4r_2, A = a_0 + 2a_1, B = b_0 + b_1. R = A + B. \)

\[
\begin{align*}
g_1 & : r_0 - (a_0 + b_0 - 2a_0b_0) \\
g_2 & : c - (a_0b_0) \\
g_3 & : d - (a_1 + b_1 - 2a_1b_1) \\
g_4 & : r_1 - (c + d - 2cd) \\
g_5 & : f - (cd) \\
g_6 & : e - (a_1b_1) \\
g_7 & : r_2 - (e + f - ef)
\end{align*}
\]  

(3.2)

To demonstrate the non-zero remainder issue of polynomial division method, a complete polynomial division process of a 2-bit gate-level adder is provided. The gate-level implementation is shown in Figure 3.7. The specification is defined as \( F_{\text{spec}} = (A + B) - R. \) The set of polynomials, \( B, \) which describe the implementation is shown in Equation 3.2.
\[ F_0 = (a_0 + b_0 + 2a_1 + 2b_1) - (4r_2 + 2r_1 + r_0) \]

\[ F_0 \xrightarrow{g_1} F_1 = 2a_0b_0 + 2a_1 + 2b_1 - 4r_2 - 2r_1 \]

\[ F_1 \xrightarrow{g_2} F_2 = 2c + 2a_1 + 2b_1 - 4r_2 - 2r_1 \]

\[ F_2 \xrightarrow{g_3} F_3 = 4a_1b_1 + 2d + 2c - 4r_2 - 2r_1 \quad (3.3) \]

\[ F_3 \xrightarrow{g_4} F_4 = 4cd + 4a_1b_1 - 4r_2 \]

\[ F_4 \xrightarrow{g_5} F_5 = 4f + 4a_1b_1 - 4r_2 \]

\[ F_5 \xrightarrow{g_6} F_6 = 4e + 4f - 4r_2 \]

\[ F_6 \xrightarrow{g_7} F_7 = 4ef \]

If the circuit is correct, then \( F \) should be reduced to 0 after dividing all the polynomials in \( B \). The complete polynomial division process is shown in Equation 3.3. First, \( F_0 = F_{\text{spec}} \) is divided using polynomial \( g_1 \) (see Equation 3.2), resulting in the intermediate specification \( F_1 = 2c + 2a_1 + 2b_1 - 4r_2 - 2r_1 \). The intermediate specification will be divided using all the polynomials in \( B \). At each division step, we can see that there are new monomials introduced, and some monomials are eliminated. However, after dividing \( g_7 \), monomial \( 4ef \) is returned as the remainder.

To check whether the remainder \( 4ef \) can be reduced to zero, polynomial division has to be applied on the remainder. This process is shown in Equation 3.4. At the fifth step of this division process, this remainder can be proved to be zero since all the variables in the polynomials are Boolean signals. Hence, \( (a_1b_1a_1 + a_1b_1 - 2a_1b_1a_1b_1) \) can be reduced to \( (a_1b_1 + a_1b_1 - 2a_1b_1) \), where \( a_1^2 \) equals to \( a_1 \) in Boolean domain. However, this process requires complex mathematic computations for computing Gröbner Basis. For example, several vanishing polynomials have to be added in \( B \) to make sure that all the signals in the circuit are in Boolean domain, such as \( a_1^2 - a_1 = 0 \) and \( a_0^2 - a_0 = 0 \). Alternatively, \( 4ef = 0 \) can be proved by rewriting the algebraic
or Boolean equations by substituting the variables. For example, by rewriting the Boolean equations, we can prove \( e \land f \) is always \textit{false}, which indicates that \( ef \) is \textit{false}. Hence, \( 4ef \) is 0.

\[
R = 4ef
\]

\[
= 4e(cd)
\]

\[
= 4(a_1b_1)(cd)
\]

\[
= 4(a_1b_1)(a_1 + b_1 - 2a_1b_1)(a_0b_0)
\]

\[
= 4(a_1b_1a_1 + a_1b_1b_1 - 2a_1b_1a_1b_1)(a_0b_0)
\]

\[
= 4(0)(a_0b_0)
\]

\[
= 0
\]

3.2.4 Properties of Computed Input Signature

![Figure 3.8: Arithmetic function of a 2-bit multiplier extracted from the circuit using TED in normal factored form: \( \text{Sig}_{in} = (2a_1 + a_0)(2b_1 + b_0) \).](image)

Once \( \text{Sig}_{in} \) has been computed, it is analyzed to see if it matches the expected specification. The comparison between the two expressions can be done using canonical data structures, such as BMD [22] or TED [29] that can check equivalence between
two word-level outputs expressed in bit-level inputs. In the case of a buggy circuit, if the specification is given and the system can successfully compute input signature, then any mismatch between the specification and input signature can be used to generate a counter-example (bug trace). This can be done by solving a SAT/SMT problem on that mismatch polynomial. Any satisfying solution will provide a test vector for the counter-example.

If the specification is not given, TED can provide the function implemented by the circuit in normal factored form to help identify the type of arithmetic function obtained. TED has a capability of finding the ordering of variables from which such a form can be obtained [28]. In large arithmetic circuits, additional variable ordering directives may be given by the designer if the bit-level composition of input words is known. For example, for the circuit in Fig. 3.1, the input signature computed by our method is \( \text{Sig}_{\text{in}} = 4a_1b_1 - 2a_0b_1 - 2a_1b_0 + a_0b_0 \). Its TED representation shown in Fig. 3.8 reveals the canonical factored form, \( \text{Sig}_{\text{in}} = (−2a_1 + a_0)(−2b_1 + b_0) \). This indicates that the function computed by the circuit is a two-bit signed multiplier, \( A \cdot B \), where the variables \( (a_1, a_0) \) and \( (b_1, b_0) \) form the two-bit input words, \( A \) and \( B \).

Essential part of the described approach is the following theoretical result about the correctness and uniqueness of the computed input signature.

**Theorem 1:** Given a combinational circuit composed of basic logic gates, the input signature \( \text{Sig}_{\text{in}} \) computed by the proposed procedure is unique and correctly represents the arithmetic function implemented by the circuit.

**Proof:** The proof of correctness hinges on the fact that each internal signal is correctly represented by an algebraic expression, i.e., such an expression evaluates to a correct Boolean value. Specifically, it can be easily verified that equations (7.1) are the correct algebraic representations of basic Boolean functions. Hence, any logic function that is expressed recursively by Eq. (7.1) must evaluate to a correct Boolean value;
and once the polynomial is reduced by removing redundant terms, the algebraic representation is unique. Example: XOR function, \( f = a \oplus b = a'b + ab' \), can be written as \( f = (1 - a)b + a(1 - b) - ((1 - a)b)(a(1 - b)) \), which reduces to a unique form, \( a + b - 2ab \). Hence, a PO signal is correctly represented by variables in its logic cone, up to the primary inputs. Therefore, \( \text{Sig}_{\text{out}} \), which is the weighted sum of the output signals, is eventually replaced by \( \text{Sig}_{\text{in}} \). For this reason such computed \( \text{Sig}_{\text{in}} \) is a correct algebraic representation of the circuit.

The proof of uniqueness is done by induction on \( i \), the step when polynomial \( F_i \) is transformed into \( F_{i+1} \). **Base case**: polynomial \( F_0 = \text{Sig}_{\text{out}} \) is unique. Also, as discussed above, algebraic representation of each logic gate is unique.

**Induction phase**: Assuming that \( F_i \) is unique, we prove that \( F_{i+1} \) is unique. Recall that each variable in \( F_i \) represents output of some logic gate; during the transformation process it is substituted by a unique polynomial of that gate. Since the circuit is combinational (there are no loops) and the substitution is done in reversed topological order, at each step \( i \) a variable in \( F_i \) is replaced by a unique polynomial in new variables. Hence, polynomial \( F_{i+1} \) derived from \( F_i \) by such substitution is also unique. □

This theorem applies to combinational circuits, but it can be readily extended to *sequential circuits* by unrolling the circuit over a fixed number of time frames into a combinational circuit (bounded model).

### 3.3 Experimental Results

#### 3.3.1 Comparison with SAT and SMT

The function extraction technique described in this chapter was implemented in C++. It performs rudimentary variable substitution and elimination, using the ordering strategy and implementation discussed in Section 3.2.2. The program was tested on a number of gate-level combinational arithmetic circuits, taken from [61]: CSA.
multipliers, add-multiply, matrix multipliers, squaring, etc., with operands ranging from 64 to 512 bits. The results are shown in Tables 3.3 and 3.4. The experiments were conducted on a PC with Intel Processor Core i5-3470 CPU 3.20GHz x4 with 15.6 GB memory. The gate-level structures were obtained by direct translation of standard implementation of the designs onto basic logic gates [61]. The designs labeled with extension .syn were synthesized and mapped using ABC system [75] (commands: strash; logic; map) onto mcnc.genlib standard cell library. The plot for CPU runtime in Fig. 3.10 a) shows an approximately linear runtime complexity of the program in the number of gates for all the tested circuits. This should be contrasted with quadratic runtime complexity of [32] (col. 5) and the exponential time complexity of other tools.

As proposed in Section 3.2.2, the reason why our technique is efficient is that rewriting the Sigout provides significant internal expression elimination. We demonstrate this by measuring the size of the internal expressions of Sigout and the individual output bit expressions (Figure 3.11). We can see that the expressions for $z_5, z_6, z_7$ are more than 100 times larger than the Sigout in the middle of the rewriting process. However, each output bit expression contains many common monomials which can be eliminated by weighted addition (i.e. Sigout).

3.3.1.1 SAT comparison:

We tested the applicability of SAT tools to the type of arithmetic verification problems described in this chapter. The functional verification problem was modeled as a combinational equivalence checking problem, generated with a miter using ABC (command miter)[75], with the reference design generated by ABC using [gen -N -m] command. Then, we check if the miter is unsatisfiable. The state-of-the-art SAT solvers were tested using the CNF files created by ABC. ABC was also tested using the combinational equivalence checking cec (Table 3.4).
The CEC approach in ABC is based on AIG rewriting via structural hashing, simulation and the state-of-the-art SAT [79]. This technique reduces the overall complexity of checking equivalence between two designs by finding equivalent internal AIG nodes. However, finding internal equivalent nodes in non-linear arithmetic designs is very difficult. In Table 3.2, $N_1, N_2$ are the numbers of AIG nodes before and after function reduction [$fraig - v$] [75]). $\Delta_1$ shows the percentage of reduced nodes. The reference design is generated by ABC [$gen -N -m$] command. We can see that $fraig$ is unable to identify and merge the internal equivalent nodes. Additionally, we evaluate the complexity of checking Satisfiability using SAT solver lingeling [12]. $N_3, N_4$ are the numbers of clauses before and after simplification by [12]. $\Delta_2$ shows the percentage of reduced clauses. We can see that both $fraig$ and SAT solver cannot simplify the integer multiplier CEC problem. For this reason, such techniques are inefficient to verify non-linear arithmetic gate-level designs.

We also tested the SAT-based pseudo-Boolean solvers MiniSat+ [110] and PB-Sugar [81] that have been applied to problems dealing with large pseudo-Boolean expressions. The specification is modeled as a pseudo-Boolean expression ($Sig_{out} - Sig_{in}$) and the gate-level implementation using the algebraic model, as in Eq. (1). If such constructed problem is unSAT, the implementation is bug-free. Both solvers successfully verified a 4-bit CSA multiplier, but were unable to solve the problem for a CSA multiplier circuit greater than six bits in 24 hours.

Table 3.2: $N_1, N_2$ are the numbers of nodes before and after $fraig - v$ in ABC; $N_3, N_4$ are the numbers of clauses before and after simplification by [12]

<table>
<thead>
<tr>
<th>Size $k$</th>
<th>8-bit</th>
<th>16-bit</th>
<th>32-bit</th>
<th>64-bit</th>
<th>96-bit</th>
<th>128-bit</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIG</td>
<td>$N_1$</td>
<td>1173</td>
<td>5180</td>
<td>21641</td>
<td>88365</td>
<td>200140</td>
</tr>
<tr>
<td></td>
<td>$N_2$</td>
<td>1142</td>
<td>5140</td>
<td>21577</td>
<td>88278</td>
<td>200020</td>
</tr>
<tr>
<td></td>
<td>$\Delta_1$</td>
<td>2.6%</td>
<td>0.7%</td>
<td>0.29%</td>
<td>0.09%</td>
<td>0.06%</td>
</tr>
<tr>
<td>SAT</td>
<td>$N_3$</td>
<td>1655</td>
<td>7317</td>
<td>30543</td>
<td>124613</td>
<td>282159</td>
</tr>
<tr>
<td></td>
<td>$N_4$</td>
<td>1566</td>
<td>7133</td>
<td>30120</td>
<td>123758</td>
<td>280672</td>
</tr>
<tr>
<td></td>
<td>$\Delta_2$</td>
<td>5.4%</td>
<td>2.5%</td>
<td>1.4%</td>
<td>0.07%</td>
<td>0.05%</td>
</tr>
</tbody>
</table>
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3.3.1.2 SMT experiments

Given the specification $\text{Sig}_{\text{in}}$ and output encoding $\text{Sig}_{\text{out}}$, the goal was to prove that $(\text{Sig}_{\text{out}} - \text{Sig}_{\text{in}})$ is unsatisfiable (unSAT). Two types of modeling of the gate equations were tested:

- **SMT Model 1**: We directly translated the algebraic equations of the gate-level implementations into SMT2 format and modeled the specification $(\text{Sig}_{\text{out}} - \text{Sig}_{\text{in}})$ as a Pseudo-Boolean polynomial using Boolean vector operations.

- **SMT Model 2**: The product circuit (miter) was translated directly into SAT by converting the CNF model into SMT2 format. The CNF files used in this experiment were the same as input to the SAT experiments. The second approach showed better performance; it is the one shown in Table 3.4.

Table 3.4 gives comparison of our results for the synthesized multipliers with winners of 2015 SMT competitions and evaluation, including Boolector [82], Z3 [39], CVC4 [6]; minisat.blbd [11], lingeling [12] and the ABC system [75]; with the symbolic algebra tool, SINGULAR [40]; and Synopsys’ *Formality* system. It shows that our technique surpasses those tools in CPU time by several orders of magnitude.

![Figure 3.9: Verifying combinational arithmetic circuits: CPU time.](image-url)
Table 3.3: CPU time and memory results of 256-bit (Operands A and B) arithmetic circuits. (TO = timeout after 3600 sec; MO = memory out of 8 GB).

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Function</th>
<th># Gates</th>
<th>CPU [sec]</th>
<th>MEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>adder</td>
<td>$F = A + B$</td>
<td>1.8K</td>
<td>0.19</td>
<td>6.4 MB</td>
</tr>
<tr>
<td>adder_syn</td>
<td>$F = A + B + 3$</td>
<td>1.8K</td>
<td>0.19</td>
<td>6.4 MB</td>
</tr>
<tr>
<td>shift_add</td>
<td>$F = A + A/2$</td>
<td>7.7K</td>
<td>0.44</td>
<td>18.2 MB</td>
</tr>
<tr>
<td>multiplier</td>
<td>$F = A \times B$</td>
<td>521K</td>
<td>9.42</td>
<td>1.15 GB</td>
</tr>
<tr>
<td>multiplier_syn</td>
<td>$F = A \times B$</td>
<td>660K</td>
<td>28.52</td>
<td>2.25 GB</td>
</tr>
<tr>
<td>mixAddMult</td>
<td>$F = A \times (B+C)$</td>
<td>525K</td>
<td>76.18</td>
<td>1.18 GB</td>
</tr>
<tr>
<td>mixAddMult_syn</td>
<td>$F = A \times (B+C)$</td>
<td>650K</td>
<td>209.31</td>
<td>1.25 GB</td>
</tr>
<tr>
<td>multiplier_3</td>
<td>$F = A_1 \times B_1 + A_2 \times B_2 + A_3 \times B_3$</td>
<td>1.571K</td>
<td>TO</td>
<td>MO</td>
</tr>
<tr>
<td>sq_comp</td>
<td>$F = A^2 + 2A + 1$</td>
<td>527K</td>
<td>48.84</td>
<td>1.13 GB</td>
</tr>
<tr>
<td>cube_comp</td>
<td>$F = 1 + A + A^2 + A^3$</td>
<td>1.576K</td>
<td>TO</td>
<td>-</td>
</tr>
<tr>
<td>Matrix_Mult</td>
<td>$F = A[3 \times 3] \times B[3 \times 1]$</td>
<td>4,712K</td>
<td>TO</td>
<td>MO</td>
</tr>
</tbody>
</table>

Table 3.4: Results for a synthesized multiplier; comparison with [32], SAT, SMT, and commercial tools (TO = timeout after 3600 sec; UD = undecided; MO = memory out of 8 GB). *ABC was unable to synthesize the 512-bit CSA multiplier due to memory limit.

<table>
<thead>
<tr>
<th>Multiplier</th>
<th>This work</th>
<th>SAT [sec]</th>
<th>SMT [sec]</th>
<th>Commercial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>#Gates</td>
<td>CPU</td>
<td>Mem</td>
<td>#Gates</td>
</tr>
<tr>
<td>4</td>
<td>86</td>
<td>0.01</td>
<td>2.25 MB</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>481</td>
<td>0.04</td>
<td>2.93 MB</td>
<td>1.71</td>
</tr>
<tr>
<td>16</td>
<td>1.2K</td>
<td>0.08</td>
<td>4.35 MB</td>
<td>5.21</td>
</tr>
<tr>
<td>32</td>
<td>2.1K</td>
<td>0.14</td>
<td>6.15 MB</td>
<td>7.34</td>
</tr>
<tr>
<td>64</td>
<td>41.4K</td>
<td>5.30</td>
<td>76 MB</td>
<td>TO</td>
</tr>
<tr>
<td>128</td>
<td>165.5K</td>
<td>39.94</td>
<td>299 MB</td>
<td>TO</td>
</tr>
<tr>
<td>256</td>
<td>663.2K</td>
<td>285.22</td>
<td>1.36 GB</td>
<td>TO</td>
</tr>
<tr>
<td>512</td>
<td>2,091K</td>
<td>130.22</td>
<td>4.4 GB</td>
<td>TO</td>
</tr>
</tbody>
</table>

3.3.2 Limitations and Proposed Solutions

3.3.2.1 Circuit Boundaries

Currently, the described method of functional verification by signature rewriting requires knowledge of the I/O boundary of the circuit. Specifically, we need to know
the output bits and their position (to be discussed in the next section), in order to generate the starting polynomial, $\text{Sig}_{out}$. We also need to know when to stop the rewriting process to correctly reason about the computed signature, $\text{Sig}_{in}$, and to determine if the circuit implements the expected arithmetic function. This seems to be a reasonable requirement for the functional verification of the given circuit, where the circuit has a well defined I/O boundary. However, if the method is used to extract an arithmetic function from a larger circuit, the exact I/O boundary may not be known. Presence of additional logic blocks at the inputs or outputs of the circuit clearly complicate the rewriting process. Future research will concentrate on relaxing the problem to the one with unknown I/O boundaries.

### 3.3.2.2 Output Encoding

As mentioned above, to obtain $\text{Sig}_{out}$, we need to know the correct encoding of the output bits. However, the encoding of the output bits may not be known. Hence, we propose a method by studying the intermediate expression of individual output bits to correctly assign the encoding position for the output bits.

The results shown in Figure 3.11 represent the intermediate expression size of individual output bit of a 4-bit multiplier. The horizontal axis represents the iteration number of rewriting process; the vertical axis represents the size of the expression at each point of the computation. We can see that the complexity of rewriting individual bits is different. The intermediate expression size of the 2$^{nd}$ MSB is characterized by the highest complexity and LSB is the lowest one. The complexity of the individual output bits increases from $z_0$ to $z_5$. Based on this observation, we can determine the output encoding by monitoring the intermediate expression. The output bits close to MSB are very difficult to be extracted individually by our technique. The reason is that the intermediate expression is too large since there are few cancellations without the expressions from other outputs. However, to determine the output encoding, it is
not necessary to rewrite the signature all the way to the primary inputs. The output encoding can be determined earlier in the process and the process will be terminated immediately. For example, in Figure 3.11, all the output bits can be recognized before iteration #35.

3.3.2.3 Effects of Synthesis on Function Extraction

The performance of our technique is sensitive to logic synthesis and technology mapping. In Figure 3.12, we compare the rewriting process with different logic synthesis techniques using 8-bit CSA Multiplier. The horizontal axis represents the rewriting process as percentage of the complete run; the vertical axis represents the size of the expression at each point of the computation. Original presents the rewriting process of 8-bit multiplier without any optimization. In Figure 3.12, curves resyn and resyn3 are two different logic synthesis commands provided by ABC; curve complex refers to the mapping library includes the complex gates (e.g. AOI21, OAI221, etc.); curve "no-complex" refers to the library contains only 2 input logic gates.

We can see that the original 8-bit multiplier provides a much lower intermediate expression size, which means that it is the easiest one to be verified. Synthesized multipliers mapped into complex gates are more difficult to verify than those with the simple gates. The reason why the intermediate expression size is larger is that the logic synthesis technique and technology mapping techniques re-construct the circuits. This creates fewer possible cancellations in our rewriting technique. Using the heuristics proposed in Section 3.2.2, we can verify a lightly-synthesized multiplier up to 256 (TABLE 3.4). However, the bit-optimized arithmetic design produced by DesignCompiler or ABC dch remains challenge for this method.

3.4 Verification of Datapaths - A Case Study

This technique has been applied on datapath verification. Most of the work in RTL verification concentrates on verifying translation from high level specification
Figure 3.11: Comparing rewriting of the expression $\text{Sig}_{\text{out}}$ vs individual output bits for a 4-bit multiplier.

Figure 3.12: Synthesis impacts on function extraction

(such as C) to RTL [59]; some use DFG as a formal model for high-level specification [60]. Others use RTL to TLM abstraction for redesign and verification of RTL IPs [17]. Assertion-based verification technique (ABV) is also used for system-level design [106]. Industrial work in RTL verification typically addresses verification of RTL protocol implementation against its specification and uses TLC or TLA specification languages [10]. In this section, a case study of datapath verification using both word-level and bit-level verification method. Note that we consider all the datapaths are designed without truncation [111].

Consider an integer arithmetic logic unit (ALU), shown in Figure 3.13, taken from [117]. This architecture is used often in implementing integer operations for standard graphics APIs. The design consists of three word-level $n$-bit inputs, $A$, $B$, $C$, representing unsigned integers. Each of the operands can be optionally negated under the control of single-bit signals, $\text{neg}_A$, $\text{neg}_B$, $\text{neg}_C$. These bits, together with other configuration bits ($\text{en}_{ab}$, $\text{en}_c$ and a negation bit $\text{neg}_y$ of one of the local outputs), provide
control for various arithmetic functions, namely: $A \cdot B$, $-A \cdot B$, $A \cdot B + C$, $A \cdot B - C$, etc.

Figure 3.13: Integer ALU - initial RTL design

In [117] the integer ALU design was subjected to a number of algebraic and Boolean transformations resulting in the modified design shown in Figure 3.14. While the applied transformations can be shown to be mathematically correct, it is important to formally verify if the resulting RTL hardware implementation is indeed equivalent to the original one. This must be done to ensure that some unexpected bugs, typically related to finite bit-widths, sign extension, or two’s complement implementation of subtraction, did not creep up into the final implementation. In [117] this problem was solved for $n = 16$ using Hector, a formal equivalence checking tool from Synopsys. The approach taken there required case-splitting and separately solving a number of individual cases, determined by the combination of the control signals.

We approach this problem differently and perform verification using symbolic representation for both RTL designs to verify if they are equivalent. Two versions of the proof are considered here: 1) In the first method the symbolic equations are derived for each design and a canonical TED representation [29] is used to show
that the two RTL implementations are equivalent for *arbitrary* bit-width, while still considering two’s complement representation for negative numbers; and 2) A more convincing method considers a bit-level composition of the RTL structure and shows that the equivalence can be proven for large operand bit-widths [124]. Note: The *bit-level* RTL structure should not be confused with a *gate-level model*, since the arithmetic and logic operators are still defined on the register transfer level. In a separate model we can also demonstrate the correctness of our approach to gate-level designs.

### 3.4.1 Word-level Verification

In this model, the unsigned word-level operand $X$ is represented simply as variable $X$ (positive number) or as $-X$ (negative number), regardless of the number of bits (assuming no overflow).

- **Original Design ($F_Y$):** The first level includes three identical modules, each composed of a *negator* (NEG) and a multiplexer (MUX) to select the operand in
a positive or in a negated form. The output of the first mux, associated with operand $A$, is

$$F_{A1} = (1 - neg_A)A + neg_A(-A) = A \cdot (1 - 2 \cdot neg_A)$$

Note that for $neg_A = 0$, $F_{A1} = A$; and for $neg_A = 1$, $F_{A1} = -A$, as required.

Similar expressions are derived for modules with inputs $B$ and $C$, and outputs $F_{B1}$ and $F_{C1}$. Next design level includes a multiplier followed by an enable signal $en_{AB}$, producing $F_{ABen1} = en_{AB}(F_{A1} \cdot F_{B1})$ and $F_{Cen1} = en_{C} \cdot F_{C1}$.

The next level has an adder with inputs $F_{AB1}$, $F_{C1}$

$$F_{ABC1} = F_{AB1} + F_{C1}$$

The lowest level has a negator gate for $F_{ABC1}$, controlled by $neg_Y$

$$F_{Y1} = F_{ABC1}(1 - 2 \cdot neg_Y)$$

The entire set of such equations is written into the TDS system [28] and represented by a canonical, word-level diagram, TED [29]. The diagram automatically represents the function in terms of the primary input variables, as shown in Figure 3.15(a). Note that Figure 3.15(a) also contains the diagram of the final design $F_{Y2}$, which is functionally the same as $F_{Y1}$. We can see that the equivalence has been proved by TED by constructing two functions in the same diagram. However, to prove the equivalence using rewriting method, we need to extract the polynomial expression of $F_{Y2}$ from PO to PI.

- **Final Design** ($F_{Y2}$): The transformed design is shown in Figure 3.14, where
Translation of the Boolean operator $\oplus$ (XOR) into an algebraic expression can be done using the following, well known relation:

$$x \oplus y = x + y - 2 \cdot x \cdot y$$  \hspace{1cm} (3.5)

By applying this formula to the above equations, we obtain:

$$neg_{AB} = neg_A + neg_B - 2 \cdot neg_A \cdot neg_B$$

$$neg_{ABC} = neg_{AB} + neg_C - 2 \cdot neg_{AB} \cdot neg_C$$
\[ neg_{ABY} = neg_{AB} + neg_Y - 2 \cdot neg_{AB} \cdot neg_Y \]

With this, the remaining part of the design can be described by the following set of expressions:

\[
F_{\text{en}2} = en_{AB} \cdot A
\]

\[
F_{AB2} = F_{\text{en}2} \cdot B
\]

\[
F_{\text{en}2} = en_C \cdot C
\]

\[
F_{C2} = C \cdot (1 - 2 \cdot neg_{ABC})
\]

\[
F_{ABC2} = F_{AB2} + F_{C2} - neg_{ABY}
\]

where \( neg_{ABY} \) is an integer binary variable. The same signal is then applied as a Boolean signal to an XOR to conditionally flip the bits of the word-level signal \( F_{ABC2} \) computed by the adder. The algebraic model for XOR shown in (3.5) does not apply to such bit-wise operation on a word-level signal, and needs to be suitably modified. Specifically, it can be modeled as a MUX, shown in Figure 3.16. When \( neg_{ABY} = 0 \), the output of the adder, \((F_{ABC2} = F_{AB2} + F_{C2} - 0)\), is passed directly to the output \( F_Y \); and when \( neg_{ABY} = 1 \), the adder’s output, \((F_{AB2} + F_{C2} - 1)\), is bit-wise complemented. To model this, we use the standard relation between the bit-wise complement and a word-level complement/negation, \(-X = \overline{X} + 1\). This, as already shown in [117], can be rewritten as \(- (X - 1) = \overline{X - 1} + 1\), which, in turn, implies that

\[-X = \overline{X} - 1\]

With this we can now model the XOR and a MUX with inputs \( X \) and \(-X\), where \( X = F_{AB2} + F_{C2} \), as follows:

\[
F_{Y2} = (1 - neg_{ABY})X + neg_{ABY}(-X) = X(1 - 2 \cdot neg_{ABY})
\]
which is similar to the negator developed earlier. 

Substituting \( X = F_{AB2} + F_{C2} \) in the above equation gives the following model for the resulting \( \text{MUX} \) (c.f. Figure 3.16).

\[
F_{Y2} = (F_{AB2} + F_{C2})(1 - 2 \cdot \text{neg}_{ABY})
\]

![Diagram](image)

Figure 3.16: Modeling of the word-level XOR.

As mentioned in Item 1, the proof of equivalence between \( F_{Y1} \) and \( F_{Y2} \) using TED is shown in Figure 3.15. We can also prove that they are equivalent by comparing the extracted polynomial expressions. \( F_{Y1} = F_{AB}(1 - 2 \cdot \text{neg}_{Y}) + F_{C}(1 - 2 \cdot \text{neg}_{Y}) \), and \( F_{Y2} = (F_{AB} + F_{C})(1 - 2 \cdot \text{neg}_{Y}) \). It is obvious that the expressions of \( F_{Y1} \) and \( F_{Y2} \) are the same.

### 3.4.2 Bit-level Verification

To perform RTL verification on a bit-level, we must consider the bit composition of each of the word-level signals. This is done by expressing each \( n \)-bit unsigned number \( X \) by its binary encoding: \( X = \sum_{i=0}^{n-1} 2^i x_i \). The negative number \( (-X) \) is represented using two’s complement model as \( -X = 2^n - X \). Specifically, we express the word-level input \( A \) using binary encoding

\[
A = 2^{n-1}a_{n-1} + \cdots + 2a_1 + a_0
\]
and similarly for inputs $B$ and $C$. The system of equations derived in Section 3.4.1, together with the binary-encoded inputs (and intermediate signals, as needed) is then used to generate the final canonical TED representation.

Figure 3.15(b) illustrates this approach for a simple case of 2-bit operands, and demonstrates that both designs represent the same function, hence are equivalent. The 2-bit case is used here for illustration only, since the generated TED diagrams for larger would be too big to show here. However, the results shown in the previous section clearly demonstrate that this approach can be used to solve the equivalence verification problem for this design with up to (or even beyond) 256-bit operands.

### 3.4.3 Results

In this section, the TED representation was used simply to illustrate the concept of symbolic RTL verification rather than as a robust method to solve the equivalence verification problem. Nevertheless, TED, in addition to providing the word-level symbolic solution, can easily handle the Integer ALU design with up to 26-bit operands (beyond which the internal memory management is not efficient). The CPU runtime for such solutions is shown in Table 3.5. As we can see, the solution can be obtained in a matter of fractions of seconds. The experiments were run on a PC with Intel Processor Core i5-3470 CPU 3.20GHz x4 with 15.6 GB memory.

An alternative, and a more efficient solution is based on an approach that computes (i.e., extracts) the function performed by the design by rewriting the symbolic expressions of a design from the primary outputs to primary inputs. Such an approach has been used in our earlier work [32] in the context of arithmetic bit-level (ABL) networks, but applies verbatim here. In this approach, the specification polynomial ($input signature$) for a given design is computed from the word-level outputs ($output signature$) and expressed in terms of all the input variables: the operands $A, B, C$, control signals $neg_i$, and other configuration signals. Such computed signature is then
compared to the input signature obtained in a similar manner from the other design. The proof that such generated polynomials are identical is actually performed by running both designs in the same process and checking if $F_{Y1} - F_{Y2} = 0$. As shown in the Table (column Function-Extract), this approach is highly scalable: it can solve the bit-level Integer ALU for operands with at least 256 bits in a matter of seconds.

In comparison, in[117] a commercial combinational RTL equivalence tool, Hector, was used to formally verify equivalence of a 16-bit instance of this ALU design. Solving this problem with Hector required 16-way case splitting (performed by hand) and solving the 16 simpler problems corresponding to some combinations of the configuration bits. The CPU time of 8 seconds reported in [117] cannot be used to compare to our results since the parameters of the computing platform were not given. Larger design were not attempted in there, claiming increased difficulty experienced by the solver.

<table>
<thead>
<tr>
<th>Op-size</th>
<th>TDS</th>
<th>Function-Extract</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>8</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>16</td>
<td>0.06</td>
<td>0.11</td>
</tr>
<tr>
<td>26</td>
<td>0.19</td>
<td>0.32</td>
</tr>
<tr>
<td>32</td>
<td>-</td>
<td>0.48</td>
</tr>
<tr>
<td>64</td>
<td>-</td>
<td>1.93</td>
</tr>
<tr>
<td>128</td>
<td>-</td>
<td>8.07</td>
</tr>
<tr>
<td>256</td>
<td>-</td>
<td>34.66</td>
</tr>
</tbody>
</table>

**Table 3.5: CPU time and memory results using TDS and Function Extraction**

3.5 Conclusions

This chapter presented the function extraction technique that derives the function computed by an integer arithmetic circuit from its gate-level implementation. It demonstrated that such function extraction and the test if the implementation satisfies the specification can be efficiently implemented in the algebraic domain using signature rewriting concept.
This approach uses an advanced data structure and a set of efficient heuristics to effect this extraction. The results show that the approach can handle gate-level integer multiplier circuits up to 512 bits and contain over 2 million gates. It should be noted that the experiments were conducted on circuits synthesized with ABC onto a relatively simple set of complex gates (mcnc.genlib). It seems that the synthesis tool which retains a certain degree of redundancy in the circuit, in the form of a vanishing polynomial, may be useful in verification. This type of redundancy is helpful in reducing the size of the intermediate polynomial expressions, which could significantly reduce the complexity of function extraction. Another observation is that solving the verification problem for highly optimized bit-level circuits, synthesized with commercial tools, remains a challenge. There are two possible reasons: 1) the synthesis tools are more aggressive in removing such redundancy; 2) the best ordering of rewriting is very difficult to identify, which causes memory explosion problem. This, together with the need to know the circuit I/O boundary is currently the main limitation of the method presented in this chapter.

We should also note that the verification of more structured circuits, containing larger pre-verified blocks will, in general, be easier. This is shown in the datapath verification case study. This is because it requires fewer polynomials to be processed, which lowers the overall size of the problem, and there are fewer rewriting iterations. This is especially true if the relationship between the inputs and outputs of such a block is simpler than those of the internal gates. The case study of datapath verification demonstrates that the high-level components significantly reduce the complexity of rewriting. The early work on verification of arithmetic circuits mapped into a combination of half- and full adders and logic gates demonstrate an almost linear computational complexity [7] [30]. However, as experimentally confirmed, sometimes the rewriting process benefits from breaking the aggregated complex gates into smaller ones to increase the chance of term cancellation during rewriting (Figure 3.5).
Based on those observations of the advantages and disadvantages of the function extraction technique, the next two chapters focus on improving its performance by introducing redundant polynomials (Chapter 4) and identifying the best ordering of rewriting for heavily optimized circuits (Chapter 5).
CHAPTER 4

COMPUTER ALGEBRA BASED VERIFICATION WITH REDUNDANT POLYNOMIALS

4.1 Introduction

Sequential circuits are composed of combinational arithmetic logic and memory components that are used to improve the throughput and energy efficiency of integrated circuits. In such circuits, the input is provided serially and the result is accumulated over a number of cycles to produce an $n$-bit (or word-level) result. The goal is to prove that the circuit computes the required arithmetic function collected sequentially at the primary outputs. Compared to combinational arithmetic circuits, the verification problem of sequential arithmetic circuits is much more complex, as it usually requires a complete exploration of the state space of the circuits. Even though functional verification of such arithmetic circuits can be cast as a combinational bounded model checking (BMC) problem, it is still challenging due to a large number of bits in practical arithmetic circuits. Boolean logic techniques, based on binary decision diagrams (BDDs) and satisfiability (SAT) solvers, have limited application to arithmetic circuits as they require flattening of the design into bit-level netlists. This chapter addresses the verification problem by modeling the sequential circuit as an algebraic system similar to that presented in Chapter 3, and proving that the polynomial word computed by the circuit matches the design specification, expressed in terms of the primary inputs. Specifically, it targets synchronous sequential arithmetic circuits with known required latency.

An example of the type of circuits considered here is shown in Figure 4.1. It is an $n$-bit serial adder built out of a single-bit adder, which operates for $n$ clock cycles.
to produce an \((n+1)\)-bit result. An equivalent combinational model is obtained by unrolling the adder \(n\) times. The proof of functional correctness consists in transforming the polynomial associated with the result \(Z = z_o + 2^1z_1 + \cdots 2^n z_n\) into a polynomial expressed in primary inputs, \(\{a_i\}, \{b_i\}\), applied to the circuit serially; and checking if this polynomial indeed represents the addition of two input operands:
\[
Z = A + B = (a_o + 2^1a_1 + \cdots 2^{n-1}a_{n-1}) + (b_o + 2^1b_1 + \cdots 2^{n-1}b_{n-1}).
\]
However, as demonstrated in this chapter, such a straightforward unrolling may be inefficient from the verification point of view, and special techniques are needed to make it effective and scalable. Those techniques are the main focus of this chapter.

![Sequential n-bit adder](image)

Figure 4.1: Sequential \(n\)-bit adder, \(Z = A + B\).

### 4.2 Previous Work

A lot of research has been done in sequential equivalence checking, reachability analysis, state traversal, etc., applied to control logic, but relatively little has been published on functional verification of arithmetic circuits. Boolean satisfiability (SAT), which is an effective platform for encoding many CAD problems [14], [2], [53], has been used in verification of both control logic and arithmetic designs. SAT models for sequential designs typically rely on an Iterative Logic Array (ILA) representation by unrolling the combinational circuit component over a bounded number of cycles. Unfortunately, this technique when applied to modern industrial designs over a large number of cycles often exceeds the available memory resources [15].
A method for reducing sequential equivalence checking (SEC) of sequential logic into an equivalent combinational equivalence checking (CEC) is presented in [99]. That paper theoretically investigates when SEC can be reduced to CEC. It addresses the control part of large industrial designs, including pipelines but does not discuss the sequential arithmetic circuit verification. The work of [87] compares ATPG and SAT for checking safety properties and shows that, for relatively small circuits, two approaches are equally viable. Other analysis shows that sequential ATPG-based bounded model checkers outperform traditional SAT-based techniques, particularly for large designs [97].

4.3 Preliminaries

The functional verification method described in this chapter extends the combinational verification technique proposed in Chapter 3 to sequential arithmetic circuits. As we know that, it computes a unique bit-level polynomial function implemented by the circuit directly from its gate-level implementation. The difference between sequential and combinational arithmetic circuits is the signature. For combinational circuits, the output signature and input signature can be derived directly from the circuits using their binary encodings. However, for sequential circuits, the signatures are determined by the binary encoding of the bits, and the sequential behavior. To address this problem, the sequential arithmetic circuits are converted into combinational models by unrolling the circuit over $k$ steps, where $k$ is the required latency. Hence, the verification problem is converted into a combinational verification problem, which can be solved by rewriting the polynomial representing encoding of the primary outputs (the output signature) into a polynomial expressed in terms of the primary inputs (the input signature), using algebraic model of the internal gates. Note that the signatures derived from the unrolled model are not the sequential signatures
(introduced in next section) of the original implementations. The algebraic model is
the same as shown in Chapter 3.

Input signature (sequential), denoted by $\text{Sig}_{\text{in}}$, is a pseudo-Boolean polynomial in
primary input (PI) variables that uniquely represents an integer function computed
by the circuit, i.e., its specification. Unlike the combination circuits, this input sig-
nature is derived based on the sequential behavior of the circuits. For example, input
signature for a sequential adder shown in Figure 4.1 is $\text{Sig}_{\text{in}}$ (at $i$ cycle) = $\text{Sig}_{\text{in}}$ (at
$i - 1$ cycle) + $\left( \sum_{i=0}^{n-1} 2^i a_i + \sum_{i=0}^{n-1} 2^i b_i \right)$, where $\text{sum}_{i-1}$ is the intermediate result at
$i - 1$ cycle.

Output signature (sequential), $\text{Sig}_{\text{out}}$, of the sequential circuit is defined as a
pseudo-Boolean polynomial in the primary output (PO) signals in $i$ cycles. Such
a polynomial is uniquely determined by the binary encoding of the output. For ex-
ample, the output signature of the serial adder shown in Figure 4.1 with output bits
$z_i$ is $\text{Sig}_{\text{out}} = \sum_{i=0}^{n-1} 2^i z_i$, where $i$ is the clock step.

The proof of functional correctness is based on successively rewriting the out-
put signature $\text{Sig}_{\text{out}}$ into a signature in the primary inputs and comparing it with
the expected input signature $\text{Sig}_{\text{in}}$. At each step of the procedure, an intermediate
polynomial generated by the rewriting corresponds to some cut in the circuit, a set
of signals separating primary inputs from primary outputs. The rewriting process
recursively applies algebraic models of logic gates, followed by an algebraic simplifi-
cation of polynomial terms to arrive at a unique algebraic expression. It also applies a
Boolean reduction by reducing any occurrence of a nonlinear term $x^k$, to a single vari-
able $x$. During rewriting of nonlinear terms, the size of an intermediate polynomial
representing a cut in the circuit may increase exponentially, which seriously impacts
the efficiency of the procedure. The size of the peak polynomial, commonly called
the “fat belly”, is a bottleneck for both the performance (CPU time) and memory
used by the procedure.
The choice of the cuts (or, equivalently, the order in which the variables are eliminated by substitution) has big influence on the size of the fat belly and the efficiency of the rewriting process. A number of heuristics can be used to improve the efficiency, including: efficient data structure in the search of substituted variables; fast elimination of redundant terms; and other heuristics to minimize the size of the fat belly [31]. These techniques alone are not sufficient to avoid potential polynomial size explosion and additional techniques are needed. Some of them, specific to sequential arithmetic circuits, are discussed in the remainder of this chapter.

4.3.1 Vanishing Polynomials

**Definition 1**  
Vanishing Polynomial (VP): Starting with a Boolean signal $v$, the rewriting process generates a set of pseudo-Boolean polynomials $\mathcal{P} = \{p_1, p_2, \ldots, p_i\}$ ($p_i$ is the polynomial when rewriting reaches PI). If there is a subset $\mathcal{P}' = \{p_1, p_2, \ldots, p_i\}$ ($2 < i < n$) such that each $p$ is non-zero polynomial, and $p_{i+1} = p_{i+2} = \ldots = p_n = 0$, evaluated to 0 for all values, then $\mathcal{P}'$ are vanishing polynomials.

Vanishing polynomials have been used to test if two fixed-size datapaths $F_1, F_2$ are equivalent by testing whether or not a difference polynomial, $F_1 - F_2$, reduces to 0 over $\mathbb{Z}_2^m$ for the given bit-width [104]. Vanishing polynomials over $\mathbb{Z}_2^m$ have also been used as an optimization technique in high-level synthesis [45] by adding redundancy to the fixed bit-width polynomial computation in order to minimize the implementation. The vanishing polynomials in our work are similar to those used in high-level synthesis, but serve a different purpose. They are pseudo-Boolean expressions that always evaluate to 0 and insertion of such polynomials into the design will reduce the complexity of the verification process.

The use of vanishing polynomial in our work is illustrated with a 2-bit squarer circuit in Figure 4.2(a), with mathematical computation done by the circuit shown in Fig. 4.2(b).
Close examination of the result shows that bit $z_1 = 0$, as it is a sum bit of two identical terms, $a_1a_0$ and $a_0a_1$. The resulting carry out bit (if any) is shifted one bit to the left and added to $a_1$ to produce $z_2$. Hence, with $z_1 = 0$, the initial starting point is $\text{Sig}_{\text{out}} = f_0 = 8z_3 + 4z_2 + z_0$ (without $z_1$). It is then transformed into $f_1$ using substitutions $z_3 = x_1x_5$ and $z_2 = x_1 + x_5 - 2x_1x_5$ (c.f. Eq. 7.1). Subsequent rewriting, using equation for $x_5 = x_2x_3$, results in $f_2 = 4x_1 + 4x_2x_3 + z_0$. It is then transformed (using equations for the AND gates), to produce $\text{Sig}_{\text{in}} = f_3 = 4a_1 + 4a_1a_0 + a_0$. Comparing this result with the expected specification, $F_{\text{spec}} = (2a_1 + a_0)^2 = 4a_1 + 4a_0a_1 + a_0$, shows that the circuit correctly computes the square function.

Now let us include the vanishing polynomial for $z_1$, which in terms of the immediate signal variables can be written as $z_1 = x_2 + x_3 - 2x_2x_3$. In the first step, $f_0$ is transformed into $f_1$ as before. Then, $f_2$ is obtained from $f_1$ using equations for $x_5$ and $z_1$, resulting in $f_2 = 4x_1 + 2(x_2 + x_3) + z_0$. Finally $f_3$ is obtained by substituting variables $x_1, x_2, x_3, x_4$ with the corresponding equations for AND gates in terms of the primary inputs, $a_0, a_1$. The result is the input signature $\text{Sig}_{\text{in}} = f_3 = 4a_1 + 4a_1a_0 + a_0$. It also demonstrates that this is a correct arithmetic function. However, note that
the intermediate form, \( f_2 = 4x_1 + 2(x_2 + x_3) + z_0 \), is simpler than the one computed without \( z_1 \), as it does not contain any nonlinear terms.

In general, vanishing polynomials contain terms that cancel other monomials during the cut rewriting and keep them smaller, especially for sequential arithmetic verification. This is because that many internal signals evaluate to zero iff the rewriting process reaches the PIs. These internal signals exist in the cascade arithmetic functions which are created by unrolling process. We demonstrate this using a Multiply-Accumulator (MAC) in Section IV-I in this chapter.

4.3.2 Don’t-care Polynomials

**Definition 2** Don’t-care Polynomial (DCP): Assuming \( d \) is a Boolean signal and \( \mathcal{P} = \{p_1, p_2, ..., p_n\} \) is a set of polynomials of \( d \) which are generated by rewriting, if \( d \) is included in the arithmetic algorithm but excluded in the design, \( d \) and \( \mathcal{P} \) are Don’t-care Polynomials.

Don’t-cares are critical in verification because they can reduce the complexity of the netlist to be analyzed by equivalence checking. For example, in [133],[90] it is demonstrated that generating observability don’t-cares for node merging, followed by SAT-based verification, greatly improves scalability and performance over other solutions. The don’t-cares in our work are similar to those in [133],[90]. In our case, however, the role of don’t-cares is to minimize the size of polynomials in each substitution step, rather than to minimize the computational complexity of SAT solving.

For example, let’s assume that there is a 3-bit 2’s complement adder, which the three LSBs \( x[2 : 0] \) are used in the design. The MSB \( x_3 \) is the sign bit of the result of this addition. Based on Definition 2, \( x_3 \) can be used as a don’t care polynomial. According to [31], the output signature should be \( x_0 + 2x_1 + 4x_2 \). However, we observe that the internal expressions explode in the rewriting process without don’t care signal, \( x_3 \). We compare the internal expressions with/without \( x_3 \) in Figure
4.3. We can see that the peak size (i.e. the number of monomials) of the internal expressions without $x_3$ is $2 \times$ larger for a 3-bit adder. For larger designs, without the *don’t cares*, the rewriting process will contain a 100x larger peak of internal expressions which causes memory explosion problem. Including this bit as part of the arithmetic algorithm can simplify the verification process because it contains potentially cancelable monomials. Similarly, we are able to verify a $n$-bit comparator by including the output bits $[n - 2, 0]$ of a $n$-bit subtractor.

![Figure 4.3: Compare the size of internal expressions with, without *don’t care* polynomial $x_3$.](image)

Another type of don’t-care polynomials can be generated in unbounded sequential circuits. They can be obtained by expanding the reachable states to those that are not actually reached during the computation within the given range of input vectors [99] (in our case, within the given number of serial bits). A bit-serial squarer circuit, described in Section 4.2, will demonstrate this type of don’t-care polynomial.

Including the *vanishing* and *don’t-care* polynomials amounts to introducing redundancy into the original design, with the goal to improve the verification performance and scalability. This technique can be applied verbatim to formal verification of hard-
ware for cryptography applications, e.g., extension fields arithmetic circuits, used in *Advanced Encryption Standard* (AES).

### 4.4 Sequential Verification

In this section we show the application of VP and DCP to several types of sequential arithmetic circuits.

#### 4.4.1 Multiply-Accumulator (MAC)

Consider an \( n \)-bit unsigned MAC circuit shown in Figure 4.4. The circuit should compute the result \( R = \sum_{i=1}^{k} A_iB_i + C_0 \) in \( k \) cycles, for \( k \) sets of \( n \)-bit inputs, \( A_i[0...n-1], B_i[0...n-1] \), where \( i = 1, ..., k \), and with some carry input vector \( C_0 \).

![Figure 4.4: Original MAC circuit: \( R = \sum_i A_i \cdot B_i + C_0 \).](image)

Figure 4.5 shows the unrolled version of the circuit for \( n = 4 \) bits and \( k = 2 \) cycles. The proof of functional correctness is obtained by transforming \( \text{Sig}_{\text{out}} = \sum_{i=0}^{9} 2^i r_i \) using algebraic equations of internal gates of the circuit into an input signature, using the rewriting technique discussed earlier. The resulting input signature \( \text{Sig}_{\text{in}} \) is a function of the 4-bit primary inputs \( A_0, B_0, A_1, B_1 \) and \( C_0 \).

Note that the bit-widths of the two inputs to the first adder circuit in the unrolled model are different: they are 4-bit and 8-bit wide. Similarly, the bit-widths of the second adder are different (8 and 9 bits). This bit-width mismatch can be adjusted by the sign extension applied at the shorter inputs. Since the extension bits are all
"0", the most significant bit, i.e., the carry-out of the first adder, always evaluates to 0 (it is a Vanishing Polynomial). This, combined with the mismatch between the inputs to the second adder, cause the two MSBs of the output to evaluate to 0 as well. Therefore, it may seems logical to exclude the two most significant bits from the computation to simplify the model.

However, such a straightforward application of the signature rewriting scheme to this circuit is not efficient, as it may result in a large number of product terms of the intermediate signature before reaching the PIs. As a result, the CPU time and memory consumption can be prohibitive. For example, it takes more than 190 seconds of the CPU time and requires 2 GB memory to verify a 4-bit MAC circuit on our computing platform (see the Results section).

To simplify and speed up the verification procedure, we take advantage of the structure of the unrolled model by identifying the Vanishing Polynomials associated with the 0-function bits and adding them to the output signature $Sig_{out}$. As mentioned before, adding such a redundancy can simplify the elimination and substitution procedure during signature rewriting. Specifically, many cancellations will occur between the terms of the vanishing polynomial and other terms of the computed signature during the elimination and substitution process. After adding the vanishing polynomials, we could verify a 64-bit MAC in just 4 seconds, with only 142 MB mem-
ory – compared to 190 seconds and 2 GB memory for the 4-bit version of the circuit (see Tables 4.2 and 4.3).

4.4.2 Serial Squarer

Another type of redundancy encountered in bit-serial arithmetic circuits appears in a serial squarer circuit [37] which computes a square value of an $n$-bit integer input. An example of a 4-bit serial squarer is shown in Figure 4.6. The input bits of an integer number are provided serially over a single line, interleaved with 3 zeros, and outputs bits of the result are collected serially at the single output line. The proof of functional correctness is obtained by transforming the $\text{Sig}_{out}$ using algebraic equations of internal gates of the circuit into an input signature. The delay elements $D$ are modeled by unrolling each module $2n$ times. The fully unrolled model is too large to be shown in this section; a simplified model is shown in Figure 4.7.

To make the verification efficient, we extend bit-widths of the adder in the serial squarer circuit. Each of the four 1-bit adders is expanded over eight cycles, using standard techniques, into a combinational 8-bit adder. The resulting 8-bit adders as shown in Figure 4.7. The 8-bit input, $B_2$, to the second stage adder requires sign extension, while the other input is already 9-bit wide, as generated by the previous
Figure 4.7: Unrolled 4-bit Serial Squarer.

Figure 4.8: Evaluation of Don’t Care and Vanishing polynomials on a 4-bit serial squarer.

adder. Similarly, the inputs to the remaining two adders, \(B_3\) and \(B_4\) are sign-extended by 2 and 3 bits, respectively. As a result, the 12-bit output is composed of extra four bits. The most significant three of those bits are always 0 because of the sign-extension; they can be represented by vanishing polynomials. The other bit however, is not a 0-functions, but a Don’t Care, providing the two’s complement corrector to the remaining 8-bit adder. This represents a reachable state that is unreached in the design.

By including both types of polynomials (vanishing and don’t cares), the computation of the input signature can be greatly simplified. Specifically, it is used to simplify the algebraic equations during the rewriting process in order to minimize the size of the “fat belly”.

DP=Don’t-care polynomial , VPs=Vanishing polynomials
4.5 Experimental Results

The sequential verification method described in this chapter has been implemented as a C++ program and tested on a number of sequential, serial arithmetic circuits, taken from [37] and [61]. The experiments were run on a PC with Intel Processor Core i5-3470 CPU 3.20GHz ×4 and 15.6 GB memory. Table 4.1 includes the CPU time and memory results for integer multiply-accumulator and add-shift multiplier circuits (an instance of the s344/s349 circuit from ISCAS-89 benchmarks, without the counter), extended to 256 bits.

Tables 4.2 and 4.3 summarizes the benefit of using vanishing polynomials and don’t care polynomials in computing the input signature, and its effect on solving the sequential arithmetic verification problem. The table shows that using both, don’t care and vanishing polynomials, gives best solution in CPU time and memory usage. The reason why using the don’t care polynomials only is better than using the vanishing polynomials only is that the don’t care bit, which is the first unreached state in the serial squarer design, contains more information and can produce more cancellation of intermediate terms.

Table 4.1: Verification results for GF(2^{256}) Adder, MAC, and Add-shift Multipliers

<table>
<thead>
<tr>
<th>Circuit</th>
<th>256-bit</th>
<th></th>
<th>Mem</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Gates (Unrolled)</td>
<td>CPU [sec]</td>
<td>Mem</td>
</tr>
<tr>
<td>GF(2^{256}) Adder</td>
<td>3.5 K</td>
<td>0.21</td>
<td>1.1 MB</td>
</tr>
<tr>
<td>Add-Shift-Mult</td>
<td>587K</td>
<td>31.81</td>
<td>1.2 GB</td>
</tr>
<tr>
<td>2-Cycle MAC</td>
<td>1,049K</td>
<td>66.71</td>
<td>2.3 GB</td>
</tr>
<tr>
<td>6-Cycle MAC</td>
<td>3,148K</td>
<td>203.63</td>
<td>6.9 GB</td>
</tr>
</tbody>
</table>

To further analyze the effect of vanishing and don’t care polynomials, we monitored the largest-size polynomial during rewriting (the fat-belly). The results are shown in Figure 4.8. The horizontal axis represents the time-line of the rewriting process as percentage of the complete run; the vertical axis represents the size of the expression at each point of the computation. We can see that the worst case
corresponds to the case when output signature contains only PO signals (without vanishing or don’t care polynomials). Including both types of redundant polynomials significantly reduces the size of fat belly and of the largest monomial. In summary, including don’t-care and vanishing polynomials can improve efficiency and scalability of arithmetic verification.

Table 4.2: Effect of Vanishing and Don’t Care Polynomials for MAC (MO = Memory out of 8 GB)

<table>
<thead>
<tr>
<th>n-bit</th>
<th>2-Cycle Integer MAC</th>
<th>Vanishing Poly</th>
<th>POs Only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU (sec)</td>
<td>Mem (MB)</td>
<td>CPU (sec)</td>
</tr>
<tr>
<td>4</td>
<td>0.01</td>
<td>2.2</td>
<td>190.86</td>
</tr>
<tr>
<td>6</td>
<td>0.02</td>
<td>3.0</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>0.06</td>
<td>3.9</td>
<td>-</td>
</tr>
<tr>
<td>64</td>
<td>4.24</td>
<td>142.1</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.3: Effect of Vanishing and Don’t Care Polynomials for Serial Squarer (MO = Memory out of 8 GB)

<table>
<thead>
<tr>
<th>n-bit</th>
<th>Serial Squarer</th>
<th>Vanishing+Don’t Cares</th>
<th>Don’t Cares Only</th>
<th>Vanishing Only</th>
<th>POs Only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU (sec)</td>
<td>Mem (MB)</td>
<td>CPU (sec)</td>
<td>Mem (MB)</td>
<td>CPU</td>
</tr>
<tr>
<td>4</td>
<td>0.01</td>
<td>2.3</td>
<td>0.03</td>
<td>11.3</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>0.04</td>
<td>3.1</td>
<td>3.94</td>
<td>205.2</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>0.06</td>
<td>4.2</td>
<td>MO</td>
<td>-</td>
<td>0.06</td>
</tr>
<tr>
<td>64</td>
<td>4.71</td>
<td>161.8</td>
<td>-</td>
<td>MO</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.4: Sequential Squarer results: comparison with SAT and SMT (TO = Time out after 3600 sec)

<table>
<thead>
<tr>
<th>Serial Squarer</th>
<th>Our</th>
<th>SAT [sec]</th>
<th>SMT [sec]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mem</td>
<td>munsat</td>
<td>ABC</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>0.01</td>
<td>2.32</td>
</tr>
<tr>
<td>16</td>
<td>59</td>
<td>4.33K</td>
<td>0.26</td>
</tr>
<tr>
<td>20</td>
<td>75</td>
<td>6.87K</td>
<td>0.42</td>
</tr>
<tr>
<td>24</td>
<td>91</td>
<td>9.92K</td>
<td>0.62</td>
</tr>
<tr>
<td>64</td>
<td>251</td>
<td>71.2K</td>
<td>4.81</td>
</tr>
<tr>
<td>128</td>
<td>507</td>
<td>284K</td>
<td>18.66</td>
</tr>
<tr>
<td>256</td>
<td>1019</td>
<td>1.14M</td>
<td>77.12</td>
</tr>
<tr>
<td>512</td>
<td>2043</td>
<td>4.58M</td>
<td>331.64</td>
</tr>
</tbody>
</table>

Our verification method was also compared to SAT and SMT techniques for a bit-serial squarer circuit, ranging from 4 to 512 bits. The results, showing CPU runtime and memory usage, are given in Table 4.4.
SAT comparison: The functional verification problem was modeled as Boolean satisfiability (SAT) on a product circuit, generated with a miter, and solved using the ABC system [75]. A miter was created between the unrolled serial squarer circuit and the reference design (a multiplier with two inputs tied together), and the miter’s output was tested for unSAT. Several SAT tools were tested, including ABC (cec command) [75], miniSAT [110], lingeling [12], and minisat_bld, the winners of 2014 SAT competition [98].

For SMT comparison, we tested Boolector 2.0.0 (first place in SMT Competition 2014) [82], as well as Z3, and CVC4 tools. We tried two models: 1) We directly translated the algebraic equations of the unrolled serial squarer into SMT2 format and modeled the specification \((\text{Sig}_{ou}\text{t}\text{-Sig}_{in})\) as a Pseudo-Boolean polynomial using Boolean vector operations. Among the SMT solvers, Boolector produced the best result for the serial squarer circuit, but it was only able to solve up to an 8-bit version of the circuit in 3,000 seconds of CPU time. 2) The product circuit (miter) was translated directly into SAT by converting the CNF model into SMT2 format. This approach showed better performance; it is the one shown in Table 4.4. As shown in the tables, our method has approximately linear CPU time complexity for all the tested circuits, and wins with the best SAT and SMT tools by several orders of magnitude of CPU times for designs above 16 bits.

4.6 Conclusions

In this chapter, two redundant polynomials are introduced to reduce the complexity of extracting the polynomial expressions from the gate-level implementations. This has been demonstrated with several case studies of functional verification of gate-level sequential arithmetic circuits. This method goes beyond simple unrolling to a sequential circuit into a combinational one, as it applies vanishing polynomial (VP) and don’t-care polynomial (DP) that are specific to sequential circuit operation.
In addition to arithmetic verification, the proposed procedure can also be used to derive (i.e., extract) an arithmetic function implemented by the circuit by computing its input signature from the known output signature. It is shown that inserting a useful type of redundancy, the $VP$ and $DP$, can greatly improve the verification time and scalability. One limitation of this approach is that, generation of $VP$ or $DP$ during unrolling requires certain account of domain knowledge of the circuit under verification, and is difficult to be automated. The next chapter will introduce how to identify the redundant polynomial automatically using $And-Inv-Graphs$. 
CHAPTER 5
ADVANCED ALGEBRAIC REWRITING USING AND-INV-GRAPH

5.1 Introduction

Chapters 3 and 4 demonstrate that computer algebra techniques, which construct the polynomial representation of a gate-level arithmetic circuit, offer significant advantages for verifying arithmetic circuits. The main reason why computer algebra techniques can verify arithmetic circuits so efficiently is that it substantially reduces the polynomials by eliminating non-linear terms when constructing polynomials from the gate-level representation. For example, let a polynomial expression be \( E = 2x_1 + a + b - 2ab \), where \( x_1 \) is an output of an AND2 gate with inputs \( a \) and \( b \). After rewriting the algebraic model of \( \text{AND2}(a, b) = ab \), we have \( E = 2ab + a + b - 2ab = a + b \). As a result, the non-linear term \( ab \) has been eliminated. However, it is shown that directly extracting the polynomial expressions of heavily optimized circuits is very difficult. This is because the intermediate polynomials can explode during rewriting. The main reason is that the ordering that provides a large number of non-linear monomial eliminations is difficult to be identified in synthesized and heavily optimized circuits. This is because the logic synthesis and technology mapping process destroy the original structure in order to minimize the delay and area cost. Note that non-linear terms could explode exponentially after rewriting the variables present in these terms if they are not eliminated at the right time, i.e., the rewriting is not properly ordered.

The order of rewriting or performing polynomial divisions has a significant impact on performance of the computer algebra techniques [100][125]. However, computer
algebra techniques may fail to find an efficient order of nodes in the gate-level arithmetic circuits. The main reason is that these techniques, such as function extraction presented in Chapter 3, are are restricted to the actually netlist. We compared the performance of algebraic methods on combinational gate-level multipliers when different reversed topological orders are used in Chapter 3. It shows that an efficient reversed topological order may not exist in the post-synthesized gate-level netlist. Even if such an order exists, it may be difficult to identify because complex standard cells obscure the possibility of reducing the polynomial under construction. In addition, redundant polynomials detected from combinational and sequential arithmetic circuits can provide significant polynomial reductions as shown in Chapter 4. However, detecting such polynomials is often impossible after the circuit has been restructured during automated or manual synthesis.

The approach presented in this chapter aims at improving the efficiency of algebraic rewriting in the context of arithmetic verification. It addresses the problem by using a compact and uniform representation of the Boolean network called the And-Inverter Graph (AIG) [77]. Instead of directly applying algebraic rewriting to the gate-level netlist, it is applied to an AIG, which offers a more functional view of the ordering of rewriting on the particular structure. Additionally, this approach allows for automatic handling of redundant polynomials, which significantly reduces the complexity of algebraic rewriting.

5.2 Background

5.2.1 Boolean Network

A Boolean network is a directed acyclic graph (DAG) with nodes representing logic gates and directed edges representing wires connecting the gates. And-Inverter Graph (AIG) is a combinational Boolean network composed of two-input AND-gates and inverters [77][63]. In an AIG, each node has at most two incoming edges. Each
internal node in the AIG represents a two-input AND function. A node with no incoming edges is a primary input (PI). Primary outputs are represented using specific output nodes. Using DeMorgan's rule, the combinational logic of an arbitrary Boolean network can be transformed into an AIG [80], with the edges labeled properly to indicate the inversion of some signals. AIGs have been extensively used in logic synthesis, technology mapping [80] and formal verification [79].

AIGs have been used to detect unobserved Boolean functions such as Multiplexers [130][126] in an arbitrary gate-level circuits. This is done by computing a Cut in the AIG. A cut $C$ of node $n$ is a set of nodes of the network called leaves, such that each path from PIs to $n$ passes through the leaf nodes. Node $n$ is the root of a Cut. A Cut is $K$-feasible if the number of leaves does not exceed $K$. The cut function is the function of node $n$ in terms of the cut leaves. An AIG node $n$ in an AIG structure that represents a Boolean function $F$, is called an $F$-node. Each node is an AND function and the edges indicate the inversions of Boolean signals\(^1\). An example of

---

\(^1\)In Fig.1, the dash edges are inversion signals, e.g. $i_4 = \overline{i_1} \overline{i_2}$, $i_5 = i_1 i_2$. 

---

Figure 5.1: Representing circuits as AIGs. a) Post-synthesized XOR3 gate-level netlist. b) AIG of the synthesized XOR3 gate-level netlist. (c) The extracted two XOR2 functions (nodes 6 and 9) and one XOR3 function (node 9).
identifying XOR functions embedded in the AIG is shown in Figure 5.1. The AIG shown in Figure 5.1(b) represents a sub-circuit described in Figure 5.1(a). It includes a 3-feasible Cut of node 9 and a 2-feasible Cut of node 6, among other possible 3-feasible cuts. Let the function of an AIG node be $i_x$, and $x$ be the index value of the node. The function of node 6 is $i_1 \oplus i_2$, and the function of node 9 is $i_1 \oplus i_2 \oplus i_3$. Hence, node 6 is an XOR2-node, and node 9 is an XOR3-node. This means that an embedded XOR3 function consisting of two XOR2s exists and can be detected in the sub-circuit shown in Figure 5.1(a). Similarly, an AIG can be applied to identify embedded MAJ functions.

\[ \neg a = 1 - a \]
\[ a \land b = ab \]
\[ MAJ3(a, b, c) = ab + ac + bc - 2abc \]
\[ XOR3(a, b, c) = a \oplus b \oplus c = a + b + c - 2ab - 2ac - 2bc + 4abc \]

5.2.2 Simplified Polynomial Construction

According to Chapter 3, efficiency of algebraic rewriting of $\text{Sig}_{out}$ is determined by the amount of simplification during polynomial construction. This is because there is a large number of non-linear terms generated by carry-out (MAJ) and sum (XOR) functions, since the multiplication is performed by a series of additions. Finding the maximum polynomial cancellations has been previously addressed by improving the topological order of the gates [125]. For example, let a sub-polynomial expression be $Nx_1 + 2Nx_2 + \ldots$, where $x_1 = XOR3(a, b, c)$, $x_2 = MAJ3(a, b, c)$, where $a, b, c$ are the inputs of XOR3 and MAJ3 functions. According to Equation 5.1, rewriting $x_1$ and $x_2$ together, four non-linear terms, namely $2Nab$, $2Nbc$, $2Nac$ and $4Nabc$, generated by the algebraic models of XOR3 and MAJ3 are eliminated. However, if rewriting is applied directly to the gate-level netlist, its efficiency is restricted when
the MAJ3 and XOR3 functions are mapped into other standard cells by logic synthesis and technology mapping. For example, the XOR3 function mapped using standard cells is shown in Figure 5.1(a). In this case, there is no ordering that provides the maximum polynomial reductions.

5.3 Approach

This section presents the algebraic rewriting approach based on AIGs. Similarly to the approach presented in Chapter 3, the algebraic rewriting process rewrites the output signature for all AIG nodes in a reversed topological order. As discussed in Section III-E, the rewriting order that provides a large number of polynomial reductions, has significant impact on the performance of rewriting. However, there are many reversed topological orders available in an AIG, since many nodes can have the same topological depth. This approach detects a reversed topological order for algebraic rewriting that provides the maximum polynomial reduction. This is achieved by detecting pairs of MAJ3 and XOR3 nodes using AIG-based cut enumeration, and rewriting across the entire MAJ3 and XOR3 functions.

Figure 5.2: (a) AIG representation of a post-synthesized 2-bit multiplier gate-level netlist; (b) The AIG of the 2-bit multiplier shown in Figure 5.2(a); (c) Detected unobserved functions from the AIG and the correspondences to AIG nodes.
Algorithm 2 Algebraic Rewriting in AIG

Input: Gate-level netlist, output signature $\text{Sig}_{\text{out}}$

Output: Pseudo-Boolean expression extracted by rewriting

1: Structural hashing the gate-level netlist into AIG, denoted $G(V, E)$.
2: Detect all XOR3 and MAJ3 nodes in $G(V, E)$.
3: Pair the XOR3 and MAJ3 if they have identical signals, denoted as $P$.
4: Topological sort $G(V,E)$ considering each element in $P$ as one node.
5: $i = 0; F_i = \text{Sig}_{\text{out}}$
6: while there are no elements remained in the reversed topological order do
7: Rewrite: $F_{i+1} = F_i$ by substituting the variables with algebraic equations;
8: $i = i + 1$
9: end while
10: return $F = F_i$ (to be compared with $\text{Sig}_{\text{in}}$)

5.3.1 Outline of the Approach

The proposed flow is outlined in Algorithm 1. The inputs to the algorithm are: the gate-level netlist and the output signature $\text{Sig}_{\text{out}}$. The flow includes three basic steps: 1) converting the gate-level implementation into AIG; 2) detecting all pairs of XOR3 and MAJ3 functions with identical inputs in the AIG; topological sorting the AIG nodes while considering the detected pairs as one element; and 3) applying algebraic rewriting from POs to PIs following the reversed topological order determined in step 2). Note that XOR2 and MAJ2(AND2) are the special cases of XOR3 and MAJ3, where one of the inputs is constant zero. The second step is performed as follows:

- **Step 1**: converting the gate-level implementation into AIG.

- **Step 2**: detecting all pairs of XOR3 and MAJ3 nodes with identical inputs; topological sorting the AIG nodes while considering the detected pairs as one element. The second step is performed as follows:
  
  - Computing all 3-feasible (3-input) cuts of all AIG nodes.
  - Computing truth tables of all cuts.
  - Storing cuts in the hash table by their ordered set of inputs.
• Detecting pairs of 3-input cuts with identical inputs belonging to different nodes, such that the Boolean functions of the two cuts with the shared inputs belong to the \textsc{NPN} classes of XOR3 and MAJ3, respectively.

• **Step 3:** applying algebraic rewriting from POs to PIs following the reversed topological order determined in step 2). Note that XOR2 and MAJ2(AND2) are the special cases of XOR3 and MAJ3, where one of the inputs is constant zero.

Note that, in this approach, matching the XOR3 and MAJ3 nodes does not require the inputs and outputs polarity to be the same. Instead, all the cut-points are matched without considering their complemented attributes. For example, instead of being an exact XOR3, the function of a 3-feasible cut can be either XOR3 or XNOR3. Similarly, instead of being exactly MAJ3, the MAJ3 function can be one of the eight functions forming the \textsc{NPN} class of MAJ3 [51]. To compute the cuts, the 3-input cut enumeration is performed in a topological order as described in [86]. The truth tables of the cuts are obtained as a by-product of the cut enumeration. Thus, when two fanin cuts are merged during the cut computation and the resulting cut is 3-feasible, the truth tables of fanin cuts are permuted to match the fanin order of the resulting cut. These truth tables are then ANDed or XORed, depending on the node type, to get the resulting truth table. For the case of 3-input cuts, a dedicated pre-computation reduces the runtime of truth table computation to a small fraction of that of cut enumeration.

As soon as the XOR3 and MAJ3 pairs are detected, algebraic rewriting will be applied to the AIG network in a constrained reversed topological order, in which each XOR3 and MAJ3 pair is considered as one element. This means that at one topological depth, whenever either XOR3 or MAJ3 node of a pair (or its complement) is rewritten, the node of the other type is subsequently rewritten. The AIG nodes with the same topological depth that do not belong to any pair are ordered in the
decreasing order of their integer IDs. The algebraic rewriting ends when all elements in AIG network have been rewritten. The algorithm returns the extracted input signature.

Example 1 (2-bit CSA-multiplier): The mapped gate-level netlist of a 2-bit CSA-multiplier is shown in Figure 5.2(a). First, the gate-level netlist is converted to an AIG (Figure 5.2(b)). Next, a set of XOR3 nodes $X$, and a set of MAJ3 nodes $M$ are detected: $X = \{14, 18\}$, $M = \{12, 16\}$. Node 14 is $\text{XOR3}(10, 11, 1'b0)$ and node 12 is $\text{MAJ3}(10, 11, 1'b0)$, where node 10, node 11 and constant zero ($1'b0$) are the inputs; node 18 is $\text{XOR3}(12, 15, 1'b0)$ and node 16 is $\text{MAJ3}(12, 15, 1'b0)$; $1'b0$ denotes Boolean $false$. Hence, two pairs of XOR3 and MAJ3 are generated, $(14, 12)$ and $(18, 16)$. The order of rewriting is determined as follows: 1) node 18 is the node with highest depth; it is detected as XOR3 and paired with MAJ3 node 16; hence, the first rewriting starts from node 18 and 16, and ends at node 12 and 15; 2) similarly to the first rewriting, the second rewriting starts from nodes 14 and 12, and ends at nodes 11 and 10; 3) the remaining AIG nodes are ordered by their index value in decreasing order. The logic network after detecting all XOR3 and MAJ3 node is shown in Figure 5.2(c).

5.3.2 Detecting Redundant Polynomials

Significant simplification of polynomial construction can be achieved not only by performing algebraic rewriting using a reversed topological order, as discussed above, but also by detecting redundant polynomials, such as $don't$-care polynomials and $vanishing$ polynomials [100][127]. Vanishing polynomials are those that always evaluate to zero; vanishing monomials used in the work of [100] are examples of such polynomials. Don’t care polynomials can be identified in circuits (such as multipliers) with truncated outputs. Arithmetic operators are often truncated to reduce power consumption or speed up the critical path. The removed signals in those circuits contain
algebraic information needed to cancel algebraic terms of the remaining output bits. Polynomial associated with the most significant bit (MSB) of an adder or a multiplier is an example of such a polynomial.

To efficiently apply algebraic rewriting to the multipliers with output bits truncated, an approach that generates *don’t-care* polynomials is presented. This approach is based on an observation that the logic obtained by removing output bits is either a carry-out function or a sum function of a full adder. It is known that MAJ3 and XOR3 with the same inputs are the components of a full adder. Hence, using the approach of detecting pairs of XOR3 and MAJ3, the XOR3 and MAJ3 nodes that do not belong to any such pairs are also identified. For example, a $n$-bit CSA-multiplier with $2n-1$ output bits (with MSB removed), there is a missing MAJ3, i.e., the MAJ3 nodes with identical inputs of an unpaired XOR3. Since one pair of XOR3 and MAJ3 is a full adder, removing the carry bit (MAJ3) makes the function an addition *modulo* 2. In this case, the algebraic model of XOR3 (Equation 5.1) is reduced to $a \oplus b \oplus c = a+b+c \mod 2$.

**Example 2 (3-bit CSA-multiplier with MSB $z_5$ deleted):** The AIG after detecting XOR3 and MAJ3 pairs of a 3-bit post-synthesized CSA-multiplier with MSB deleted is shown in Figure 5.3. The detected \{XOR3 and MAJ3\} pairs are represented using the ID of the root node of the XOR3 and MAJ3 nodes. We can see that there is one XOR3 (composed of two XOR2 nodes, 41 and 44) with inputs $i_{36,37}$, $i_{27,29}$ and $i_{38}$, that cannot be paired with any MAJ3. This is because synthesis process removed the redundant logic (last carry out) when the MSB has been removed. In this case, the algebraic model of that XOR3 is reduced to $2^4 \cdot z_4 (i_{49}) = 2^4 (i_{36,37} + i_{27,29} + i_{38})$. 
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5.4 Results

The technique described in this paper has been implemented in ABC [80]. It applies algebraic rewriting to the AIG and generates the polynomial input signature. The experiments include of Carry-Save-Adder (CSA) multipliers up to 512 bits. The results are compared with functional extraction presented in Chapter 3. The results show that the proposed technique is more efficient than the state-of-the-art technique for extracting the polynomial expressions for the CSA multipliers. The experiments were conducted on a PC with Intel(R) Xeon CPU E5-2420 v2 2.20 GHz x12 with 32 GB memory.

Evaluation of the proposed AIG-based algebraic rewriting for pre-synthesized and post-synthesized CSA multipliers is shown in Table 6.1. The same results for post-synthesized complex unsigned arithmetic circuits are conducted with the same benchmarks used in Chapter 3 are shown in Table 6.2. The runtime and memory usage
Table 5.1: Results of applying AIG-based algebraic rewriting to pre- and post-synthesized CSA multipliers compared to functional extraction presented in Chapter 3. *t(s) is the runtime in seconds. *mem is the memory usage in mb.

<table>
<thead>
<tr>
<th>#bits</th>
<th>Pre-synthesized</th>
<th>Post-synthesized</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Function extraction</td>
<td>This approach</td>
</tr>
<tr>
<td></td>
<td>t(s)</td>
<td>mem</td>
</tr>
<tr>
<td>64</td>
<td>1.89</td>
<td>74</td>
</tr>
<tr>
<td>128</td>
<td>8.12</td>
<td>288</td>
</tr>
<tr>
<td>256</td>
<td>32.65</td>
<td>1157</td>
</tr>
<tr>
<td>512</td>
<td>130.22</td>
<td>4427</td>
</tr>
</tbody>
</table>

Table 5.2: Results of applying AIG-based algebraic rewriting to post-synthesized complex arithmetic circuits compared to functional extraction presented in Chapter 3. *MO = Memory out of 8 GB.

<table>
<thead>
<tr>
<th>Benchmarks (256-bit)</th>
<th>Function extraction</th>
<th>This approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>runtime(s)</td>
<td>mem(MB)</td>
</tr>
<tr>
<td>F=A×B+C</td>
<td>179.1</td>
<td>1182</td>
</tr>
<tr>
<td>F=A×(B+C)</td>
<td>209.3</td>
<td>1120</td>
</tr>
<tr>
<td>F=A×B×C</td>
<td>-</td>
<td>MO</td>
</tr>
<tr>
<td>F=1+A+A²+A³</td>
<td>-</td>
<td>MO</td>
</tr>
</tbody>
</table>

are compared to functional extraction. In Table 6.2, the functions of the arithmetic circuits are shown in the first column.

We can see that the runtime of the proposed approach is less than a second for both the pre- and post-synthesized CSA multipliers of any bit-width. The memory usage has been reduced on average by 60%, compared to functional extraction. Note that the complexity of extracting polynomial expressions using functional extraction is increased when the multipliers are synthesized. For example, extracting post-synthesized 256-bit multiplier using functional extraction requires 9× more runtime and more memory. However, using the proposed AIG-based approach, the runtimes of extracting pre- or post-synthesized multipliers are almost the same. More importantly, we can see that our approach outperforms functional extraction on complex arithmetic circuits (Table 6.2).
5.5 Conclusion

In this chapter, a method of significantly improving the efficiency of algebraic rewriting used in arithmetic verification, has been proposed. The method is based on the AIG representation of the Boolean network. This approach can formally verify practical multipliers that are heavily optimized and mapped using 14nm CMOS technology library. Additionally, we introduce a technique to automatically handling redundant polynomials. At this point, the function extraction technique is well tuned and is shown to be applicable to large industrial designs.
CHAPTER 6

ALGEBRAIC SPECTRUM - A NEW CANONICAL REPRESENTATION OF ARITHMETIC

6.1 Introduction

With an ever increasing complexity of integrated circuits and systems on chip contemporary designs are built from predesigned modules and IP blocks. While in principle such blocks are pre-verified and should be secure, they may come from untrusted sources and require additional verification. Furthermore, those circuits are often modified, resynthesized and retimed for one of several reasons: i) added security (using elaborate obfuscation techniques); or ii) to further bit-optimize the design in the context of the surrounding logic. As a result the hierarchy structure is destroyed and high-level module information is lost, resulting in increased fanouts and sharing between logic. The verification of such resynthesized circuits poses a serious challenge to the verification problem. This problem is particularly acute for arithmetic circuits and datapaths, which by definition are characterized by large bit-widths and cannot be efficiently solved using Boolean methods. Many high-level verification techniques have been developed for high-level descriptions, such as Register transfer level (RTL), or system-level, using SystemC, SystemVerilog description languages. However, as argued above, hardware verification still needs to be done on low-level design representations with gate-level netlists. Boolean logic techniques based on Binary Decision Diagrams (BDDs) or Binary Moment Diagrams (BMDs) and satisfiability (SAT) solvers cannot handle complex arithmetic designs flattened to bit-level netlists on which these tools operate.
One possible (and in our view, most promising) way to solve this verification problem is to abstract the low-level design to a higher-level representation at which one can reliably and efficiently reason about the underlying design. This offers insight into the internal structures of the designs, which is important from the security point of view; it enables a more comprehensive analysis of the circuit that can be used for understanding the actual functioning of the (possibly maliciously modified circuit), or for adding security (creating obfuscation). Again, this problem is particularly challenging for arithmetic circuits and datapaths due to the inherent high bit-level complexity. Abstracting the word-level information from gate-level netlists, while maintaining the useful information about the control and connecting logic is a well known method that enables the high-level formulation. This approach, typically referred to as reverse engineering [66], can provide significant improvement in performance and scalability. However, the work on abstracting the designs from gate-level implementations is rather scarce (to be reviewed in the Related Work section).

In summary, abstracting word-level information from gate-level designs is important for several reasons: a) In formal verification of complex arithmetic designs by bringing the design representation to a higher level in order to simplify the verification process; b) In reverse engineering, when the higher level model of the design (such as RTL) is not available or when the circuit was build bottom-up; c) In hardware trust and security applications, where the circuit needs to be analyzed to properly isolate maliciously inserted hardware; or d) To understand the general structure of the design. Identifying higher-level blocks can also be viewed as a generalized technology mapping by grouping lower-level components into higher level blocks from the library of complex arithmetic operators.

This chapter addresses the abstraction problem for arithmetic circuits and datapaths. In particular, it presents a systematic way to abstract word-level structures from gate-level implementations of combinational integer arithmetic circuits. The
proposed method represents the gate-level circuit in algebraic domain by representing the circuit components as pseudo-Boolean polynomials; it then uses a recently developed polynomial rewriting technique to extract arithmetic function(s) embedded in the circuit. During the rewriting the intermediate pseudo-Boolean expressions are examined in order to identify possible word-level structures. The identification is done using a novel spectral analysis technique, which matches the parsed polynomial expressions against the reference spectra of basic arithmetic blocks, such as multipliers, adders, and multiply-and-accumulate operators. Each arithmetic operator has its own, unique spectrum representation, which helps in identifying its presence in the design, regardless of its internal representation. The proposed approach is able to abstract the word components from polynomial expressions and reason about the word-level structure from the internal expressions. By representing logic and arithmetic functions as pseudo-Boolean polynomials, it is possible to mitigate the size explosion typically encountered in Boolean domain.

Specifically, the abstraction problem is solved in three steps:

1. Parse the expressions to identify the word candidates during the polynomial rewriting process;

2. Classify the word candidates as linear and non-linear components and extract the word information by lexicographical (structural) matching of the terms.

3. Generate the correspondence between the words and gate-level netlist and use it to reason about the word-level arithmetic operations.

6.2 Related Work

One of the most successful and cited abstraction techniques is Counterexample-Guided Abstraction Refinement (CEGAR) [35]. It has been shown to be an effective paradigm in a variety of hardware and software verification scenarios. Clarke et. al.
[35] successfully demonstrated how to automate abstraction and refinement in the context of model checking for safety properties of hardware and software systems. In particular, these approaches create a smaller abstract transition system from the underlying concrete transition system and iteratively refine it with the spurious counterexamples produced by the model checker. Additional CEGAR approaches based on the extraction of unsatisfiability explanations derived from the unfeasible counterexamples that provides stronger refinement of the abstract model and significantly reduce the number of refinement iterations [52][3]. However, all these works target model checking with a given property, instead of extracting the actual function. Most importantly, they are only applicable to bit-vector behavioral RTL implementations. Andraus et. al. [4] describe a methodology for datapath abstraction that is particularly suited for equivalence checking. In their approach, datapath components are automatically abstracted to uninterpreted functions using the ACL2 theorem prover. However, this work also considers only behavioral Verilog models.

Recently some interesting research has been done in programming (software) abstraction, including verification of out-of-order microprocessors, term-level abstraction useful in microprocessor design verification, term-level bounded model checking, correspondence checking, refinement verification, predicate abstraction, etc. [73][52][50]. However, these techniques apply to bit-vector behavioral RTL and software abstraction and are not discussed here as not relevant to our work.

Abstracting the word-level information from gate-level netlists is often referred in literature as reverse engineering. One of the first works on reverse engineering is credited to Hansen et al. [49]; it presents several strategies of reverse engineering circuit functionality from a gate-level schematics using ISCAS-85 combinational circuits. The proposed methods are mostly manual and include searching for common library components and repetitive structures. They relay on canonical truth tables of
smaller blocks but can also identify some bus structures and control signals. However, they do not formally characterize the abstraction problem.

Torrance et al. [118] describe the practice of reverse engineering of the manufactured products, including product tear-downs, identifying components on a board and performing functional analysis through probing, eventually deriving a schematic from a stripped IC. Our work starts at this point, assuming knowledge of gate-level schematic.

In [113], the authors propose techniques to identify high-level components such as register files, counters, adders and subtractors.

In [67], the authors formalize the problem of reverse engineering as mining temporal properties and graph matching against the logical specification. This method uses pattern mining, a technique of mining interesting behavioral patterns from the simulation or execution traces applied to a gate-level netlist. The components of the library and the behavioral patterns are represented as pattern graphs. The input-output signal correspondences of the abstract components are found by matching sub-circuits against a library of abstract components using subgraph isomorphism between the pattern graphs. The maximum common subgraph (MCS) between the pattern graphs defines candidate signal correspondence mappings. The function of the sub-circuit is then determined by finding the closest match in the component library. This step is similar to the traditional DAG-based technology mapping technique [57] used in logic synthesis. It is followed by formal model checking, to verify correctness of the matching of a given extracted component against each logical specification. The matched sub-circuits are combined to generate the final high-level description.

A more comprehensive approach, described in [66], is based on analyzing an unstructured netlist as opposed to effecting sub-circuit matching. It is not based on simulation traces and instead models the problem in a combination of functional and
structural domain. Together with [113], this work is probably the most relevant to ours. The authors present a variety of techniques to identify high-level components, such as adders and subtractors, applicable to arithmetic datapath extraction. The first stage identifies candidate words using two complementary techniques: structural shape hashing and functional bitslice aggregations. Shape hashing represents the backward reachable gates in a feasible depth from a given wire, while the bitslice aggregation technique additionally finds similar wires by functional matching and groups equivalent wires into words. They also addressed the reverse engineering problem in the context of extensive logic sharing in an optimized flattened netlist, by solving the problem using Quantified Boolean Formula (QBF). The next stage infers more words by iteratively propagating candidate words across gates in the netlist using symbolic evaluation. The final stage looks for word-level operations, such as addition and rotation. It is simply done by “cutting out the portion of the netlist that lies between words”, and then check if this structure implements a particular word operation. However, this technique is not efficient for large non-linear arithmetic operations since it requires extensive bit-blasting. Additionally, for long cascaded word operation such as Multiply-Accumulator (MAC), it requires many word propagate iterations that limit its applicability. Our work aims at overcoming these limitations.

A recent reverse engineering techniques, proposed in [105], relies on simulation to identify candidates for a given arithmetic operation. First, it identifies a set of candidate blocks that contain the expected word-level operations. Then it finds the word-level blocks among the candidates that match some components in a given library. A set of permutation-invariant simulation vectors are used to construct the simulation-graphs (SGs), and the matching problem is solved by subgraph isomorphism. However, this technique is not applicable to a design that contains serial arithmetic operations, such as multiply-and-accumulate (MAC). To demonstrate this point, we tested a simple 2-bit MAC design \( F = A \cdot B + C \) using the tool provided
in the paper [105]. This design includes one 2x2-bit multiplier which feeds into a 4-bit adder. The goal was to search for a 2x2-bit multiplier in the design. The adder and multiplier are generated using ABC tool and the entire design is synthesized and mapped by ABC [74]. The given library component contains a 2x2-bit multiplier and a 4-bit adder. Then, we tested that if the tool is able to identify if there is a 2-bit multiplier. Unfortunately, the tool was unable to identify the multiplier, always returning the prompt “no pattern contained in the target” with multiple options. Another limitation of this work is that it is only able to identify the multiplier up to 8-bit wide. As demonstrated in the Results section of the proposal, our method can identify the presence of both operators (multiplier and the adder) up to 128-bits, using our novel and original technique of spectral analysis. The spectrum of each operator is obtained at the end of the process, indicating that this is a MAC.

6.3 Algebraic Spectrum

This section introduces a novel concept of algebraic spectrum. We prove its uniqueness, and illustrate its application to arithmetic combinational equivalence checking problem, and word-level abstraction.

Given an algebraic polynomial expression $P$ of function $F$, each monomial that has $k$ variables is called $k$-variable monomial, or $k$-var monomial for short, where $1 \leq k \leq n$, and $n$ is the total number of variables in $F$. We define $M_k$ as an ordered set of $k$-var monomials $\{m_i\}$ in increasing order of their coefficient value $c_i$. $C_k$ is the set of coefficients of $\{m_i \in M_k\}$ with the same order as $M_k$. Let $N_k(c_i)$ be the number of $k$-var monomials of $P$ with coefficient $c_i$.

**Definition 1 (Algebraic Spectrum):** A $k$-var spectrum is defined as a vector of integers, $S_k(P) = \{N_k(c_i), \forall c_i \in C_k\}$, ordered by increasing value of $c_i$.

**Example 2:** Given a polynomial expression $P=x + 2z + 4xy + 4xz + 5xyz$. We have
\[ M_1 = \{x, 2z\}; C_1 = \{1, 2\}, S_1 = \{1, 1\} \]
\[ M_2 = \{4xy, 4xz\}; C_2 = \{4, 4\}, S_2 = \{2\} \]
\[ M_3 = \{5xyz\}; C_3 = \{5\}, S_3 = \{1\} \]

Note that the sum of all \(k\)-var spectra represent the entire polynomial expression. In this example, algebraic spectrum of \(P\) is \(S_1 + S_2 + S_3\).

### 6.3.1 Uniqueness of Algebraic Spectrum

**Theorem 1 (Uniqueness):** An arithmetic function composed of basic operations of addition and/or multiplication has a unique algebraic spectrum.

**Proof:** The proof is based on the fact that such arithmetic functions have unique polynomial representation, where each monomial is a single variable or a product of variables and coefficients are integer. It then suffices to show that such a polynomial has unique algebraic spectrum. While this is not true for arbitrary polynomial, we will demonstrate that this holds true for arithmetic functions involving addition and multiplication. The proof is achieved in four basic steps:

1. Prove that the spectrum of additions with \(m\) operands is always a linear \(1\)-\(var\) spectrum.
2. Prove that there is a unique spectrum for multiplication with two operands.
3. Prove that there is a unique spectrum of multiplication with \(m\) operands.
4. Since the sum of all \(k\)-var spectra represents the function, if statements 2 and 3 hold, the spectrum of any combination of addition and multiplication is unique.

**Addition with \(m\) operands:** An \(m\)-operand \(n\)-bit arithmetic addition is the sum of a set of bit-vector words, \(W_1 + W_1 + \ldots W_m\). Polynomial expression of each word is \(W_i = w_i^0 + 2^1 w_i^1 + \ldots + 2^{n-1} w_i^{n-1}\), where \(n\) is the bit-width of word \(W_i\), and \(w_i^j\) is the
bit of word \( W_i \) at \( j^{th} \) position with coefficient \( 2^j \). Hence, the polynomial expression of arithmetic addition is:

\[
P_{Add} = \sum_{i=1}^{m} \sum_{j=0}^{n-1} 2^i w_i^j \tag{6.1}
\]

We can see that all the monomials in \( P_{Add} \) are 1-var monomials. Additionally, we can see that the number of monomials with coefficients \( 2^j, j=\{0,1,2,...,n-1\} \), is always \( m \). That is, for an \( m \)-operand \( n \)-bit arithmetic addition, \( N_1(c_i)=\{m, \forall c_i \in \mathbb{C}_1\} \). Hence, the spectrum of this arithmetic addition \( S=S_1=\{m,m,\ldots,m\} \) (\( m \) repeated \( n \) times), is unique.

**Multiplication with 2 operands:** Similarly, the polynomial expression of a 2-operand multiplication \( A \times B \) is the product of polynomial expressions of \( A \) and \( B \), where \( A = \sum_{i=0}^{n-1} 2a_i, \ B = \sum_{i=0}^{n-1} 2b_i \), and \( n \) is the bit-width. The polynomial expression \( P_{Mult} \) of \( F = A \times B \) is:

\[
P_{Mult} = \sum_{i=0}^{n-1} \sum_{j=0}^{n-1} 2^{i+j} a_i b_j \tag{6.2}
\]

- Each monomial of \( P_{Mult} \) is a 2-var monomial, so the spectrum is composed entirely of \( S_2 \).

- Note that the coefficients \( c_i \) in \( \mathbb{C}_2 \) are generated by multiplying all pairs of coefficients of expressions \( A \) and \( B \), i.e., of two identical sets of integers, \( \{2^0, 2^1, 2^2, \ldots, 2^{n-1}\} \). Hence, \( \mathbb{C}_2 = \{2^0, 2^{1+0}, 2^{0+1}, \ldots, 2^{i+j}, \ldots, 2^{n-1+n-1}\} \), where \( i, j \in [0, n - 1] \).

- The number of 2-var monomials \( a_i b_j \) for \( i, j \in [0, n-1] \), is fixed and unique, but some of them may have the same coefficients.
The number of unique coefficients, \( N_2(k) \) with value \( k = 2^{i+j} \) for \( i, j \in [0, n-1] \), is also fixed and unique. This can be represented by Equation 6.3. Hence, the spectrum of 2-operand multiplication is unique.

Examples of 2-operand multiplication spectra with \( n = \{2, 3, 4, 5\} \) are shown in Figure 6.1.

\[
S_2 = \begin{cases} 
  c + 1 & 0 \leq c \leq 2^{n-1} \\
  (2n - 1) - c & 2^{n-1} < c \leq 2^{2n-2}
\end{cases}
\]  

(6.3)

![Figure 6.1: The spectra of 2-bit, 3-bit, 4-bit and 5-bit two-operand multiplication.](image)

**Multiplication with \( m \) operands:** For an \( n \)-bit multiplication with \( m \) operands, the coefficients are generated in the same way as in two-operand multiplication, but cascaded in \( m-1 \) levels. The polynomial expression of an \( m \)-operand multiplications \( P_{Mult}^m = A_1 \times A_2 \times ... A_m \) can be represented using Equation 6.4. Each word \( A_i \ (i = \{1, 2, ..., m\}) \) is an \( n \)-bit word. Each term \( a_i^j \) is the bit in word \( A_i \) at \( j^{th} \) position. Based on Equation 6.4, we can see that all the monomials in \( P_{Mult}^m \) are \( m \)-var monomials. This means that the spectrum of an \( m \)-operand, \( n \)-bit multiplication is \( S = S_m \). Then, \( C_m = \{2^0, 2^1, 2^1, ..., 2^{i_1+i_2+...+i_m}, ..., 2^{m(n-1)}\} \), for \( i \in \{0,1,2,...,n-1\} \). We can see that
for fixed $m$ and $n$, $C_m$ is unique and so is $N_m(c_i)$. Hence, $S=S_m$ is unique for given $m$ and $n$.

$$P_{Mult}^m = \sum_{i_n-1=1}^{m} \ldots \sum_{i_1=1}^{m} \sum_{i_0=1}^{m} 2^{i_1+i_1+\ldots+i_n}(a_0^{i_1}a_1^{i_2}\ldots a_{n-1}^{i_n}) \quad (6.4)$$

### 6.3.2 Example - Single Spectrum Function

Using the spectral method, the equivalence checking problem can be solved by comparing $k$-spectrum of two different arithmetic designs, with $k = 1$ for linear arithmetic functions, $k \geq 2$ for non-linear arithmetic functions. If a reference design is not provided, the function will be abstracted by comparing the extracted spectrum to a set of known spectra. Parameter $k$ is determined depending on the expected arithmetic function. For example, to solve a combinational equivalence checking or
word-level abstraction problem of integer adders, \( k \) is equal to one. For multiplication with two (three) operands, \( k \) is equal to two (three).

To illustrate the uniqueness of the spectra, we record four intermediate expressions obtained by our function extraction tool [31] of a Booth multiplier and a CSA multiplier, shown in Figures 6.2(a) - (d). Initial spectrum of two multipliers are identical 1-varspectrum, since the polynomial expressions are both \( z_0+2z_1+4z_2+8z_3+16z_4+32z_5 \), corresponding to the word of the results. We can see that the intermediate spectra are different even though the circuits are functionally equivalent. This is because the multiplication is implemented using a different algorithm and the intermediate expressions are different. However, the spectra of two designs at the primary inputs will match the spectrum of multiplication. For combinational equivalence checking (CEC) purpose, we can compare the spectra of two designs to check whether they are equivalent. For word-level abstraction, the spectrum at a cut that represents an arithmetic function is the point at which the abstraction process terminates. This means that, although the function of the circuits is unknown, the equivalence checking problem and the abstraction problem can be solved using this approach. Note that function extraction is only used for illustration purposes. The polynomial-time algorithm for extracting the spectrum is given in the next section.
6.3.3 Example - Multiple-Spectrum Function

An example of using multiple spectra to abstract the arithmetic function with multiple arithmetic operations is shown in Figure 6.3 for a 2-bit MAC \( F = A \times B + C \).

The design was synthesized and mapped by the ABC system using command `strash; dch -v; map`. In this example, 1-var, 2-var and 3-var spectra are used for abstraction.

The three algebraic spectra at each step represent the coefficient distribution of the 1-var, 2-var, and 3-var monomials, respectively. The initial expression is the output signature, i.e. \( z_0 + 2z_1 + 4z_2 + 8z_3 + 16z_4 \), which is a linear word.

To show how the multiplication and addition are identified, four intermediate expressions are recorded during the function extraction process. These are recorded during the abstraction process sequentially. As we can see, Figures 6.3(a) - (b) do not provide any evidence of identifying arithmetic operation, but Figure 6.3(c) and (d) do. A linear function is identified in the third expression in Figure 6.3(c). An additional non-linear arithmetic function is identified in Figure 6.3(d), by observing the spectrum of arithmetic multiplication. Since the entire function of the design is represented as the sum of \( k \)-var spectra, i.e., \( S_1 + S_2 \), it indicates that its arithmetic function is adding one 4-bit number to the result of a 2-bit multiplication.

One important property of algebraic spectrum is overridability. Let the degree of \( m \) operands multiplication to be \( m \), and the degree of addition to be 1. The spectrum of a given arithmetic function is always overridden by the highest degree arithmetic function. For example, given an arithmetic function \( F_1 = A \times (B+C) \), the spectrum \( S = S_2 \) since \( S_1 \) is empty. This means that the spectrum of arithmetic addition has been overridden by the highest degree \( F_1 \), which is 2. This can be seen by flattening the factor form \( A \times (B + C) \) into a polynomial form \( F_2 = A \times B + A \times C \). As mentioned earlier, the sum of all \( k \)-var spectra represent the polynomial expression \( P \). Since \( F_1 = F_2 \), and \( F_2 = S_2^{A \times B} + S_2^{A \times C} \), the spectrum of \( F_1 \) \( S = S_2 \), which has been overridden by \( F_2 \). The spectra of \( F_1 \) and \( F_2 \), and the spectrum of a 2-operand 3-bit multiplication
$F_0$, are shown in Figure 6.4. We can see that the spectra of $F_1$ and $F_2$ is $2 \cdot S(F_0)$, i.e., $N_2(c'_2) = N_2(c'_2) = 2 \cdot N_2(c'_0)$.

![Figure 6.4: Spectra of $F_1=A \times (B + C)$, $F_2=A \times B + A \times C$, and $F_3=A \times B$. A, B, and C are 3-bit unsigned words.](image)

6.4 Polynomial-Time Spectrum Extraction

In the previous section we demonstrated that algebraic spectrum can be used to identify arithmetic functions, and that such a spectrum of arithmetic circuits can be obtained by function extraction. However, this approach is not efficient because its complexity is the same as the complexity of extracting the polynomial specification of the circuits. In this section, we introduce a new algorithm that extracts the algebraic spectrum of the gate-level arithmetic circuit from its AIG representation. The adder-tree constructed by HAs/FAs can be detected by identifying the pairs of XOR and MAJ functions from post-synthesized gate-level arithmetic circuits using AIG (see Chapter 5). In other words, any post-synthesized arithmetic circuit can be transformed into a netlist with HAs, FAs, and connecting logic gates. The weight of the carry bit of HA/FA is always double of the weights of the inputs, and the weight of the sum bit is the same as the inputs. Hence, the output weight of the linear blocks, such as HAs and FAs, can be propagated directly. Then, the algebraic
spectrum can be extracted without even performing algebraic rewriting from POs to PIs.

This approach is described in Algorithm 1. It takes the gate-level netlist of arithmetic function and the binary encoding of the output bits and produces the corresponding algebraic spectrum by propagating the weights using AIG. Using the approach described in Chapter 5, we first convert the gate-level netlist into AIG and detect all possible HAs and FAs. Then, the netlist only includes HAs, FAs, and ANDs in the AIG, sorted in reversed topological order (line 1-3). We initialize $k$-var spectra, $k=\{1,2,3,...,n\}$, where $n$ is determined based on the expected function degree of the circuit (line 4). For example, if the expected function is a two(three)-operand multiplication, then $n = 2(3)$. Then, we propagate the weights of all the signals from POs to PIs, through HAs, FAs and the AND gates. One important observation is that arithmetic multipliers are always implemented with an adder-tree and a partial product generator. This means that the weights of the signals can be propagated until they reach the partial product generator logic.

**Algorithm 3 Spectrum Extraction with AIG**

**Input:** Gate-level netlist; binary encoding of output bits  
**Output:** Algebraic spectrum

1: Convert gate-level netlist to AIG $G(V, E)$.  
2: Detect HAs/FAs in $G(V, E)$, sorted in topological order  
3: $m \leftarrow$ number of HAs/FAs detected; $i = 1$  
4: Initialize spectra at PO, denoted $S^0_1$, $S^0_2$, ..., $S^0_n$  
5: while $i \leq m$ do  
6: \hspace{1em} $S^{i+1}_{1,2,...,n} \leftarrow S^i_{1,2,...,n}$ using $i^{th}$ HA/FA; $i++$  
7: end while  
8: return $S_1$, $S_2$, ..., $S_n$

**Example 3 (2-bit CSA-multiplier):** We illustrate our algorithm using the example of a 2-bit multiplier shown in Figure 6.5. The extracted logic, with gates $(18, 16)$, and gates $(14, 12)$, forms two HAs where the outputs of 16 and 12 are the carry bits, and outputs of 18 and 14 are the sum bits. Assume that the weights $w_i$ (encoding) of the output bits are known, i.e., $w_i=2^i$. Then, the weights of all
the signals in the netlist will be propagated from PO to PI in a reversed topological order. First, Algorithm 1 propagates the weights of the HA consisting of gates 18 and 16 to cut $f_1$ (Figure 6.5). The weight of gate 16 is $2^3$, and weight of gate 18 is $2^2$. This means that gate 18 produces the sum function. Since the input weights of an HA is the same as its sum bit, the two inputs of gates 18 and 16 must have weight $2^2$. Similarly, at cut $f_0$, the weights of inputs of gates 14 and 12 are $2^1$. Our algorithm terminates at this point since there are no more HA or FA nodes. While all the remaining logic gates are two-input ANDs, the 2-var spectrum is the only spectrum extracted (other spectra are empty). We can see that such an extracted spectrum matches the spectrum of a 2-bit multiplication.

Notice that the partial product generators differ depending on the multiplication algorithm used in constructing the multiplier circuits. For example, CSA-multiplier uses an AND-array, while Booth-multiplier requires implementing recoded partial products. But, regardless of the multiplier type, as soon as the adder-tree is detected, the algebraic spectrum can always be extracted using Algorithm 1. We illustrate our approach for Booth-encoded multiplier using a 3-bit radix-4 Booth-multiplier.

**Example 4 (3-bit radix-4 Booth-multiplier):** Because of the encodings of the partial products are encoded, the partial product generator logic includes more logic.
functions than just AND function. Hence, the intermediate polynomial expressions of
the partial products may be presented with more than one monomial. For example,
the polynomial expressions of all the partial products of 3-bit radix-4 Booth multiplier
are shown in Equation 6.5. After applying Algorithm 1, we can get the weights of
all the partial products, but the spectrum cannot be extracted directly. However,
we observe that, the monomials that are not 2-var monomials can be considered as
redundant. This is because they can be canceled according to their weights. For
example, \( a_2b_1b_2 \) exists in \( pp_{31} \) and \( pp_{21} \). Since the function of the design is the sum
of all the partial products with correct weights, \( 2^4a_2b_1b_2 + 2^3(-2a_2b_1b_2) = 0 \). Note that
this is not the assumption of our approach. This information is obtained since the
adder-tree has been detected. Hence, the algebraic spectrum can be extracted by just
collecting all the 2-var monomials, which matches the multiplication spectrum.

\[
\begin{align*}
2^4 : pp_{31} &= a_2b_1b_2 \\
2^3 : pp_{21} &= -2a_2b_1b_2 + a_1b_1b_2 + a_2b_1 + a_2b_2 \\
2^2 : pp_{11} &= -2a_1b_1b_2 + a_0b_1b_2 + a_1b_1 + a_1b_2 \\
2^1 : pp_{01} &= -2a_0b_1b_2 + a_0b_1 + a_0b_2 \\
2^3 : pp_{30} &= a_2b_0b_1 - a_2b_1 \\
2^2 : pp_{20} &= -2a_2b_0b_1 + a_1b_0b_1 - a_1b_1 + a_2b_0 \\
2^1 : pp_{10} &= -2a_1b_0b_1 + a_0b_0b_1 - a_0b_1 + a_1b_0 \\
2^0 : pp_{00} &= -2a_0b_0b_1 + a_0b_0 
\end{align*}
\]

(6.5)

Table 6.1: Results of extracting the specification of pre- and post-synthesized CSA
multipliers compared to functional extraction presented in [31]. *t(s) is the runtime
in seconds. *mem is the memory usage in mb.

<table>
<thead>
<tr>
<th>#bits</th>
<th>Pre-synthesized</th>
<th>Post-synthesized</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[31]</td>
<td>This approach</td>
</tr>
<tr>
<td></td>
<td>t(s)</td>
<td>mem</td>
</tr>
<tr>
<td>64</td>
<td>1.89</td>
<td>74</td>
</tr>
<tr>
<td>128</td>
<td>8.12</td>
<td>288</td>
</tr>
<tr>
<td>256</td>
<td>32.65</td>
<td>1157</td>
</tr>
<tr>
<td>512</td>
<td>130.22</td>
<td>4427</td>
</tr>
</tbody>
</table>
6.5 Results

The technique described in this paper has been implemented in C++ integrated with ABC [80]. It takes the gate-level netlist (Verilog or BLIF files) and produces an algebraic spectrum. The experiments include extracting the arithmetic function from the gate-level netlist, and abstracting the word-level operations. The experiments are obtained using a set of arithmetic circuits synthesized by ABC. We use two multiplication algorithms for implementing those circuits, namely Carry-Save-Adder (CSA) multiplier and Radix-4 Booth multiplier. The verification results are compared with the state-of-the-art rewriting-based approach [31]. We will add the comparison with the Grobner Basis based approach [100] if we get the tool from the authors. For word-level abstraction, we compare our approach with simulation graph based approach [105] and our function extraction approach [129]. The comparison with the contemporary formal methods such as SAT, SMT, ABC(cec), and the commercial tools, are not directly provided in this paper. The computer algebraic methods have been demonstrated to be magnitude orders faster than those techniques [31][100].

Table 6.2: Results of extracting the specification of the post-synthesized complex arithmetic circuits compared to functional extraction presented in [31]. *MO = Memory out of 8 GB.

<table>
<thead>
<tr>
<th>Benchmarks (256-bit)</th>
<th>[31] runtime(s) mem(MB)</th>
<th>This approach runtime(s) mem(MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F = A \times B + C )</td>
<td>- MO</td>
<td>10.3 447</td>
</tr>
<tr>
<td>( F = A \times (B+C) )</td>
<td>- MO</td>
<td>11.1 461</td>
</tr>
<tr>
<td>( F = A \times B \times C )</td>
<td>- MO</td>
<td>67.5 2871</td>
</tr>
<tr>
<td>( F = 1 + A + A^2 + A^3 )</td>
<td>- MO</td>
<td>77.1 3331</td>
</tr>
</tbody>
</table>

Table 6.3: Runtime of extracting the specification of the radix-4 Booth multiplier. *MO = Memory out of 8GB.

<table>
<thead>
<tr>
<th># bits</th>
<th>[31] Pre-syn (s) Post-syn (s)</th>
<th>This approach Pre-syn (s) Post-syn (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>MO</td>
<td>0.05 0.06</td>
</tr>
<tr>
<td>128</td>
<td>MO</td>
<td>0.61 6.97</td>
</tr>
<tr>
<td>256</td>
<td>-</td>
<td>1.95 22.70</td>
</tr>
<tr>
<td>512</td>
<td>-</td>
<td>5.50 -</td>
</tr>
</tbody>
</table>
Table 6.4: Evaluation of word-level abstraction using algebraic spectrum. Multiplications in $F_1$ and $F_2$ are implemented using CSA-multiplier. $F_3$ uses radix-4 Booth-multiplier.

<table>
<thead>
<tr>
<th>Function (128-bit)</th>
<th>This Approach</th>
<th>[129]</th>
<th>[105]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1 = A \times B + C$ (CSA)</td>
<td>1 1 0.45 s</td>
<td>1 1 23760 s</td>
<td>0 0 -</td>
</tr>
<tr>
<td>$F_2 = A \times B + A \times C$ (CSA)</td>
<td>2 1 1.03 s</td>
<td>2 1 48560 s</td>
<td>0 0 -</td>
</tr>
<tr>
<td>$F_3 = A \times B + C$ (Booth)</td>
<td>- - -</td>
<td>- - -</td>
<td>0 0 -</td>
</tr>
</tbody>
</table>

The experiments were conducted on a PC with Intel(R) Xeon CPU E5-2420 v2 2.20 GHz x12 with 32 GB memory.

Evaluations of verifying pre-synthesized and post-synthesized CSA multipliers are shown in Tables 6.1, 6.2 and 6.3. The same results for post-synthesized complex unsigned arithmetic circuits taken from [31] are shown in Table 6.2. Note that the circuits in Table 6.1 are optimized using (resyn, resyn2; dch; map) with complex standard cell library. The runtime and memory usage are compared to functional extraction [31]. Synthesis was shown to have significant impact on function extraction approach [125]. That approach can only extract the specification of the pre-synthesized and slightly synthesized (with reduced simple technology library), but cannot be applied to heavily optimized circuits. The reason for that is the lack of sufficient in heavily optimized circuits, which caused memory explosion. This is shown in Tables 6.1 and 6.2. In Table 6.2, the functions of the arithmetic circuits are shown in the first column. The bit-width varies between 64 and 512 bits. We can see that the runtime of the proposed approach is less than 30 seconds for both the pre- and post-synthesized CSA multipliers of any bit-width. For example, extracting post-synthesized 64-bit multiplier using functional extraction reaches the 8 GB memory limit (MO=8GB) in 33 seconds. However, extracting the specification using the algebraic spectrum of the 512-bit post-synthesized multipliers requires only 1.8 GB memory and produces the result within 30 seconds. Additionally, our ap-
proach outperforms *functional extraction* on complex arithmetic circuits (Table 6.2) and Booth-multipliers (Table 6.3).

Results of abstracting word-level operations from gate-level arithmetic circuits are shown in Table 6.4. We use three types of circuits that are constructed with multiplication and addition. The multiplications are implemented using CSA-multiplier ($F_1$ and $F_2$) and Booth-multiplier ($F_3$). We can see that our approach can identify the word-level operations in just one second for $F_1$ and $F_2$. In contrast, the approach of [105] cannot tell whether there exists multiplication or addition in the circuits. Currently, our approach can extract the entire spectrum of $F_3$, but it cannot identify if there is one multiplier and one adder in the circuit of $F_3$. The reason for this is that the detected adders of the Booth-multiplier are not clearly separated with the detected adders of the adder.

### 6.6 Conclusion

This chapter presented a novel computer algebraic approach to abstract the word-level information from the gate-level netlist. In contrast to [66][113][105], it can address the problem of abstracting words from a large non-linear gate-level arithmetic circuit (MAC). This approach is based on a new canonical representation of arithmetic functions, called *algebraic spectrum*. that uses coefficient distribution of a polynomial expression to describes the arithmetic function. Such defined algebraic spectrum has been proved to be canonical if the arithmetic function is constructed with any combination of addition and multiplication in Section 6.4.1.
CHAPTER 7
FORMAL ANALYSIS OF FINITE FIELD ARITHMETIC CIRCUITS

7.1 Introduction

Galois field (GF) is a number system with a finite number of elements and two main arithmetic operations, addition and multiplication; other operations can be derived from those two [85]. It has been extensively applied in many digital signal processing and security applications, such as Elliptic Curve Cryptography (ECC), Advanced Encryption Standard (AES). For example, the S-BOX and MixColumn transforms are treated as field GF($2^8$) and the internal data is performed by arithmetic operations in GF($2^8$), including addition and multiplication in field. Finite field multiplication is the most complex operation in circuit design and verification, and is widely used in many applications. Specifically, in cryptography systems, the size of Galois field circuits can be very large. Therefore, developing general formal analysis techniques of Galois field arithmetic HW/SW implementations becomes critical.

The elements in field GF($2^m$) can be represented using polynomial rings. The field of size $m$ is constructed using irreducible polynomial $P(x)$, which includes terms of degree $d$ with coefficients in GF(2), with $d \in [0, m]$. For example, $P(x)=x^4+x+1$ is an irreducible polynomial in GF($2^4$). The multiplication in the field is performed modulo $P(x)$. Theoretically, there is a large number of irreducible polynomials available for constructing the field arithmetic operations in GF($2^m$). However, the irreducible polynomial has great impact on the actual implementation of the resulting GF circuits and the performance of field arithmetic operations. It differs in the number of bit-level XOR operations. It is believed that, in general, the irreducible polynomial with
minimum number of elements gives the best performance [33]. However, recently some work [102] demonstrate that the best irreducible polynomial from circuit performance point of view varies depending on computer architecture in which it is used, such as ARM vs. Intel-Pentium. In other words, 1) for GF($2^m$) multiplication, each irreducible polynomial corresponds to a unique implementation; 2) for a fixed field size, there exist many irreducible polynomials that could be used for constructing the field in different applications.

Due to the rising number of threats in hardware security, analyzing finite field circuits becomes very important. Computer algebra techniques with polynomial representations is believed to offer best solution for analyzing arithmetic circuits [70][89][100][31]. These works address the verification problems and abstraction problems of Galois field arithmetic and integer arithmetic implementations [89][100][31]. Specifically, symbolic computer algebra methods have also been used to reverse engineer the word-level operations for GF circuits and integer arithmetic circuits to speed up the verification performance [129][101][91]. In Chapter 6, we proposed an original spectral method based on analyzing the internal algebraic expressions during the rewriting procedure. A. Sayed-Ahmed et. al [101] introduced a reverse engineering technique in Algebraic Combinational Equivalence Checking (ACEC) process using \textit{Gröbner Basis} by converting the function into canonical polynomials. However, both techniques are applicable to integer arithmetic only. An abstraction technique over GF($2^m$) is introduced by analyzing the polynomial representation[91].

However, there are two limitations of the above mentioned algebraic techniques:

- 1) They are all restricted to the implementation with known binary encoding of the inputs and output.

- 2) None of those algebraic techniques can be applied in parallel. Additionally, the abstraction and verification techniques for GF($2^m$) arithmetic circuits, requires a known irreducible polynomial $P(x)$ [70][91].
In this chapter, we present a formal approach that can reverse engineer the gate-level finite field arithmetic circuits and extract the polynomial signature of the circuits simultaneously. Specifically, this chapter first introduces a parallel algebraic rewriting approach for extracting the polynomial signature of finite field arithmetic circuit (Section 7.3). Second, using the parallel verification framework, we present a reverse engineering approach (Section 7.4) that extracts the polynomial specification of a gate-level GF($2^m$) multiplier, when the bit positions of input and output bits and the irreducible polynomial used for constructing the multiplication are unknown. The verification and reverse engineering approaches are demonstrated using bit-blasted GF($2^m$) Mastrovito and Montgomery multipliers up to 571-bit width, implemented using various irreducible polynomials.

7.2 Background

7.2.1 Galois Field Multiplication

Galois field (GF) is a number system with finite number of elements and two main arithmetic operations, addition and multiplication; other operations such as division can be derived from those two [85]. Galois field with $p$ elements is denoted as GF($p$). Prime field, denoted GF($p$), is a finite field consisting of finite number of integers $\{1, 2, ..., p-1\}$, where $p$ is a prime number, with additions and multiplication performed modulo $p$. Binary extension field, denoted GF($2^m$) (or $\mathbb{F}_{2^m}$), is a finite field with $2^m$ elements. Unlike in prime fields, however, the operations in extension fields are not computed modulo $2^m$. Instead, in one possible representation (called polynomial basis). Multiplication of field elements is performed modulo irreducible polynomial $P(x)$ of degree $m$ and coefficients in GF(2). The irreducible polynomial $P(x)$ is analog to the prime number $p$ in prime fields GF($p$). Extension fields are used in many cryptography applications, such as AES and ECC. In this work, we focus on the verification problem of GF($2^m$) multipliers.
Two different GF multiplication structures, constructed using different irreducible polynomials \( P_1(x) \) and \( P_2(x) \), are shown in Figure 7.1. The integer multiplication takes two \( n \)-bit operands as input and generates a \( 2n \)-bit word, where the values computed at lower significant bits ripple through the carry chain all the way to the most significant bit (MSB). In contrast, in GF\( (2^m) \) implementations there is no carry chain, and the number of outputs is reduced to \( n \) using irreducible polynomial \( P(x) \).

For example, to represent the result in GF\( (2^4) \), with only four output bits, the four most significant bits in the result of the integer multiplication have to be reduced to GF\( (2^4) \). The result of such a reduction is shown in Figure 7.1. In GF\( (2^4) \), the input and output operands are represented using polynomials \( A(x) \), \( B(x) \) and \( Z(x) \), where

\[
A(x) = \sum_{n=0}^{n=3} a_n x^n, \quad B(x) = \sum_{n=0}^{n=3} b_n x^n, \quad Z(x) = \sum_{n=0}^{n=3} z_n x^n,
\]

respectively.

**Example 1:** The functions of \( s_i \) \((i \in [0, 6])\) are represented using polynomials in GF\( (2) \), namely: \( s_0 = a_0 b_0 \), \( s_1 = a_1 b_0 + a_0 b_1 \), ..., up to \( s_6 = a_3 b_3 \). The outputs \( z_n \) \((n \in [0, 3])\) are computed modulo the irreducible polynomial \( P(x) \). Using \( P_2(x) = x^4 + x + 1 \), we obtain :

\[
\begin{align*}
  z_0 &= s_0 + s_4, \\
  z_1 &= s_1 + s_4 + s_5, \\
  z_2 &= a_0 b_2 + a_1 b_1 + a_2 b_0 + a_3 b_3 + a_4 b_2 + a_5 b_3, \\
  z_3 &= a_0 b_3 + a_1 b_2 + a_2 b_1 + a_3 b_0 + a_4 b_3.
\end{align*}
\]

The coefficients of the multiplication results are shown in Figure 7.2. In digital circuits, partial products are implemented using AND gates, and addition modulo 2 is done using XOR gates. Note that, unlike in integer multiplication, in GF\( (2^m) \) circuits there is no carry out to the next bit. For this reason, as we can see in Figure 7.1, the function of each output bit can be computed independently of other bits.

### 7.2.2 Irreducible Polynomials

For constructing the field GF\( (2^m) \), the irreducible polynomial can be either a trinomial, \( x^m + x^a + 1 \), or a pentanomial \( x^m + x^a + x^b + x^c + 1 \) [83]. Typically, the pentanomial is chosen as irreducible polynomial only if an irreducible trinomial doesn’t

---

\( ^1 \)For polynomials in GF\( (2) \), ”+” is computed as modulo 2.
Figure 7.1: Two multiplications in GF(2^4) constructed using $P(x)_1 = x^4 + x^3 + 1$ and $P(x)_2 = x^4 + x + 1$.

$P(x)_1 = x^4 + x^3 + 1$

<table>
<thead>
<tr>
<th>$s_3$</th>
<th>$s_2$</th>
<th>$s_1$</th>
<th>$s_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_3$</td>
<td>$s_2$</td>
<td>$s_1$</td>
<td>$s_0$</td>
</tr>
</tbody>
</table>

$P(x)_2 = x^4 + x + 1$

$P(x) = x^4 + x + 1$.

Figure 7.2: Extracted algebraic expressions of the four output bits of a GF(2^4) multiplier.

<table>
<thead>
<tr>
<th>output</th>
<th>polynomial expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_0$</td>
<td>$(a_0b_0)+a_1b_3+a_2b_2+a_3b_1$</td>
</tr>
<tr>
<td>$z_1$</td>
<td>$(a_0b_1+a_1b_0)+a_1b_3+a_2b_2+a_3b_1+a_3b_2$</td>
</tr>
<tr>
<td>$z_2$</td>
<td>$(a_0b_2+a_1b_1+a_2b_0)+a_2b_3+a_3b_2+a_3b_3$</td>
</tr>
<tr>
<td>$z_3$</td>
<td>$(a_0b_3+a_1b_2+a_2b_1+a_3b_0)+a_3b_3$</td>
</tr>
</tbody>
</table>

exist [83]. In order to obtain efficient GF multiplication algorithm, it is required that $m - a \geq w$. However, as demonstrated in [102], the trinomials are not always better than pentanomials. It means that for a given field size, there are various irreducible polynomials that can be used.

An example of constructing GF(2^4) multiplication using two different irreducible polynomials is shown in Figure 7.1. We can see that each polynomial corresponds to a unique multiplication result. The performance difference can be evaluated by counting the number of XOR operations in each multiplication. Since the number of AND and XOR operations for generating partial products (variables $s_i$ in Figure 7.1) is the same, the difference is only caused by the reduction of the corresponding
polynomials modulo $P(x)$. The number of XOR operations introduced by reduction process can be counted as the number of terms in each column minus one. For example, the number of XORs using $P_1(x)$ is $3+1+2+3=9$; and using $P_2(x)$, the number of XORs is $1+2+2+1=6$.

As will be shown in the next section, given the structure of the GF($2^m$) multiplication, such as the one shown in Figure 7.1, one can readily identify the irreducible polynomial $P(x)$. This can be done by extracting the terms $s^k$ corresponding to the entry $s^m$ (here $s^4$) in the table and generating the irreducible polynomial beyond $x^m$. We know that $P(x)$ must contain $x^m$, and the remaining terms $x^k$ of $P(x)$ are obtained from the non-zero terms corresponding to the entry $s^m$. For example, for the irreducible polynomial $P_1(x) = x^4 + x^3 + x^0$, the terms $x^3$ and $x^0$ are obtained by noticing the placement of $s^4$ in columns $z_3$ and $z_0$. Similarly, for $P_2(x) = x^4 + x^1 + x^0$, the terms $x^1$ and $x^0$ are obtained by noticing that $s^4$ is placed in columns $z_1$ and $z_0$. The reason for it and the details of this procedure will be explained in the next section.

7.3 Parallel Extraction in Galois Field

In this section, we introduce our method for extracting the unique algebraic expressions of the output bits (e.g. Figure 7.2) using computer algebraic method. This can be used to verify the GF($2^m$) multipliers when the binary encoding of inputs and output and the irreducible polynomial are given. We introduce a parallel function extraction framework in GF($2^m$), which allows us to individually extract the algebraic expression of each output bit. This framework is used for reverse engineering, since our reverse engineering approach is based on analyzing the algebraic expression of output bits in GF(2), as introduced in Section I.
7.3.1 Computer Algebraic model

The circuit is modeled as a network of logic elements of arbitrary complexity including: basic logic gates (AND, OR, XOR, INV) and complex standard cell gates (AOI, OAI, etc.) obtained by synthesis and technology mapping. Instead of modeling Boolean operators using pseudo-Boolean equations, we use the algebraic models in $GF(2)$, i.e. modulo 2. For example, the pseudo-Boolean model of $\text{XOR}(a, b) = a + b - 2ab$ is reduced to $(a + b + 2ab) \mod 2 = (a + b) \mod 2$. The following algebraic equations are used to describe basic logic gates in $GF(2^m)$, according to [70]:

\begin{align*}
\neg a &= 1 + a \\
a \wedge b &= a \cdot b \\
a \lor b &= a + b + a \cdot b \\
a \oplus b &= a + b
\end{align*}

7.3.2 Outline of the Approach

Similarly to function extraction presented in Chapter 3, the computed function of the circuits is specified by two polynomials. The output signature of a $GF(2^m)$ multiplier, $\text{Sig}_{\text{out}} = \sum_{i=0}^{m-1} z_i x^i$, with $z_i \in GF(2)$. The input signature of a $GF(2^m)$ multiplier, $\text{Sig}_{\text{in}} = \sum_{i=0}^{m-1} p_i x^i$, with coefficients $p_i \in GF(2)$ being product terms, and addition operation performed modulo 2 (e.g. $(a_0 b_0 + a_1 b_1) \mod 2$). Note that $p_i$ is a partial product set, which is a series of XOR operations with partial products $p_i$ as inputs, e.g., in $GF(2^4)$, $p_1 = p_{10} \oplus p_{01}$, $p_{10} = a_1 b_0$, $p_{01} = a_0 b_1$. For a $GF(2^m)$ multiplier, if the irreducible polynomial $P(x)$ is provided, $\text{Sig}_{\text{in}}$ is known. Our goal is to transform the output signature, $\text{Sig}_{\text{out}}$, using polynomial representation of the internal logic elements, into the input signature $\text{Sig}_{\text{in}}$ in $GF(2^m)$. The goal of the verification problem is then to check if $\text{Sig}_{\text{in}} = \text{Sig}_{\text{out}}$, expressed in the primary inputs.
Theorem 1: Given a combinational arithmetic circuit in $GF(2^m)$, composed of logic gates, described by Eq. 1, input signature $Sig_{in}$ computed by backward rewriting is unique and correctly represents the function implemented by the circuit in $GF(2^m)$.

Proof: The proof of correctness relies on the fact that each transformation step (rewriting iteration) is correct. That is, each internal signal is represented by an algebraic expression, which always evaluates to a correct value in $GF(2^m)$. This is guaranteed by the correctness of the algebraic model in Eq. (7.1), which can be proved easily by inspection. For example, the algebraic expression of $XOR(a,b)$ in $\mathbb{Z}_{2^m}$ is $a + b - 2ab$. When implemented in $GF(2^m)$, the coefficients in the expression must be in $GF(2)$. Hence, $XOR(a,b)$ in $GF2^m$ is represented by $a + b$. The proof of uniqueness is done by induction on $i$, the step of transforming polynomial $F_i$ into $F_{i+1}$. A detailed induction proof for expressions in $\mathbb{Z}_{2^m}$ is provided in Chapter 3.

\[\square\]

Algorithm 4 Backward Rewriting in $GF(2^m)$

Input: Gate-level netlist of $GF(2^m)$ multiplier
Input: Output signature $Sig_{out}$, and (optionally) input signature, $Sig_{in}$
Output: GF function of the design, and answer whether $Sig_{out}==Sig_{in}$

1: $P=\{p_0, p_1, ..., p_n\}$: polynomials representing gate-level netlist
2: $F_0=Sig_{out}$
3: for each polynomial $p_i \in P$ do
4: for output variable $v$ of $p_i$ in $F_i$ do
5: replace every variable $v$ in $F_i$ by the expression of $p_i$
6: $F_i \rightarrow F_{i+1}$
7: for each element/monomial $M$ in $F_{i+1}$ do
8: if the coefficient of $M\%2==0$
9: or $M$ is constant, $M\%2==0$ then
10: remove $M$ from $F_{i+1}$
11: end if
12: end for
13: end for
14: end for
15: return $F_n$ and $F_n ==Sig_{in}$

Theorems 1, together with the algebraic model in Eq. (1), provide the basis for polynomial reduction in backward rewriting in this work. This is described by
Algorithm 4. Our method takes the gate-level netlist of a $GF(2^m)$ multiplier as input and first converts each logic gate into equations using Eq. (1). The output signature $Sig_{out}$ is required to initialize the backward rewriting. The rewriting process starts with $F_0 = Sig_{out}$, and ends when all the variables in $F_i$ are primary inputs. This is done by rewriting the polynomials representing logic elements in the netlist in reversed topological order as discussed in Chapter 3. Each iteration includes two steps:

- **Step 1:** substitute the variable of the gate output using the expression in the inputs of the gate (Eq.1), and name the new expression $F_{i+1}$ (lines 3 - 6).

- **Step 2:** simplify the new expression (modulo 2) by removing all the monomials (including constants) that evaluate to 0 in $GF(2)$ (line 3 and lines 7 - 10).

The algorithm outputs the function of the design in $GF(2^m)$ after $n$ iterations, where $n$ is the number of gates in the netlist. The final expression $F_n$ can be used for functional verification, by checking if it matches the expected input signature (if provided).

**Example 2** (Figure 7.3): We illustrate our method using a post-synthesized 2-bit multiplier in $GF(2^2)$, shown in Figure 7.3. The irreducible polynomial is $P(x)$
Eliminating terms

\[ F_{\text{init}} = z_0 + xz_1 \]

\begin{align*}
\text{Sig}_{\text{out}}: \quad & F_8 = z_0 + x(i_5 + i_6) \\
G8: \quad & F_8 = z_0 + x(i_5 + i_6) \\
G7: \quad & F_7 = i_1 + i_2 + x(i_5 + i_6) \\
G6: \quad & F_6 = i_1 + i_2 + x(i_3 + i_4 + i_5) \\
G5: \quad & F_5 = i_1 + i_2 + x(i_3 + i_4 + i_5 + 1) \\
G4: \quad & F_4 = i_1 + i_2 + x(i_2 + i_3 + a_0 b_1) + 2x \\
G3: \quad & F_3 = i_1 + i_2 + x(i_2 + a_1 b_0 + a_0 b_1 + 1) \\
G2: \quad & F_2 = i_1 + a_1 b_1 + 1 + x(a_1 b_1 + a_1 b_0 + a_0 b_1) + 2x \\
G1: \quad & F_1 = a_0 b_0 + a_1 b_1 + 2 + x(a_1 b_1 + a_1 b_0 + a_0 b_1) \\
\text{Sig}_{\text{in}}: \quad & a_0 b_0 + a_1 b_1 + x(a_1 b_1 + a_1 b_0 + a_0 b_1) \\
\end{align*}

Figure 7.4: Function extraction of a 2-bit GF multiplier shown in Figure 7.3 using backward rewiring from PO to PI.

\[ = x^2 + x + 1 \]

The output signature is \( \text{Sig}_{\text{out}} = z_0 + z_1 x \), and input signature is \( \text{Sig}_{\text{in}} = (a_0 b_0 + a_1 b_1) + (a_1 b_1 + a_1 b_0 + a_0 b_1) x \). First, \( F_{\text{init}} = \text{Sig}_{\text{out}} \) is transformed into \( F_8 \) using polynomial of gate \( g_8 \), \( z_1 = i_5 + i_6 \) and simplified to \( F_8 = z_0 + i_5 x + i_6 x \). Then, the polynomials \( F_i \) are successively derived from \( F_{i+1} \) and checked for a possible reduction. The first reduction happens when \( F_5 \) is transformed into \( F_4 \), where \( i_4 \) (at gate \( g_4 \)) is replaced by \( (1 + a_0 b_0) \). After simplification, a monomial \( 2x \) is identified and removed by modulo 2 from \( F_4 \). Similar reductions are applied during the transformations \( F_3 \to F_2 \) and \( F_2 \to F_1 \). Finally, the function of the design is extracted as expression \( F_1 \). A complete rewriting process is shown in Figure 7.4. We can see that \( F_1 = \text{Sig}_{\text{in}} \), which indicates that the circuit indeed implements the \( GF(2^2) \) multiplication with \( P(x) = x^2 + x + 1 \).

An important observation is that the polynomial reductions happen in a logic cone of every output bit independently of other bits, regardless of logic sharing between the cones. For example, the reductions in \( F_4 \) and \( F_2 \) happen within the logic cone of output \( z_1 \) only. Similarly, in \( F_1 \), the reduction is within logic cone of \( z_0 \).

**Theorem 3:** Given a \( GF(2^m) \) multiplier with \( \text{Sig}_{\text{out}} = F_0 = z_0 x^0 + z_1 x^1 + \ldots + z_m x^m \); let \( F_i = E_0 x^0 + E_1 x^1 + \ldots + E_m x^m \), where \( E_i \) is an algebraic expression
in GF(2) obtained during rewriting. Then, the polynomial reduction is possible only
within a single expression $E_i$, for $i=1, 2, ..., m$.

**Proof:** Consider a polynomial $E_i x^i + E_k x^k$, where $E_i$ and $E_k$ are simplified in
$GF(2)$. That is, $E_i = (e_1^i + e_2^i + ...)$, and $E_k = (e_1^k + e_2^k + ...)$. After simplifying each
of the two polynomials, there are no common monomials between $E_i x^i$ and $E_k x^k$.
This is because for any element, $e_1^i x^i \neq e_2^j x^j$, for any pairs of $(i, k)$ and $(l, j)$. That
is, the sum of such elements cannot be reduced by modulo 2.

$\square$

### 7.3.3 Implementation

![Figure 7.5: Overview of the parallel extraction framework.](image)

This section describes the implementation of our parallel verification method for
Galois field multipliers. Our approach takes the gate-level netlist as input, and out-
puts the extracted function of the design. It includes four steps:

1. **Netlist to equations:** parse the gate-level netlist into algebraic equations
   based on Equation 1. The equations are listed in reversed topological order, to
be rewritten by backward rewriting in the next step. \( m \) copies of this equation file will be made for a GF\((2^m)\) multiplier.

2. **Generate signatures:** split the output signature of GF\((2^m)\) multipliers into \( m \) polynomials with \( \text{Sig}_{\text{out},i}=z_i \). Insert the new *signatures* into the \( m \) copies of the equation file generated from Step1. Each signature is a single output bit.

![Figure 7.6: Step3: parallel extraction of a GF\((2^m)\) multiplier with number of threads \( T \).](image)

3. **Parallel extraction:** apply Algorithm 4 on each equation file to extract the polynomial expression of each output in parallel. In contrast to the polynomial reductions shown in Chapters 3 and 5, the internal expression of each output bit does not offer any polynomial reduction (*monomial cancellations*) with other bits.

Ideally, our approach can extract GF\((2^m)\) multiplier in \( m \) threads. However, due to the limited computing resources, it is impossible to extract GF\((2^m)\) multipliers for a large number of threads. Hence, our approach puts a limit on a number of parallel threads \( T \). In particular \( T = 5, 10, 20 \) and 30 have been tested in this work. This process is described in Figure 7.6. The \( m \) extraction tasks are assigned into several task sets, ordered from LSB to MSB. In each set,
the extractions are processed in parallel. Since the runtime of each extraction within the set could be different, the tasks in the next set will start as soon as any previous task terminated.

4. **Step4: Finalization:** compute the final function of the multiplier. Once the algebraic expression of each output bit in $GF(2)$ is computed, our method computes the final function by constructing the $\text{Sig}_{out}$ using the rewriting process in step 3.

**Data Structure:** Our algorithm uses an efficient data structure to support these simplifications and efficiently implement an iterative substitution and elimination process. Specifically, a data structure is maintained that records the terms (monomials) in the expression that contain the variable to be substituted. It reduces the cost of finding what terms will have their coefficients changed during the substitution. Each element represents one monomial consisting of the variables in the monomials, and its coefficient. The expression data structure is a C++ object that represents a pseudo-Boolean expression, which is the sum of all the elements in the data structure. It supports both fast addition and fast substitution with two C++ maps, implemented as binary search trees, a terms map and a substitution map. This data structure includes two cases of simplifications: 1) after substitution, the coefficients of all the monomials will be updated. The monomials with a 0 coefficient are eliminated; 2) according to Remark 2, the monomials which their coefficient modulo 2 evaluate to 0 are eliminated. Note that the second case is applied after each substitution.

**Example 3** (Figure 7.7): We illustrate our parallel extraction method using the 2-bit multiplier in $GF(2^2)$ in Figure 7.3. The output signature $\text{Sig}_{out} = z_0 + xz_1$ is split into two signatures, $\text{Sig}_{out0} = z_0$ and $\text{Sig}_{out1} = z_1$. Then, the rewriting process is applied to $\text{Sig}_{out0}$ and $\text{Sig}_{out1}$ in parallel. When $\text{Sig}_{out0}$ and $\text{Sig}_{out1}$ have been successfully extracted, the two signatures are merged as $\text{Sig}_{out0} + x\text{Sig}_{out1}$ resulting in the polynomial $\text{Sig}_{in}$. In Figure 7.4, we can see that elimination happens three times.
<table>
<thead>
<tr>
<th>$\text{Sig}_{\text{out}0}=z_0$</th>
<th>elim</th>
<th>$\text{Sig}_{\text{out}1}=x-z_1$</th>
<th>elim</th>
</tr>
</thead>
<tbody>
<tr>
<td>G8: $z_0$</td>
<td>-</td>
<td>G8: $i_5x+i_6x$</td>
<td>-</td>
</tr>
<tr>
<td>G7: $i_1+i_2$</td>
<td>-</td>
<td>G7: $i_5z+i_6x$</td>
<td>-</td>
</tr>
<tr>
<td>G6: $i_1+i_2$</td>
<td>-</td>
<td>G6: $i_2x+i_3x+i_4x$</td>
<td>-</td>
</tr>
<tr>
<td>G5: $i_1+i_2$</td>
<td>-</td>
<td>G5: $i_2x+i_3x+i_4x$</td>
<td>-</td>
</tr>
<tr>
<td>G4: $i_1+i_2$</td>
<td>-</td>
<td>G4: $i_2x+i_3x+i_4x$</td>
<td>-</td>
</tr>
<tr>
<td>G3: $i_1+i_2$</td>
<td>2</td>
<td>G3: $i_2x+i_3x+i_4x$</td>
<td>-</td>
</tr>
<tr>
<td>G2: $i_1+i_2+1$</td>
<td>-</td>
<td>G2: $a_1b_1x+a_2b_0x+a_0b_1x$</td>
<td>2x</td>
</tr>
<tr>
<td>G1: $1+a_0b_0+a_1b_1+1$</td>
<td>2</td>
<td>G1: $x(a_1b_0+a_1b_0+a_0b_1)$</td>
<td>-</td>
</tr>
</tbody>
</table>

$z_0=a_0b_0+a_1b_1, z_1=x(a_1b_0+a_1b_0+a_0b_1)$

Figure 7.7: Extracting the algebraic expression of $z_0$ and $z_1$ separately in Figure 7.4.

(F$_5$, F$_7$, and F$_8$). According to Theorem 2, we know that the elimination happens within each element in GF($2^n$). In Figure 7.7, one elimination in $\text{Sig}_{\text{out}0}$ and two eliminations in $\text{Sig}_{\text{out}1}$ have been done independently, as shown earlier (Example 2).

### 7.4 Reverse Engineering in Galois Field

In this section, we present our approach to reverse engineer any of GF($2^n$) multipliers. Using the extraction technique presented in the previous section, we can extract the algebraic expression of each output bit. In contrast to the algebraic technique of presented for integer arithmetic circuits (Chapters 3 and 5), the extraction technique in GF($2^n$) can extract the algebraic expression of each output bit independently. This means that the extraction can be done without the knowledge of the bit position of the inputs and output. We introduce two theorems to support this claim.

In a GF($2^n$) multiplication, let $s_i$ ($i \in \{0,1,\ldots,2m-1\}$) be a set of products generated by the AND and XOR operations. For example, in Figure 7.1, there are six product sets, $s_0, s_1, \ldots, s_6$, where $s_1=a_1b_0+a_0b_1$; or written as a set: $s_1=\{a_1b_0, a_0b_1\}$, etc. The product sets out of field GF($2^n$) (sets $s_i$ whose index $i=[m, 2m-1]$) will be reduced into the field GF($2^m$). This is the case for sets $s_4, s_5, s_6$ in Figure 7.1. We call these product sets out-field product sets, and call the product sets $s_i$ with $i=[0, m-1]$ in-field product sets. For example, in Figure 7.1, $s_0, s_1, s_2, s_3$ are in-field product sets, and $s_4, s_5, s_6$ are out-field product sets. The partial products
generation is the same as in the integer multiplication. For a GF($2^m$) multiplication, $m$ product sets are in-field, and $m - 1$ product sets are out-field.

### 7.4.1 Output encoding determination

**Theorem 3:** Given a GF($2^m$) multiplication, the in-field product sets $(s_0, s_1, ..., s_{m-1})$ are appearing only in one element in GF($2^m$), and the out-field product sets $(s_m, s_{m+1}, ..., s_{2m-1})$ are appearing in at least two elements in GF($2^m$), in the reduction process mod $P(x)$.

**Proof:** In a Galois field multiplication, the in-field product sets $(s_0, s_1, ..., s_{m-1})$ are not required to be reduced since they are already in GF($2^m$). Hence, the in-field product sets are generated only once in each output element. Regarding the out-field product sets, we prove that they are appearing in at least two elements using contrapositive proof. Let the statement $\mathcal{S}$ read: *the out-field product sets are only appearing once in reduction process mod $P(x)$*. Since each product in the product sets $s_k$ is a $k^{th}$ element, each product represents $x^k$ in the polynomial ring of GF($2^m$) multiplication. If $\mathcal{S}$ is true, then statement $\mathcal{S}'$ must be true.

$\mathcal{S}$: *The out-field product sets are only appearing in one element in mod $P(x)$ reduction.*

$\mathcal{S}'$: for $k \geq m$, $x^k \mod P(x) = x^{k-m}$.

We can see that statement $\mathcal{S}'$ is true if and only if $P(x) = x^m$. However, according to the definition of irreducible polynomial, $P(x) = x^m$ is an illegal irreducible polynomial. Hence, if statement $\mathcal{S}'$ is false, statement $\mathcal{S}$ is also false. Hence, $\neg\mathcal{S}$: *the out-field product sets are appearing in at least two elements in mod $P(x)$ reduction*, is true. Hence, theorem 4 is proved.

Based on Theorem 3, we can find the in-field product sets, $s_0, s_1, ..., s_{m-1}$, by searching the unique products in the resulting algebraic expressions of the output bits. In this context, *unique products* are the products that exist in only one of
the extracted algebraic expressions. Since the in-field products set indicates the bit position of the output, we can determine the bit positions of the output bits as soon as all the in-field product sets are identified.

**Example 4 (Figure 7.2):** We illustrate this procedure using a GF($2^4$) multiplier implemented using irreducible polynomial $P(x)=x^4+x+1$ (see Figure 7.1). Note that in this process, the labels do not offer any knowledge of the bit positions of inputs and outputs. The extracted algebraic expressions of the four output bits are shown in Figure 7.2. We first identify the unique products that include set $s_0=a_0b_0$ in algebraic expression of $z_0$; set $s_1=(a_0b_1+a_1b_0)$ in $z_1$; set $s_2=(a_0b_2+a_1b_1+a_2b_0)$ in $z_2$; and set $s_3=(a_0b_3+a_1b_2+a_2b_1+a_3b_0)$ in $z_3$. Note that the number of products in the in-field product sets $s_i$ is $i$. Hence, we have all the in-field product sets and their relation to the extracted algebraic expressions and make the following conclusion:

- $s_0 = a_0b_0$, $z_0 \rightarrow$ Least significant bit (LSB)
- $s_1 = a_0b_1+a_1b_0$, $z_1 \rightarrow 2^{nd}$ output bit
- $s_2 = a_0b_2+a_1b_1+a_2b_0$, $z_2 \rightarrow 3^{rd}$ output bit
- $s_3 = a_0b_3+a_1b_2+a_2b_1+a_3b_0$, $z_3 \rightarrow$ Most significant bit (MSB)

### 7.4.2 Input encoding determination

We use Algorithm 2 to determine the bit position of the input variables. The input bit position can be determined by analyzing the in-field product sets, which has been obtained in the previous step. Based on the GF multiplication algorithm, we know that $s_0$ is generated by an AND function with two LSBs of the two inputs; and the two products in $s_1$ are generated by AND and XOR operations using two LSBs and two $2^{nd}$ input bits, etc. For example in a GF($2^4$) multiplication (Figure 7.1), $s_0=a_0b_0$, where $a_0$ and $b_0$ are LSBs; $s_1=a_1b_0+a_0b_1$, where $a_0$, $b_0$ are LSBs; $a_1$, $b_1$ are $2^{nd}$ LSBs. This allows us to determine the bit position of the input bits recursively.
Algorithm 5 Input encoding determination for $GF(2^m)$

Input: a set of algebraic expressions represent the in-field product sets $S$

Output: bit position of input variables

1: $S=\{s_0, s_1, ..., s_{m-1}\}$
2: initialize a vector of variables $V \leftarrow \{\}$
3: for $i=0, i \leq m-1, i++$ do
4:   for each variable $v$ in algebraic expression of $s_i$ do
5:     if $v$ does not exist in $V$ then
6:       assign bit position value of $v = i$
7:       store $v$ in variable set $V$
8:     end if
9:   end for
10: end for
11: return $V$

by analyzing the algebraic expression of $s_i$. We illustrate our Algorithm 2 using the $GF(2^4)$ multiplier implemented using $P(x)_2 = x^4+x+1$ (Figure 7.2).

Example 5 (Algorithm 2): The input of our algorithm is a set of algebraic expressions of the in-field product sets, $s_0$, $s_1$, $s_2$, $s_3$ (line 1). We initialize vector $V$ to store the variables in which their bit positions are assigned (line 2). The first algebraic expression is $s_0$. Since the two variables, $a_0$ and $b_0$ are not in $V$, the bit positions of these two variables are assigned index $i = 0$ (line 4-8). In the second iteration, $V=\{a_0, b_0\}$, and the input algebraic expression is $s_1$, including variables $a_0$, $b_0$, $a_1$ and $b_1$. Because $a_1$ and $b_1$ are not in $V$, their bit position is $i = 1$. The loop ends when all the algebraic expressions in $S$ have been visited, and returns $V=\{(a_0, b_0)_0, (a_1, b_1)_1, (a_2, b_2)_2, (a_3, b_3)_3\}$. The subscripts are the bit position values of the variables returned by the algorithm. Note that this procedure only gives the bit position of the input bits; the information of how the input words are constructed is unknown. There are $2^{m-1}$ combinations from which the words can be constructed using the information returned in $V$. For example, the two input words can be $W_0=a_0+2a_1+4b_2+8a_3$ and $W_1=b_0+2b_1+4a_2+8b_3$; or they can be $W_0'=a_0+2a_1+4b_2+8b_3$ and $W_1'=b_0+2b_1+4a_2+8a_3$. Although there may be many
combinations for constructing the input words, the specification of the GF(2^m) is unique.

7.4.3 Extraction of the Irreducible Polynomial

**Theorem 5:** Given a multiplication in GF(2^m), let the first out-field product set be s_m. Then, the irreducible polynomial P(x) includes x^m and x^i iff all products in the set s_m exist in the algebraic expression of the i^{th} output bits, where i ≤ m.

**Proof:** Based on the definition of field arithmetic, the polynomial basis representation of s_m is s_m x^m. To reduce s_m into elements in the range [0, m − 1] (with m output bits), the field reductions are performed modulo irreducible polynomial P(x) with highest degree m. Based on the definition of irreducible polynomial, P(x) is either a trinomial or a pentanomial with degree m. Let P(x) = x^m + P'(x). Then,

\[ s_m x^m \mod (x^m + P'(x)) = s_m P'(x) \]

Hence, if x^i exists in P'(x), it also exists in P(x).

Even though the input bit positions have been determined in the previous step, we cannot directly generate s_m since the combination of the input bits for constructing the input words is still unknown. In Example 5 (m=4), we can see that s_m={a_1 b_3, a_2 b_2, a_3 b_1} when input words are W_0 and W_1; but s_m={a_1 a_3, a_2 b_2, b_1 b_3} when inputs words are W'_0 and W'_1. To overcome this limitation, we create a set of products s'_m, which includes all the possible products that can be generated based on all input combinations. The set s'_m includes the true products, i.e., those that exist in the first out-field product set; and it also includes some dummy products. The dummy products are those that never appear in the resulting algebraic expressions. Hence, we first generate the set s'_m and eliminate the dummy products by searching the algebraic
expressions. After this, we obtain $s_m$. Then, we use $s_m$ to extract the irreducible polynomial $P(x)$ using Algorithm 3.

Example 6: We illustrate the method of reverse engineering the irreducible polynomial using the $GF(2^4)$ multiplier of Fig. 1. The algorithm is shown in Algorithm 3. The extracted algebraic expressions $S$ is shown in Figure 7.2 (line 1 at Algorithm 3). The bit position of input bits is determined by Algorithm 2 (line 2). Based on the result of Algorithm 2, we generate $s'_m = \{a_1a_3, b_1b_3, a_2b_2, a_3b_1, a_1b_3\}$. To eliminate the dummy products from $s'_m$, we search all algebraic expressions in $S$, and eliminate the products that cannot be a part of the resulting products. In this case, we find that $a_1a_3$ and $b_1b_3$ are the dummy products. Hence, we get $s_m = \{a_3b_1, a_2b_2, a_1b_3\}$ (line 3). Based on the definition of irreducible polynomial, $P(x)$ must include $x^m$; in this example $m = 4$ (line 4). While looping over all the algebraic expressions, the expressions for $z_0$ and $z_1$ contain all the products of $s_m$. Hence, $x^0$ and $x^1$ are included in $P(x)$, so that $P(x) = x^4 + x^1 + x^0$. We can see that it is the same as $P(x)_2$ in Figure 7.1.

Algorithm 6 Extracting irreducible polynomial in $GF(2^m)$

Input: the algebraic expressions of output bits $S$
Input: the first out-field product set $s_m$
Output: Irreducible polynomial $P(x)$

1: $S = \{exp_0, exp_1, ..., exp_{m-1}\}$
2: $V \leftarrow$ Algorithm 2($S$)
3: $s_m \leftarrow$ eliminate dummy($s'_m \leftarrow V, S$)
4: $P(x) = x^m$: initialize irreducible polynomial
5: for $i=0, i \leq m-1, i++$ do
6: if all products in $s_m$ exist in $exp_i$ then
7: $P(x) += x^i$
8: end if
9: end for
10: return $P(x)$

In summary, using the framework presented in Section 3, we first extract the algebraic expressions of all output bits. Then, we analyze the algebraic expressions to
Table 7.1: Results of verifying Mastrovito multipliers using our parallel approach. \( T \) is the number of threads. \( MO=\)Memory out of 32 GB. \( TO=\)Time out of 12 hours. (*\( T=1 \) shows the maximum memory usage of a single thread.)

<table>
<thead>
<tr>
<th>Op size</th>
<th>Mastrovito</th>
<th>[91]</th>
<th>This work</th>
<th>Mem( * )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mem</td>
<td>Runtime (s)</td>
<td>Mem( * )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(MB)</td>
<td>( T=5 )</td>
<td>( T=10 )</td>
</tr>
<tr>
<td>32</td>
<td>5,482</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>48</td>
<td>12,228</td>
<td>8</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>64</td>
<td>21,814</td>
<td>29</td>
<td>11</td>
<td>8</td>
</tr>
<tr>
<td>96</td>
<td>51,412</td>
<td>195</td>
<td>38</td>
<td>26</td>
</tr>
<tr>
<td>128</td>
<td>93,996</td>
<td>921</td>
<td>91</td>
<td>63</td>
</tr>
<tr>
<td>163</td>
<td>153,245</td>
<td>3546</td>
<td>192</td>
<td>137</td>
</tr>
<tr>
<td>233</td>
<td>167,803</td>
<td>4933</td>
<td>294</td>
<td>212</td>
</tr>
<tr>
<td>283</td>
<td>399,688</td>
<td>30358</td>
<td>890</td>
<td>606</td>
</tr>
<tr>
<td>571</td>
<td>1628,170</td>
<td>( TO )</td>
<td>-</td>
<td>1980</td>
</tr>
</tbody>
</table>

Table 7.2: Results of verifying Montgomery multipliers using our parallel approach. \( T \) is the number of threads. \( TO=\)Time out of 12 hours. \( MO=\)Memory out of 32 GB. (*\( T=1 \) shows the maximum memory usage of a single thread.)

<table>
<thead>
<tr>
<th>Op size</th>
<th>Montgomery</th>
<th>[91]</th>
<th>This work</th>
<th>Mem( * )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mem</td>
<td>Runtime (s)</td>
<td>Mem( * )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(MB)</td>
<td>( T=5 )</td>
<td>( T=10 )</td>
</tr>
<tr>
<td>32</td>
<td>4,352</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>48</td>
<td>9,602</td>
<td>14</td>
<td>18</td>
<td>11</td>
</tr>
<tr>
<td>64</td>
<td>16,808</td>
<td>63</td>
<td>45</td>
<td>31</td>
</tr>
<tr>
<td>96</td>
<td>37,634</td>
<td>554</td>
<td>234</td>
<td>157</td>
</tr>
<tr>
<td>128</td>
<td>66,562</td>
<td>1924</td>
<td>209</td>
<td>121</td>
</tr>
<tr>
<td>163</td>
<td>107,582</td>
<td>12063</td>
<td>1616</td>
<td>1172</td>
</tr>
<tr>
<td>233</td>
<td>219,022</td>
<td>168</td>
<td>722</td>
<td>565</td>
</tr>
<tr>
<td>283</td>
<td>322,622</td>
<td>( TO )</td>
<td>380</td>
<td>19’745</td>
</tr>
</tbody>
</table>

find the bit position of the input bits and the output bits, and extract the irreducible polynomial \( P(x) \). In the example of the GF(2^4) multiplier implemented using \( P(x) = x^4 + x + 1 \), shown in Figure 7.1, the final results returned by our approach gives the following: 1) the input bits set \( V = \{(a_0, b_0)_0, (a_1, b_1)_1, (a_2, b_2)_2, (a_3, b_3)_3\} \), where the subscripts represent the bit position; 2) \( z_0 \) is the least significant bit (LSB), \( z_1 \) is the 2\(^{nd}\) output bit, \( z_2 \) is the 3\(^{rd}\) output bit, and \( z_3 \) is the most significant bit (MSB); 3) irreducible polynomial is \( P(x) = x^4 + x + 1 \); 4) the specification can be verified by applying the technique presented in Section 3 with the reverse engineered information.
7.5 Results

We present the results of our method in two subsections: 1) evaluation of parallel verification of GF(2^m) multipliers; and 2) evaluation of reverse engineering GF(2^m) multipliers.

7.5.1 Parallel Verification of GF(2^m) Multipliers

The verification technique for GF(2^m) multipliers presented in Section III, was implemented in C++. It performs backward rewriting with variable substitution and polynomial reductions in Galois field in parallel fashion. The program was tested on a number of combinational gate-level GF(2^m) multipliers taken from [70], including the Montgomery multipliers [58] and Mastrovito multipliers [115]. The bit-width of the multipliers varies from 32 to 571 bits. The experiments of verifying Galois field multipliers using SAT, SMT, ABC [80] and Singular [40] have been already presented in [70] and [91]. They demonstrate that the rewriting technique performs significantly better than other known techniques. Hence, in this work, we only compare our approach to those of [70] and [91]. Specifically, we compare our approach to the tool described in [91]. In contrast to the work of [70] and [91], all the GF(2^m) multipliers used in this section are bit-blasted gate-level implementations. We take the bit-level multipliers from [91] and map them into gate-level circuits using ABC [80]. Our experiments were conducted on a PC with Intel(R) Xeon CPU E5-2420 v2 2.20 GHz ×12 with 32 GB memory. As described in the next section, our technique can verify Galois field multipliers in multiple threads (up to 30 using our platform). In each thread, Algorithm 1 is applied on a single output bit. The number of threads is given as input to the tool.

The experimental results of our approach and comparison against [91] are shown in Table 7.1 for gate-level Mastrovito multipliers with bit-width varying from 32 to 571 bits. These multipliers are directly mapped using ABC [80] without any optimization.
The largest circuit includes more than 1.6 million gates. This is also the number of polynomial equations and the number of rewriting iterations (see Section III). The results generated by the tool, presented in [91] are shown in columns 3 and 4. We performed four different series of experiments, with a different number of threads, \( T=5, 10, 20, \) and 30. The runtime results are shown in columns 6 to 8 and memory usage in column 9. The timeout limit (TO) was set to 12 hours and memory limit (MO) to 32 GB. The experimental results show that our approach provides on average 26.2\( \times \), 37.8\( \times \), 42.7\( \times \), and 44.3\( \times \) speedup, for \( T = 5, 10, 20, \) and 30 threads, respectively. Our approach can verify the multipliers up to 571 bit-wide multipliers in 1.5 hours, while that of [91] fails after 12 hours.

Note that the reported memory usage of our approach is the maximum memory usage per thread. This means that our tool experiences maximum memory usage with all \( T \) threads running in the process; in this case, the memory usage is \( T \cdot Mem \). This is why the 571-bit Mastrovito multipliers could be successfully verified with \( T = 5 \) and 10, but failed with \( T = 20 \) and 30 threads. For example, the peak memory usage of 571-bit Mastrovito multiplier with \( T = 20 \) is \( 2.6 \times 20 = 52 \) GB, which exceeds the available memory limit.

We also tested Montgomery multipliers with bit-width varying from 32 to 283 bits. These experiments are different than those in [91]. In our work, we first flatten the Montgomery multipliers before applying our verification technique. That is, we assume that only the positions of the primary inputs and outputs are known, without the knowledge of the internal structure or clear boundaries of the blocks inside the design. The results are shown in Table 7.2. For 32- to 163-bit Montgomery multipliers, our approach provides on average a 9.2\( \times \), 15.9\( \times \), 16.6\( \times \), and 17.4\( \times \) speedup, for \( T = 5, 10, 20, \) and 30, respectively. Notice that [91] cannot verify the flattened Montgomery multipliers larger than 233 bits in 12 hours.
One observation is that extracting polynomials expressions of Montgomery multipliers require more time than Mastrovito multipliers. The main reason causing the difference is the architecture of the multipliers. Mastrovito multipliers are directly implemented based on the multiplication structure, i.e., the partial product generator following by XOR-tree structures for modular arithmetic. Since the algebraic model of XOR is the simplest model (linear model) in GF arithmetic, the size of the polynomial expressions of rewriting of this architecture is small. In contrast, Montgomery multiplier will first transform the two integer inputs into Montgomery forms. The modular arithmetic is then applied on these two Montgomery forms. Note that the polynomial expressions of Montgomery forms are much larger than partial products, which increase the size of intermediate expressions.

### 7.5.1.1 Design and Verification cost depend on $P(x)$

In Table 7.2, we observe that CPU runtime for verifying a 163-bit multiplier is greater than that of a 233-bit multiplier. This is because the computation complexity depends not only on the bit-width of the multiplier, but also on the irreducible polynomial $P(x)$.

We illustrate this using two GF($2^4$) multiplications implemented using two different irreducible polynomials (refer to Figure 7.1). We can see that when $P(x)_{1}=x^4 + x^3 + 1$, the longest logic paths for $z_3$ and $z_0$, include ten and seven products that need to be generated using XORs, respectively. However, when $P(x)_{2}=x^4 + x + 1$, the two longest paths, $z_1$ and $z_2$, have only seven and six products. This means that the GF($2^4$) multiplication requires 9 XOR operations using $P_1(x)$ and requires 6 XOR operations using $P_2(x)$. In other words, the gate-level implementation of the multiplier implemented using $P_1(x)$ has more gates compared to $P_2(x)$. In conclusion, we can see that irreducible polynomial $P(x)$ has significant impact on both design cost and the verification time of the GF($2^m$) multipliers.
7.5.1.2 Runtime vs. Memory of Parallelism

In this section, we discuss the tradeoff of runtime and memory usage of our parallel approach to Galois Field multiplier verification. The plots in Figure 7.8 show how the average runtime and memory usage change with a different number of threads. The vertical axis on the left is CPU runtime (in seconds), and on the right is memory usage (MB). The horizontal axis represents the number of threads $T$, ranging from 5 to 30. The runtime is significantly improved for $T$ ranging from 5 and 15. However, there is not much speedup when $T$ is greater than 20, most likely due to the memory management synchronization overhead between the threads. Based on the experiments of Mastrovito multipliers (Table 7.1), our approach is limited by the memory usage when the size of the multiplier and $T$ are large. In our work, $T = 20$ seems to be the best choice. Obviously, $T$ varies between the platforms depending on the number of cores and the memory.

In addition to analyze the runtime complexity of our rewriting algorithm, an analysis using single thread (i.e. $T=1$) is shown in Figure 7.9. The y-axis shows the runtime of extracting the polynomial expressions, and x-axis indicates the size of the Mastrovitor Multipliers. The result shows that the runtime complexities using different $T$ are almost the same.
7.5.1.3 Effect of synthesis on verification of GF($2^m$) multipliers

We conclude that highly bit-optimized integer arithmetic circuits are harder to verify than their original, pre-synthesized netlists [125]. This is because the efficiency of the rewriting technique relies on the amount of cancellations between the different terms of the polynomial, and the cancellations strongly depend on the order in which signals are rewritten. A good ordering of signals is difficult to be achieved in highly bit-optimized circuits.

To see the effect of synthesis on parallel verification of GF circuits, we applied our approach to post-synthesized Galois field multipliers with operands up to 409 bits (571-bit multipliers could not be synthesized in a reasonable time). We synthesized Mastrovito and Montgomery multipliers using ABC tool [80]. We repeatedly used the commands resyn2 and dch\(^2\) until ABC could not reduce the number of levels or the number of nodes anymore. The synthesized multipliers were mapped using a 14nm technology library. The verification experiments shown in Table 7.3 are performed by our tool with $T = 20$ threads. Our tool was able to verify both 409-bit Mastrovito and Montgomery multipliers within just 13 minutes. We observe that the Galois field multipliers are much easier to be verified after optimization using our parallel approach. For example, the verification of a 283-bit Montgomery multiplier takes

\[2^{\text{dch}}\] is the most efficient bit-optimization function in ABC.
15,300 seconds when $T=20$. After optimization, the runtime was just 169.2 seconds, which is 90x faster than verifying the original implementation. The memory usage is also reduced from 488 MB to 194 MB. In summary, in contrast to verification problems of integer multipliers [125], the bit-level optimization actually reduces the complexity of backward rewriting process. This is because extracting the function of an output bit of a GF multiplier depends only on the logic cone of that bit and does not require logic from other bits to be simplified (see Theorem 3). Hence, the complexity of function extraction is naturally reduced if the logic cone is minimized.

Table 7.3: Runtime and memory usage of synthesized Mastrovito and Montgomery multipliers ($T=20$).

<table>
<thead>
<tr>
<th>Op size</th>
<th>Mastrovito</th>
<th>Montgomery</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Runtime(s)</td>
<td>Mem</td>
</tr>
<tr>
<td>64</td>
<td>4</td>
<td>21 MB</td>
</tr>
<tr>
<td>96</td>
<td>11</td>
<td>44 MB</td>
</tr>
<tr>
<td>128</td>
<td>29</td>
<td>77 MB</td>
</tr>
<tr>
<td>163</td>
<td>62</td>
<td>123 MB</td>
</tr>
<tr>
<td>233</td>
<td>135</td>
<td>201 MB</td>
</tr>
<tr>
<td>283</td>
<td>168</td>
<td>198 MB</td>
</tr>
<tr>
<td>409</td>
<td>776</td>
<td>635 MB</td>
</tr>
</tbody>
</table>

7.5.2 Reverse Engineering of GF($2^m$) Multipliers

The reverse engineering technique presented in this chapter was implemented in the framework described in Section IV in C++. It reverse engineers bit-blasted GF($2^m$) multipliers by analyzing the algebraic expressions of each element using the approach presented in Section III. The program was tested on a number of gate-level GF($2^m$) multipliers with different irreducible polynomials, including Montgomery multipliers and Mastrovito multipliers. The multiplier generator is taken from [70], takes the bit-width and the irreducible polynomial as inputs and generates the multipliers in equation or BLIF format. The experimental results show that our technique can successfully reverse engineer various of GF($2^m$) multipliers, regardless of the GF($2^m$) algorithm and the irreducible polynomials. The experiments were conducted on the PC with Intel(R) Xeon CPU E5-2420 v2 2.20 GHz ×12 with 32 GB
memory. The number of threads is set to 16 for all the reverse engineering evaluations in this section. This is dictated by the fact that T=16 gives most promising performance (runtime) and scalability (memory usage) on our platform, based on the analysis presented in Section V-A (Figure 7.8).

Table 7.4: Results of reverse engineering synthesized and technology mapped Mastrovito and Montgomery multipliers.

<table>
<thead>
<tr>
<th>m</th>
<th>P(x)</th>
<th>Mastrovito-syn</th>
<th>Montgomery-syn</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Runtime(s)</td>
<td>Mem</td>
<td>Runtime(s)</td>
</tr>
<tr>
<td>64</td>
<td>$x^{64}+x^{21}+x^{19}+x^4+1$</td>
<td>13</td>
<td>25 MB</td>
</tr>
<tr>
<td>163</td>
<td>$x^{163}+x^{80}+x^{47}+x^9+1$</td>
<td>69</td>
<td>508 MB</td>
</tr>
<tr>
<td>233</td>
<td>$x^{233}+x^{74}+1$</td>
<td>152</td>
<td>1.2 GB</td>
</tr>
<tr>
<td>409</td>
<td>$x^{409}+x^{87}+1$</td>
<td>825</td>
<td>6.5 GB</td>
</tr>
</tbody>
</table>

Our program takes the netlist/equations of the GF($2^m$) implementations, and the number of threads as input. Hence, the users can adjust the parallel efforts depending on the limitation of the machines. In this work, all results are performed in 16 threads. Typical designs that require reverse engineering are those that have been bit-optimized and mapped using a standard-cell library. Hence, we apply our technique to the bit-optimized Mastrovito and Montgomery multipliers (Table 7.4). For the purpose of our experiments, the multipliers are optimized and mapped using ABC [80]. Compared to the runtime of verifying synthesized multipliers (Table 7.3), the runtime spent on analyzing the extracted expressions for reverse engineering is less than 10% of extraction process. This is because most computations of reverse engineering approach are those for extracting the algebraic expressions, as presented in Section V-A. Table 7.3.

This approach is further evaluated using four Mastrovito multipliers implemented with four irreducible polynomials in the same field GF($2^{233}$). Those polynomials are obtained from [102]. The results are shown in Figure 7.10 and those multipliers are optimized using ABC synthesis. We can see that the multipliers implemented with trinomial $P(x)$ are much easier to be reverse engineered than pentanomial $P(x)$. 
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This is because the multipliers implemented with pentanomial $P(x)$ contain much more gates, and have longer critical path, since the reduction over pentanomial requires much more XOR operations. The runtime between different trinomials or pentanomials are almost the same. Comparing the design efficiency between the two trinomials, the efficient trinomial irreducible polynomial, $x^m+x^a+1$, mostly satisfies $m-a>m/2$. The results of area and critical path delay after logic synthesis and technology mapping with 14nm technology library are shown in Figure 7.11. It shows that the area and delay of the Mastrovito multiplier implemented with $P(x)=x^{233}+x^{74}+1$ are 5.7% and 7.4% less than $P(x)=x^{233}+x^{159}+1$.

Figure 7.10: Result of reverse engineering $GF(2^{233})$ Mastrovito multipliers that are implemented using different $P(x)$.

Figure 7.11: Evaluation of the design cost using $GF(2^{233})$ Mastrovito multipliers with irreducible polynomials $x^{233}+x^{159}+1$ and $x^{233}+x^{74}+1$.

7.6 Conclusion

This Chapter presents a parallel approach to verification and reverse engineering of gate-level Galois Field multipliers using computer algebraic methods. It introduces a parallel rewriting method that can efficiently extract polynomial expressions of Galois
Field multipliers. We demonstrate that, compared to the best existing algorithms, our approach tested on $T=30$ threads, provides average $44\times$ and $17\times$ speedup for verification of Montgomery and Mastrovito multipliers, respectively.

Based on the proposed parallel rewriting technique, we presented a novel approach that reverse engineers the gate-level Galois Field multipliers, in which the irreducible polynomial, as well as the bit position of the inputs and outputs are unknown. We show that our approach can efficiently reverse engineer the Galois Field multipliers implemented using different irreducible polynomials. Future work will focus on formal verification of prime field arithmetic circuits and complex cryptography circuits.
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