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ABSTRACT

MODELING THE ABUNDANCE AND DISTRIBUTIONS OF TERRESTRIAL PLANTS THROUGH SPACE AND TIME

SEPTEMBER 2018

CAROLINE A. CURTIS, B.S., BRIDGEWATER STATE UNIVERSITY

M.S., FORT HAYS STATE UNIVERSITY

Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Bethany A. Bradley

The question of why species live where they do is a fundamental concept in ecology. If we can determine how biotic and abiotic factors control patterns of species presence and abundance, we can better manage populations facing threats. Anthropogenically-driven changes such as climate- and land-use change threaten ecosystems and species over regional to global scales. Therefore, there is a need to understand how species ranges will respond to these changes over large spatial and temporal extents. The need to quantify responses is even more pressing in the context of invasive species, which have the potential to exacerbate the negative processes affecting native ecosystems. I sought to address several questions related to species distributions and gain a better understanding of what determines where a species occurs.

Models of species presence are useful for identifying the spatial extent of climatically suitable habitat. However, presence-based models cannot be used to draw inferences about the abundance of the species and, therefore, cannot inform impact risk. I modeled presence and abundance of two widespread invasive plants (red brome (*Bromus rubens*) and African mustard (*Brassica tournefortii*)) in the southwest U.S.
under current and projected future climatic conditions. Suitability for *B. rubens* presence and high abundance are projected to expand by up to 65% and 64%, respectively, whereas suitability for *B. tournefortii* presence and high abundance expand by up to 29% and 28%, respectively. These results highlight the possibility of increased invasion pressure in the future.

Many tools have been developed for addressing questions associated with patterns of species occurrences. Among them are species distribution models (SDMs) which relate spatial or temporal occurrence data with environmental factors thought to determine a species’ location. Large, pre-existing data sets are commonly used in SDMs, although it is often assumed that expert-based climatic tolerance data will better reflect a species’ physiological constraints. This assumption had only been tested for few species and at local scales. To gain a general understanding of how well different data sets capture species climate niches, I compared climatic ranges derived from herbarium data to those from expert-based data for over 1,800 terrestrial plant species. Our results show that distribution records from herbaria provide more robust estimates of climatic tolerance, especially for widespread forbs and grasses.

Models of percent cover present a unique opportunity to make better informed management decisions and improve conservation prioritization. Big sagebrush (*Artemisia tridentata*) characterizes shrublands of the intermountain western U.S. and provides habitat for many obligate species. However, sagebrush is threatened by several forms of global change, including invasive species, land cover change, and climate change. Previous models of sagebrush focused on presence-only models which do not allow for inference about habitat quality. Therefore, we leveraged unique spatial percent
cover datasets to model potential sagebrush cover under current and future climate in the western U.S. We then used potential sagebrush cover to estimate habitat for five sagebrush-obligate species. Our results suggest that the potential future distributions of sagebrush obligate species will vary markedly. The pygmy rabbit (Brachylagus idahoensis), which has the highest percent sagebrush requirements, is projected to lose up to 91% of currently suitable habitat. In contrast, the Brewer’s sparrow (Spizella breweri), which has the lowest sagebrush percent cover requirements, is projected to gain up to 26% of additional sagebrush habitat. These results identify regions most likely to support sagebrush and sagebrush obligate species in the context of climate change and can, therefore be used to quantify risks to species populations within their ranges.

Throughout the southern hemisphere, Pinus species are used in large plantations and, in many cases, have spread into the surrounding landscape and established invasive populations. In remote areas of southern Chile, the extent of plantations and invasion is unknown, although the threat of non-native populations is well documented. To address questions about the spatial extent and configuration of non-native pines in this region, we classified a Landsat image using coefficients from a time series model and used that classified image to quantify landscape patterns. Most invasive pine patches occur at low slopes and mid-range elevation, share boundaries with native forest patches, and occur within 500 m of other pine patches. These results suggest that: 1) areas with high relief and high or low elevation might be less prone to invasion; 2) invasion risk might be lower than assumed given the prevalence of invasion-resistant native forest; and 3) the landscape should be monitored for new invasion sites stemming from isolated pine patches.
My research spans study systems and geographic locations but addresses the central theme of defining the factors that control species distribution and abundance. My findings highlight the significance of modeling percent cover for quantifying impact risk or habitat suitability, the importance of understanding how model parameterization influences results, and the extension of using model results to understand landscape-scale patterns and processes.
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CHAPTER 1

CLIMATE CHANGE MAY ALTER BOTH ESTABLISHMENT AND HIGH ABUNDANCE OF RED BROME AND AFRICAN MUSTARD IN THE SEMIARID SOUTHWEST UNITED STATES

Authors

Caroline A. Curtis¹ and Bethany A. Bradley²

Abstract

Nonnative, invasive plants are becoming increasingly widespread and abundant throughout the southwestern United States, leading to altered fire regimes and negative effects on native plant communities. Models of potential invasion are pertinent tools for informing regional management. However, most modeling studies have relied on occurrence data, which predict the potential for nonnative establishment only and can overestimate potential risk. We compiled locations of presence and high abundance for two problematic, invasive plants across the southwestern United States: red brome (Bromus rubens) and African mustard (Brassica tournefortii). Using an ensemble of five climate projections and two types of distribution model (MaxEnt and Bioclim), we modeled current and future climatic suitability for establishment of both species. We also used point locations of abundant infestations to model current and future climatic suitability for abundance (i.e., impact niche) of both species. Because interpretations of future ensemble models depend on the threshold used to delineate climatically suitable

¹Graduate Program in Organismic and Evolutionary Biology, University of Massachusetts Amherst, Amherst, Massachusetts 01003
²Department of Environmental Conservation, University of Massachusetts Amherst, Amherst, Massachusetts 01003
from unsuitable areas, we applied a low threshold (1 model of 10) and a high threshold (6 or more models of 10). Using the more-conservative high threshold, suitability for *B. rubens* presence expands by 12%, but high abundance contracts by 42%, whereas suitability for *B. tournefortii* presence and high abundance contract by 34% and 56%, respectively. Based on the low threshold (worst-case scenario), suitability for *B. rubens* presence and high abundance are projected to expand by 65% and 64%, respectively, whereas suitability for *B. tournefortii* presence and high abundance expand by 29% and 28%, respectively. The difference between results obtained from the high and low thresholds is indicative of the variability in climate models for this region but can serve as indicators of best- and worst-case scenarios.

**Management Implications**

In the arid and semiarid regions of the southwestern United States, two nonnative, invasive plant species, red brome (*Bromus rubens*) and African mustard (*Brassica tournefortii*) occur at varying levels of abundance. Within the study region (i.e., the area from which presence and high abundance data were collected), bioclimate envelope models (BEMs) indicate current widespread climatic suitability for the presence of both species. However, central and northwest Arizona, southern Nevada, and Baja California, Mexico, are currently most climatically suitable for high abundance of *B. rubens*. Hot, dry regions of southern California are currently most climatically suitable for high abundance of *B. tournefortii*. Based on a high threshold (6 or more of 10 models project suitability), climatic suitability is projected to increase only for *B. rubens* presence (+12%), whereas climatic suitability for *B. tournefortii* presence could decrease (-34%). Similarly, climatic suitability for high abundance of *B. rubens* (-42%) and *B. tournefortii*
(-56%) could also decrease. For *B. tournefortii*, areas of contraction (i.e., projected loss of climatic suitability) appear in southern Arizona and California, and in Baja California and Sonora, Mexico. For high abundance of *B. rubens*, contraction is projected to occur along the southern edges of climatically suitable area, primarily in Arizona and Nevada. Climatic suitability for *B. tournefortii* is projected to contract mainly in western Nevada, southeastern California, and Baja California, Mexico. Based on an ensemble of future models and a low threshold (any 1 of 10 models projects suitability), climatic suitability for the presence of *B. rubens* and *B. tournefortii* could increase by up to 65% and 29%, respectively, by 2050. Climatic suitability for high abundance of *B. rubens* could expand northward into Nevada and Utah by up to 64%, indicating that these areas might be at an elevated risk for impact from this species in the future. Area suitable for *B. tournefortii* high abundance could expand by up to 28% by 2050 with slight increases in suitable area projected in southern Nevada, California, and Arizona. Efforts to minimize the impact of *B. rubens* and *B. tournefortii* would be more effective if focused on the areas identified as suitable for high abundance (rather than suitable for presence only) and likely to maintain or expand climatic habitat according to multiple projections.

**Introduction**

The spread of nonnative, invasive plants can alter landscapes and degrade native ecosystem function (Mack et al. 2000). An invasive plant colonizes or is introduced to a novel location, establishes a self-sustaining population, and spreads into surrounding, uncolonized ecosystems (Lockwood et al. 2013; Richardson et al. 2000). Invasive plants can decrease species richness of native plants and animals (Vitousek et al. 1996), alter nutrient availability (Ehrenfeld 2003), and contribute to changes in disturbance regimes.
(Brooks et al. 2004). The recent, unprecedented increases in global temperature and changes in precipitation regimes predicted to occur during this century (Stocker et al. 2013) are likely to create novel environmental conditions and may increase opportunities for invasion by nonnative plant species (Bradley et al. 2010; Dukes and Mooney 1999). Spatially explicit invasion risk assessments (Peters and Lodge 2013; Rouget et al. 2002) could improve management by targeting high-risk areas for monitoring and control.

The greatest potential damage to an ecosystem occurs not only where a nonnative species can establish but also where it can spread and become abundant (Parker et al. 1999). Populations of species occur at varying levels of abundance across landscapes, influenced by biotic and abiotic conditions (Brown 1995). Areas where invasive plants reach high abundance have the greatest probability of detrimental ecosystem effects (Brooks et al. 2004; Parker et al. 1999). For example, in the arid and semiarid ecosystems that characterize the southwestern United States, isolated occurrences of invasive annual grasses, such as red brome (*Bromus rubens*), are unlikely to cause significant damage. However, high abundance of these plants can reduce native plant biomass (Brooks 2000) and increase fire frequency (Balch et al. 2013) because of continuous cover of fine fuels (Brooks 1999; D’Antonio and Vitousek 1992). Forecasting invasive plant abundance will increase our ability to manage regional invasions in a changing climate by identifying emerging areas of high risk for monitoring and control.

Bioclimatic envelope models (BEMs) have become an increasingly common tool for quantifying the relationship between occurrences of a species and regional-scale climate conditions. BEMs are used to estimate the geographic range of climatic
suitability and to understand how that range might shift as climate changes. However, although abundance is arguably more important for prioritizing management, most BEM studies have modeled suitability for invasive plant presence only because of the scarcity of abundance information across broad regions (see for examples Bradley 2013). Unfortunately, models based on invasive plant presence vastly overestimate potential abundance and associated impact (Bradley 2013).

Previous studies have argued that modeling the “impact niche” (Leibold 1995) or “damage niche” (McDonald et al. 2009) associated with locations of high abundance gives more realistic information about environmental effects than does modeling occurrences alone. For example, McDonald et al. (2009) used surveys of weed experts to identify states where cropping systems were highly affected by velvetleaf (Abutilon theophrasti) or johnsongrass (Sorghum halepense) and modeled the impact niche under current and future climate, based on these high-impact locations. Similarly, Bradley (2013) used surveys of invasive plant managers to identify locations with high invasive plant abundance to model the impact niche. In the absence of regional, continuous cover data (which are exceedingly rare for any species), point locations of high abundance can be used to model climatic conditions that describe the impact niche (Bradley 2013; Estes et al. 2013; McDonald et al. 2009), a subset of the total potential range.

Here, we used BEMs to project the current and potential future distributions of two of the most common and problematic, invasive species in the southwestern United States: *B. rubens* and African mustard (*Brassica tournefortii*). *Bromus rubens* is an invasive, annual grass, native to southern Europe, which was first recorded in the United States in the 1880s (Salo 2005). High abundance of *B. rubens* is most likely to occur
following average or above-average winter rainfall (Brooks 2000). When growing in high abundance, *B. rubens* is able to dominate available water and nitrogen (Brooks 2000) and reduce native plant biomass (Brooks 2000; Salo 2005).

*B. rubens* is an annual forb, native to the semiarid and arid regions of northern Africa and to the Mediterranean regions of southern Europe, and was first collected in the United States in 1927 (Minnich and Sanders 2000). *Brassica tournefortii* produces prolific seeds that germinate when conditions are favorable (Bangle et al. 2008). Following periods of high precipitation, *B. tournefortii* populations reach higher abundances than they do in years with low or average precipitation (Minnich and Sanders 2000). *B. tournefortii* seeds germinate earlier than seeds of native species, and plants can grow and monopolize resources before native species emerge (Minnich and Sanders 2000).

Invasion of both *B. rubens* and *B. tournefortii* is a concern because of alteration to regional fire cycles. Historically, large-scale fires in the desert regions of the southwestern United States were infrequent because of the scarcity of fine fuels and the patchy native vegetation cover (Brooks and Pyke 2001). The addition of nonnative annuals increases aboveground biomass and the continuity of fine fuels among native plants (Brooks 1999). Invasions of alien species that produce prolific biomass lead to a “grass–fire cycle” that has been identified in many ecosystems globally (Brooks et al. 2004; D’Antonio and Vitousek 1992). In areas in which they reach high abundances, *B. rubens* and *B. tournefortii* have the potential to increase fire frequency.

BEMs based on all locations of species presence and BEMs based on the subset of high abundance points were created to separately model suitability for presence and
suitability for high abundance. We applied the two BEMs to future climate-change scenarios based on five climate models to test how invasive species presence and high abundance are projected to change by 2050. Relative to current climate, we also identified locations of expanded risk (climatic suitability) of presence and high abundance.

**Materials and Methods**

**Presence and High Abundance Data**

Presence data for *B. rubens* and *B. tournefortii* were compiled from regional data sets (CalFlora; http://www.calflora.org/ and Cal-IPC http://www.cal-ipc.org/), surveys by managers with the Bureau of Land Management and the Mojave Desert Network Parks, records from local and regional biologists, and herbaria. These existing datasets were supplemented with two field surveys focused on roadsides only in southern Nevada, southern California, and Arizona (Appendix A). For both species, some abundance data were available from land managers and herbarium records as values of percent cover and from field surveys as qualitative descriptions of relative abundance at each site. Abundance data tended to be collected within more-restricted areas where each species is problematic and, therefore, are likely representative of climatic conditions in heavily invaded landscapes.

We transformed these data into two groups for each species: presence and high abundance. We classified locations as high abundance if the species had at least 10% cover, if the area was described qualitatively as having continuous ground cover (categorical rank data), or if the target species was observed in abundance (percent cover or rank data) beyond the road corridor. We included all available presence data,
including points with high abundance, in the presence data sets. Records for both species were restricted to the southwestern United States (i.e., the region from which *B. rubens* and *B. tournefortii* are problematic invaders). Therefore, we limited the extents of our study regions using a convex hull around the presence locations of each species. Absence data comparable in extent to the presence/high-abundance data were not available for either species. To remove duplicate entries and reduce sampling bias, we resampled each of the four data sets to include only one point per 2.5 arcmin climate-grid cell (see below). If more than one point within a grid cell had abundance data, we assumed that the grid cell was climatically suitable for the highest level of abundance, and the maximum abundance value was retained.

Even if comprehensively collected, invasive species distribution data might still underestimate climatic suitability because the species has not yet spread to the full range it could potentially invade (Araújo and Pearson 2005). High abundance points might further underestimate climatic suitability for abundance because species are less abundant following dry growing season conditions (Abatzoglou and Kolden 2011). Nonetheless, numerous studies have used an envelope-modeling approach to estimate potential range for invasive plants with the assumption that the distribution data reasonably approximate the climatic space in which the species could establish or become abundant (see for examples, Bradley 2013). The data compiled for this analysis extend across broad climatic gradients of the southwest region and, therefore, encompass a high proportion of available climate space, making this analysis consistent with other envelope-modeling studies. However, incomplete data could still lead to an underestimation of potential range for presence, high abundance, or both. Our results are also limited by the spatial
extent of our models. To improve model performance, we limited the models to the area enclosed by the presence locations of each species. It is possible that current or future climatic suitability could extend beyond these boundaries and allow the distributions of *B. rubens* and *B. tournefortii* to expand further than what we have shown. Therefore, these and all envelope models should be interpreted as having fairly high confidence that areas modeled at risk are indeed at risk, but lower confidence that areas modeled as not at risk are indeed not.

**Climate Data**

We obtained data representing global current and projected future climate from WorldClim (http://www.worldclim.org/) as interpolated climate surface layers of mean monthly temperature and precipitation at 2.5-min spatial resolution. Current climate data for the period of 1950 to 2000 are available through WordClim as interpolated layers of monthly averages of mean, minimum, and maximum monthly temperature and mean monthly precipitation (Hijmans et al. 2005).

We used future climate projections from five atmosphere–ocean general circulation models (AOGCMs) from the Fifth Intergovernmental Panel on Climate Change (IPCC) report that were downscaled using the WorldClim 1.4 current climate data as a baseline (Hijmans et al. 2005). We chose climate-model projections based on those that predicted Pacific Northwest temperature and precipitation with the lowest error (Rupp et al. 2013). We assumed that this accuracy also held for the southwest because no comparable assessment for the southwest region is currently available. We selected AOGCMs based on their performance as assessed by Rupp et al. (2013) and availability of relative concentration pathways (RCPs) in WorldClim. In the Fifth IPCC assessment
report, RCPs replace the previously used emissions scenarios (Nakicenovic and Swart 2000). We included AOGCM projections based on RCP4.5 and RCP8.5. RCP4.5 is the “medium-low” pathway in the Fifth IPCC report and is characterized by a stabilization of radiative forcing at 4.2 W m\(^{-2}\) by 2100, which corresponds to atmospheric CO\(_2\) concentrations of 650 ppmv. RCP8.5 is the “high” pathway and projects a stabilization of radiative forcing at 8.3 W m\(^{-2}\) by 2100, which corresponds to atmospheric CO\(_2\) concentrations of 900 ppmv (Stocker et al. 2013). Climate projections were based on five AOGCMs from the following modeling groups: National Center of Atmospheric Research, National Centre of Meteorological Research, Met Office Hadley Center, Atmosphere and Ocean Research Institute, National Institute for Environmental Studies, and Japan Agency for Marine-Earth Science and Technology, and Norwegian Climate Center.

We used four climate-variable predictors derived from the climate data: mean monthly temperature for the coldest (January) and warmest (July) months of the year and accumulated precipitation for two quarters (March, April, May; and June, July, August). Precipitation for the winter quarter (December, January, February) and fall quarter (September, October, November) were not included because they were highly correlated with other precipitation predictors within the study region and were the least important precipitation variables in MaxEnt models. These predictors were selected to encompass climatic conditions that likely influence both native and invasive species growth and reproduction. The timing and relative importance of climatic conditions that facilitate B. tournefortii growth are largely untested. B. rubens is thought to be limited by winter temperatures (Bykova and Sage 2012) and fall precipitation (Beatley 1966; Salo 2004).
Both species likely interact with native perennial species that respond to spring and summer (monsoonal) precipitation. By using climate data that covered the range of seasonal climate conditions in the study regions, we allow the model fit to define climate conditions that influence species distribution and high abundance.

**Modeling Presence and Abundance under Current Climate Conditions**

Many techniques for BEM (also referred to as species-distribution modeling, habitat-suitability modeling, or environmental-niche modeling) have been developed. BEMs are used to understand the relationship between the geographic location where species occur and the climatic conditions at those locations (Franklin 2009). A model of suitable climate can then be projected back into geographic space to identify the spatial extents of the potential for invasive plant establishment or abundance. Suitable climate conditions can also be projected spatially based on the geographic distribution of future climate associated with climate change. For *B. rubens* and *B. tournefortii*, we used two BEM methods (MaxEnt and Bioclim) to predict the current and future geographic distributions of presence and high abundance.

We used MaxEnt (Version 3.3.3k), an implementation of maximum entropy modeling (Phillips et al. 2006), to model climatic suitability for the two coverage groups: presence and high abundance. MaxEnt relies on presence-only data, but generates pseudoabsences drawn from the study area to construct probabilistic relationships between climate and species distribution. Pseudoabsence points drawn from too far afield from occurrences can lead to underestimates of climatic habitat, whereas pseudoabsences too close and not distinct from occurrences can lead to overestimates of climatic habitat (VanDerWal et al. 2009). To include climate conditions with enough
difference from occurrences to define suitability, but also where the species’ could plausibly have been introduced, we selected pseudoabsence points in MaxEnt within a convex hull around each species’ occurrences. To account for uneven sampling of occurrence points (Kramer-Schadt et al. 2013), we included a bias file for each of the species based on the presence of National Parks and distance to roads. Each MaxEnt model was evaluated by performing a 10-fold cross-validation (the default setting) to evaluate model fit. MaxEnt creates a different function for each climatic predictor variable related to the suitability of climate conditions for species presence based on data for the locations in which the species has been detected. This process generates a spatial model with continuous values associated with climatic suitability for occurrence. We transformed this continuous model into a binary suitable/unsuitable map based on a threshold value that encompassed 95% of the location points. Using this threshold assumes that the species’ status at almost all of the locations was correctly identified, which is consistent with a goal of broadly characterizing invasion risk.

To reduce potential bias introduced by using a single BEM, we also created Bioclim models of climatic suitability for *B. rubens* and *B. tournefortii*. Bioclim identifies thresholds for each climatic predictor that encompass the distribution data (Busby 1991; Pearson and Dawson 2003). We used ArcGIS 10.1 (ESRI, Redlands, CA 92373) to extract the values of the four climate variables to all the known locations and then calculated climatic limits that encompassed 95% of the distribution data set. This threshold was created by excluding the climate values associated with the upper and lower 2.5% of presence or high abundance points. We calculated Bioclim climatic suitability as areas identified as suitable by all four climate layers. The MaxEnt and
Bioclim results were combined to quantify the spatial extent of climatic suitability in either model.

We evaluated MaxEnt model performance based on the area under the curve (AUC) values, which are widely applied to determine agreement between predicted species distributions and occurrence records (Fielding and Bell 1997; Pearson et al. 2006; Thuiller 2003). AUC values are based on the receiver operating curve (ROC), which plots the rate of true-positive predictions (sensitivity) against false-positive predictions (specificity) with values ranging from 0.5 (no better than random) to 1 (perfect model prediction). For all models, we also calculated true-skill statistic (TSS). TSS (Allouche et al. 2006) provides a measure of the accuracy of presence–absence predictions based on calculations of sensitivity (proportion of true positives) and specificity (proportion of true absences). Values range from +1 to -1, with zero indicating model performance no better than expected by chance. These statistics are typically used to evaluate the accuracy of landcover maps not projected-suitability models. Therefore, TSS values typically used to define good map accuracy are not applicable to suitability modeling because BEM projections aim to model climatic suitability for invasion, not the current distribution of invasive species.

**Modeling Presence and Abundance under Future Climate Conditions**

After establishing the climate conditions suitable for *B. rubens* and *B. tournefortii* based on current climate, we projected those conditions onto future climate models using the same thresholds used to describe current climatic suitability. We repeated this process for the five AOGCM projections.
We created ensemble models of future presence and high abundance of *B. rubens* and *B. tournefortii* by summing all of the binary climatic suitability maps (i.e., those created by MaxEnt and Bioclim for each AOGCM) to create models ranging from zero (unsuitable in all models) to 10 (suitable in all models). Combining models of suitability made with multiple BEMs and AOGCMs (Araújo and New 2007) reduces the effect of any single model or scenario, and the degree of model overlap provides a measure of confidence associated with model agreement. For example, there is less uncertainty about the future climatic suitability for presence or high abundance of areas that are projected to be suitable by a greater number of AOGCMs (greater model agreement). We created separate ensemble models for the two relative concentration pathways.

To identify climatic suitability for invasion by *B. rubens* and *B. tournefortii* in the future, we created maps of range shift that show areas of future expansion, maintenance, and contraction. We simplified this analysis by considering any area projected to have suitable climate conditions currently by either MaxEnt or Bioclim as suitable. We created two sets of range shift maps by applying a low and a high threshold for identifying suitability. The low threshold provided a very liberal interpretation of the data in which areas projected to be suitable by any one of the 10 models in the ensemble were considered suitable. The high threshold provided a more conservative interpretation in which suitable areas had to be projected as suitable by 6 or more of the 10 models in the ensemble. We compared current and future suitability to measure the spatial extent of projected contraction and the maintenance and expansion of invasion risk by 2050 within the study region defined for each species.
Results and Discussion

Distribution Data

The spatial locations of high abundance, low abundance, and presence with unknown abundance are shown in Figure 1-1. At the 2.5 arcminute resolution, we compiled 3,303 occurrences of \textit{B. rubens} and 1,855 occurrences of \textit{B. tournefortii}. Within these datasets, we identified 110 locations of highly abundant \textit{B. rubens} and 218 locations of highly abundant \textit{B. tournefortii}. Further information on the data sources is presented in Appendix A.

Current Climatic Suitability for Invasion

Current climatic suitability for \textit{B. rubens} and \textit{B. tournefortii} presence extends throughout the study region, consistent with known location points (Figure 1-2A). Suitable climate for \textit{B. rubens} high abundance is currently limited to relatively small areas of southern California, Nevada, and Utah and a larger region of central and northwestern Arizona (Figure 1-2B). Suitable climate for \textit{B. tournefortii} high abundance occurs primarily in southern California (Figure 1-2B). Based on the AUC statistic for MaxEnt models and True skill statistics (TSS) for all models, the projected models performed better than expected by random chance (Table 1-1). The smaller suitable range for high abundance (relative to presence) for both species supports previous findings that models of potential establishment overestimate potential impact (Bradley 2013).

Based on the MaxEnt models, different climate conditions influence species presence vs. high abundance. For both \textit{B. rubens} and \textit{B. tournefortii}, temperature was by far the strongest predictor of presence (minimum temperature for \textit{B. rubens} and
maximum temperature for *B. tournefortii*). For *B. rubens* this result suggests that freezing tolerance may limit the species’ survival over winter, which is consistent with experimental studies (Bykova and Sage 2012). For, *B. tournefortii*, this result suggests that the species effectively establishes under hot conditions, which is consistent with its measured heat tolerance (Suazo et al. 2012).

In contrast, minimum temperature and spring precipitation were both strong predictors of abundance for *B. rubens* and summer precipitation was the strongest predictor of abundance for *B. tournefortii*. Both invasive species are likely to better compete against native species (e.g., (Barrows et al. 2009) and have stronger population growth (Beatley 1974, Salo 2004) under wetter conditions. Thus, while temperatures limit the overall range, precipitation may be more influential for invader abundance.

**Future Range Shifts with Climate Change**

Projections of future climatic suitability for *B. rubens* and *B. tournefortii* presence and abundance under the RCP4.5 emissions pathway are shown in Figure 1-2C and D, respectively. The model projections based on RCP4.5 vs. RCP8.5 were similar both in overall magnitude of calculated range shift as well as spatial pattern. For simplicity, we present results from RCP4.5 in the main text and present the same results for RCP8.5 in Appendix B. An analysis of future climate conditions indicates that they are climatically similar to current conditions. That is, we are not extrapolating model fits into novel climate conditions (Appendix C), which would increase uncertainty in model projections if it were the case.

Most models agreed that large areas will be suitable for *B. rubens* presence in the future (Figure 1-2C). Future suitability for *B. rubens* abundance is projected to be
greatest in northwest Arizona, southwest Nevada, and Baja California, Mexico based on ensemble model overlap (Figure 1-2D). Based on the high threshold (six or more models projecting suitability), climatic suitability for *B. rubens* presence could expand by 12% along the northern edge of the currently suitable range (Figure 1-3A; Table 1-2). However, contraction along the southern edge is also predicted, with areas primarily in Arizona becoming unsuitable. Using the more inclusive low threshold (one or more models projecting suitability), climatic suitability for *B. rubens* presence could expand northward up to 65% (Figure 1-3B). In the model projections, northward expansion is primarily driven by warming temperatures, which is consistent with experimentally derived limitations. (Bykova and Sage 2012) show that *B. rubens* is sensitive to freezing temperatures and is not as cold tolerant as the related species *Bromus tectorum*.

High abundance of *B. rubens* based on the high threshold could decrease by 42% (Table 1-2; Figure 1-3C). However, using the more inclusive low threshold, climatic suitability for high abundance could expand northwards by as much as 64% (Figure 1-3D). The large differences in potential future range illustrate uncertainty associated with both differences between BEMs and climate projections as well as the importance of choosing a threshold for delineating suitable from unsuitable. Areas of expansion in southern Nevada, northwestern Arizona, and Baja California, Mexico show the highest model agreement (Figure 1-2). Therefore, these areas might see a shift towards high abundance of *B. rubens* with climate change. Interestingly, *B. rubens* is already present throughout southern Nevada, making it likely that populations will not be limited by propagules and could expand rapidly once climate conditions become suitable.
The future presence model of *B. tournefortii* shows high model agreement in southern California and Nevada, and throughout much of Arizona (Figure 1-2C). Future climatic suitability for *B. tournefortii* is projected by most models to occur in southern California (Figure 1-2D). Based on the high threshold (six or more models projecting suitability), climate conditions suitable for *B. tournefortii* presence are projected to decrease by 34% overall, with areas in southern California, eastern Nevada, and Mexico becoming unsuitable (Table 1-2; Figure 1-3A). Using the more inclusive low threshold (one or more models projecting suitability), climatic suitability for *B. tournefortii* could expand up to 29% (Figure 1-3B).

In contrast, climatic suitability for high abundance of *B. tournefortii* is projected to decrease by 56% (Table 1-2; Figure 1-3C). Using the inclusive low threshold, climatic suitability for high abundance expands by 28% (Figure 1-3D). The difference between these two projections can primarily be attributed to how MaxEnt vs. Bioclim interpret high temperatures for *B. tournefortii* (Appendix D). Bioclim identifies a high temperature threshold, above which conditions become unsuitable, while MaxEnt considers all high temperatures suitable. Although *B. tournefortii* has a broad tolerance for warm temperatures (Suazo et al. 2012), it is not clear whether it is approaching its high temperature limit within its current range. Further experimental analyses are required to enable better interpretation of the model results.

**Suitable Area**

Interpretations of future ensemble models strongly depends on how suitable area is differentiated from unsuitable area. The overall spatial extent of climatic suitability varies depending on the choice of an acceptable threshold for identifying climatic
suitability (Figure 1-4). Areas of high model overlap have lower uncertainty. Despite differences in climate changes projected by these AOGCMs (Rupp et al. 2013), areas of high overlap maintain climatic suitability. For prioritizing management and control efforts, higher overlap is a better bet than lower overlap for identifying the most likely areas with future invasion risk (Figure 1-2). However, even areas with low overlap could still maintain or expand risk if under-sampled distribution data cause models to underpredict climatic suitability. We suggest that locations of expansion, particularly using the high threshold (Figure 1-3A-C) are likely to be at the highest risk, but contraction using the same high threshold may be over-predicted.

**Conclusions**

It is currently unknown whether the impact niche of invasive plants will respond to climate change in a similar direction and magnitude as the overall range. Based on the low threshold of model overlap, climatic suitability for presence and high abundance for *B. rubens* and *B. tournefortii* are projected to shift in a similar magnitude and direction under climate change. However, based on the high threshold of model overlap, climatic suitability for presence and high abundance are projected to vary considerably in magnitude and direction under climate change. Differences between shifts in modeled establishment niche and impact niche between the species highlight the need for considering both presence and high abundance in models of invasion risk. Overall, high abundance of nonnative, invasive plant species threatens native plant species and has the potential to alter ecosystem function (e.g., increased fire threat in areas with high abundance of *B. rubens* and *B. tournefortii*). Given the importance of understanding
where the greatest threat is likely to occur, future analysis of range shifts for invasive plants should include suitability for high abundance where possible.

The relatively sparse amount of abundance data in this study highlights the need for a different focus in field data collection. Presence data are useful, but information on the relative abundance of invasive species, even qualitative information, is more directly related to their potential ecological effects (Bradley 2013; Leibold 1995; McDonald et al. 2009; Parker et al. 1999). Continuous cover data collected across broad climatic or latitudinal gradients would provide the most accurate representation of community composition at each location and would allow for more-comprehensive models of the response of species to climate change. In lieu of time-intensive continuous cover data, qualitative descriptions or cover ranks, such as those used here, can be used for identifying the impact niche of an invasive species.

Current models of the distributions of presence and abundance can be used to guide data collection by identifying areas projected to be climatically suitable but not previously sampled. They can also help to identify those regions with the greatest risk of impact from invasion, assuming that abundance and impact are positively correlated (Parker et al. 1999). Future research is needed to quantify whether and how abundance relates to impact, thereby enabling managers to use regional models to better target management action. Nonetheless, potential for an abundant infestation is likely to be of greater concern than potential for presence only and focusing management in areas with current and future climatic suitability for abundance is a good approach for mitigating future invasions.
Acknowledgments

We thank L. Pelech and L. Zachmann for collecting and compiling distribution data sets. Thanks also to S. Abella, J. Cipra, K. Kain, C. Norman, the National Park Service Mojave Desert Network Inventory & Monitoring Program, the NPS National Vegetation Mapping Program, C. Powell and the California Invasive Plant Council (Cal-IPC) mapping team for contributing additional distribution datasets. This research was supported by the Department of Defense through the Strategic Environmental Research and Development Program (SERDP) grant number RC-1722 and by Cooperative Agreement H8C07080001 between the National Park Service and University of California, Davis.
Tables

Table 1-1. Model validation based on current projections.

Model validation indicates agreement between the projected distribution and observations for each species for the current projections. Statistics were calculated for models based on presence data (P) and high-abundance data (HA). The true skill statistic (TSS) measures the map accuracy of presence–absence predictions and ranges in value from +1 to -1, with +1 indicating perfect model agreement and 0 indicating performance no better than expected by random chance. The area under the receiver operating curve (AUC) measures overall model accuracy and ranges from 0 to 1 with 0.5 indicating no better than random. AUC can only be calculated for models with continuous predictions of suitability (MaxEnt in this case).

<table>
<thead>
<tr>
<th></th>
<th>B. rubens</th>
<th>B. tournefortii</th>
<th>B. rubens</th>
<th>B. tournefortii</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MaxEnt</td>
<td>Bioclim</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSS</td>
<td>P</td>
<td>HA</td>
<td>P</td>
<td>HA</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.76</td>
<td>0.39</td>
<td>0.75</td>
</tr>
<tr>
<td>Mean test AUC</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(st dev)</td>
<td>(0.008)</td>
<td>(0.037)</td>
<td>(0.020)</td>
<td>(0.017)</td>
</tr>
<tr>
<td></td>
<td>0.752</td>
<td>0.914</td>
<td>0.752</td>
<td>0.909</td>
</tr>
<tr>
<td></td>
<td>0.54</td>
<td>0.66</td>
<td>0.56</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td>0.909</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1-2. Projected increases in distribution size (km² x 1000) within the study areas based on the low (one or more model projecting climatic suitability) and high (six or more models projecting climatic suitability) thresholds under future climate conditions for RCP4.5.

<table>
<thead>
<tr>
<th></th>
<th>Low Threshold</th>
<th>High Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area</td>
<td>% Change</td>
</tr>
<tr>
<td>B. rubens</td>
<td>Presence</td>
<td>Current</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Future</td>
</tr>
<tr>
<td></td>
<td>High abundance</td>
<td>Current</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Future</td>
</tr>
<tr>
<td>B. tournefortii</td>
<td>Presence</td>
<td>Current</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Future</td>
</tr>
<tr>
<td></td>
<td>High abundance</td>
<td>Current</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Future</td>
</tr>
</tbody>
</table>
We classified locations as high abundance if the species was recorded as having at least 10% cover, was described as having continuous ground cover, or was observed in abundance beyond the road corridor. Points are shown as low abundance if they do not meet these criteria but have some description of abundance associated with them. Points lacking a description of abundance level are considered unknown. At the 2.5 arcminute resolution, we compiled 110 high abundance occurrences for *B. rubens* and 218 for *B. tournefortii*. 243 points were classified as low abundance for *B. rubens* and 565 for *B. tournefortii*. Unknown abundance was found for 2,950 *B. rubens* points and 1,072 *B. tournefortii* points.
Figure 1-2. Species distribution models for *Bromus rubens* and *Brassica tournefortii*.

Point locations indicate where (A) presence and (B) high abundance data were collected. The predicted current climatic suitability for (A) presence and (B) high abundance include the MaxEnt and Bioclim projections and encompass 95% of the original distribution data. Future ensemble models are based on RCP4.5. The future-ensemble models for (C) presence and (D) high abundance were created by combining
the projections of 10 models: two bioclimate envelope models and five Atmosphere–Ocean General Circulation models. Values indicate how many of the 10 models projected climatic suitability.

Figure 1-3. Distribution models showing maintenance, expansion, and contraction of suitable climate under future climate conditions for RCP4.5.

Maintenance indicates that a location was climatically suitable both under current and future climate conditions. Expansion indicates that a location was climatically suitable under future, but not current climatic conditions. Contraction indicates that a
location was climatically suitable under current, but not future climatic conditions. The high-threshold models (A and C) are based on a more conservative view of future climatic suitability, where six or more models must agree for a location to be included as future potential habitat. Low-threshold models (B and D) include all areas where at least one future model indicates suitable habitat.

Figure 1-4. Predicted suitable land area for the target species currently and by 2050 under RCP4.5. Darker gray indicates higher ensemble model overlap.
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PLANT DISTRIBUTION DATA SHOW BROADER CLIMATIC LIMITS THAN EXERT BASED CLIMATIC TOLERANCE ESTIMATES
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Abstract

Although increasingly sophisticated environmental measures are being applied to species distributions models, the focus remains on using climatic data to provide estimates of habitat suitability. Climatic tolerance estimates based on expert knowledge are available for a wide range of plants via the USDA PLANTS database. We aim to test how climatic tolerance inferred from plant distribution records relates to tolerance estimated by experts. Further, we use this information to identify circumstances when species distributions are more likely to approximate climatic tolerance. We compiled expert knowledge estimates of minimum and maximum precipitation and minimum temperature tolerance for over 1800 conservation plant species from the 'plant characteristics' information in the USDA PLANTS database. We derived climatic tolerance from distribution data downloaded from the Global Biodiversity and Information Facility (GBIF) and corresponding climate from WorldClim. We compared expert-derived climatic tolerance to empirical estimates to find the difference between their inferred climate niches (ΔCN), and tested whether ΔCN was influenced by growth
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form or range size. Climate niches calculated from distribution data were significantly broader than expert based tolerance estimates (Mann-Whitney ρ values << 0.001). The average plant could tolerate 24 mm lower minimum precipitation, 14 mm higher maximum precipitation, and 7° C lower minimum temperatures based on distribution data relative to expert-based tolerance estimates. Species with larger ranges had greater ΔCN for minimum precipitation and minimum temperature. For maximum precipitation and minimum temperature, forbs and grasses tended to have larger ΔCN while grasses and trees had larger ΔCN for minimum precipitation. Our results show that distribution data are consistently broader than USDA PLANTS experts' knowledge and likely provide more robust estimates of climatic tolerance, especially for widespread forbs and grasses. These findings suggest that widely available expert-based climatic tolerance estimates underrepresent species' fundamental niche and likely fail to capture the realized niche.

**Introduction**

Understanding the factors that define species niches has long been a central theme in ecology, beginning with Joseph Grinnell's initial description of the niche as an ecological space sufficient for the survival of a single species (Grinnell 1914). Interest in the ecological niche was further developed by G. E. Hutchinson, who refined the niche concept by separating the fundamental niche (the multidimensional environmental conditions in which a population could exist) from the realized niche (the biotic and abiotic conditions in which a species actually does exist) (Hutchinson 1957). In the decades following Hutchinson's statements, there began the development of research focused on modeling species distributions and disentangling the factors that define the
fundamental and realized niches (e.g. Roughgarden 1972, Colwell and Fuentes 1975). Recently, more sophisticated techniques have been applied to defining a species' niche (Soberón 2007) and species distribution models (SDMs) have become increasingly useful tools for identifying a species' habitat, projecting distribution changes in response to climate (Thomas et al. 2004), and mapping habitat areas of importance for biodiversity conservation (Araújo et al. 2004, 2011) and those at risk from environmental threats (Thuiller et al. 2005).

However, SDMs parameterized from species distributions are likely to underestimate climatic tolerance because species are not in climatic equilibrium (i.e., they are not present in all climatically suitable locations (Hutchinson 1957)) and/or distribution data are unevenly collected and reported, thereby underrepresenting the total distribution (Yesson et al. 2007). Some of the earliest works on SDMs highlighted the need to consider species occurrences outside the natural range (Booth et al. 2015). In doing so, SDMs will more closely approximate the fundamental niche, allowing researchers to draw more accurate conclusions about the potential for range shifts in response to climate change. Underestimating the climatic niche, which may be the result of parameterizing models with a subset of a species' range, causes models to miss suitable climatic space under current and future conditions, potentially exaggerating habitat loss and associated risk to species.

Several lines of evidence suggest that species distributions underestimate climatic tolerance. For example, studies comparing niche space in the native and non-native ranges have often shown that non-native occurrences expand the climatic niche (i.e. show a lack of niche conservatism) (Broennimann et al. 2007, Gallagher et al. 2010, Early and
Sax 2014, Li et al. 2014). Other studies have found that regional distributions are heavily influenced by factors other than climate including dispersal barriers (Davis et al. 1998, Svenning and Skov 2004, Bradley et al. 2015, Bosci et al. 2016), introduction history (Strubbe et al. 2013) and biotic interactions (Davis et al. 1998, Torchin et al. 2003, Tingley et al. 2014). Collectively, these influences on species realized niches cause distributions to underestimate climatic tolerance. Therefore, correlative models, which typically rely on climatic tolerance derived from species distributions, might be of limited utility for projecting suitable habitat in future or novel environmental conditions because they lack the causal information that can be derived from functional traits included in mechanistic models (Helmuth et al. 2005).

One potential solution is to avoid the problems inherent in species distribution data by building SDMs based on alternative climatic tolerance data such as experimentally gathered physiological tolerance data (Helmuth 2009, Kearney and Porter 2009, Kearney et al. 2010a, Evans et al. 2015) or expert-based estimates of growth requirements. Spatial models based on physiological tolerance information for a species are more likely to identify the fundamental niche, or all conditions where a species can survive, rather than the smaller realized niche based on where the species currently exists geographically. In one example, Buckley et al. (2010) parameterized spatial models for the eastern fence lizard (*Sceloporus undulatus*) in the USA based on empirically measured foraging energetics, biophysical thresholds, and demography along with downscaled climate data to project suitable habitat under current and future climate conditions. In another example, critical maximum thermal thresholds were measured experimentally for forest-dwelling ant species and used to model response to warming
across a latitudinal gradient (Diamond et al. 2012). The mechanistic approach has also been used to model the dispersal and population growth potential for the invasive cane toad in Australia (Kearney et al. 2008).

However, measuring physiological tolerance limits requires time intensive field- and/or lab-based sampling and, as a result, those data are only available for a few well-studied taxa. Similarly, expert-opinion data are typically limited to crops, ornamental species or those used in conservation and restoration. The USDA PLANTS database provides standardized information primarily designed to support land conservation activities and consists of estimates of climatic tolerance for approximately 2,500 plant species and cultivars in its `characteristics' data. These data are based on expert knowledge rather than experimental manipulations and are, therefore, considered estimates of the range of conditions under which the species can survive. However, given that this database is among the first large-scale compilation of freely available, easily accessible plant climatic tolerance estimates, it provides an appealing alternative to species distribution data. The USDA PLANTS database is also a primary source for some plant traits, including temperature tolerance and precipitation requirement, archived in the TRY database (https://www.try-db.org; (Kattge et al. 2011)). TRY is an important repository for plant trait data which includes over 1,000 traits and 100,000 plant species (Kattge et al. 2011) and reported estimates of climatic tolerance could easily be interpreted as `fundamental' growth requirements. Moreover, climatic tolerance estimates from USDA PLANTS are used to select species for conservation and restoration of ecosystems across the U.S. Thus, it is important to understand how well
these expert-derived climatic tolerances perform in terms of capturing suitable climatic limits relative to species' distributions.

Here, we compare climatic niches inferred from two commonly used data sets: the USDA PLANTS database, and herbarium records from the Global Biodiversity Information Facility (GBIF). Observations available on GBIF represent both species' native distribution as well as records outside of the native range (e.g., accidental movement or purposeful plantings of species). Therefore, these data provide useful insight about species' climatic tolerance. For example, the climatic niche of commercial Eucalypt species was better approximated by integrating global GBIF records with native range data from the Atlas of Living Australia (ALA) (Booth 2014) and the extinction risk for over 7,000 woody plant species was modeled from compiled GBIF, Forest Inventory and Analysis (FIA) and permanent sampling plot data (Zhang et al. 2016). We calculated a comparative niche value (hereafter ΔCN) for each species as the difference between climatic niche defined by expert-based climatic tolerance estimates and those derived from climate conditions associated with distribution data. First, we ask how climatic niches calculated from expert-based climatic tolerance estimates compare to those calculated from distribution data. Second, we ask whether range size influences ΔCN and lastly, we ask whether species growth form influences ΔCN.

**Methods**

**Expert-Based Climatic Tolerance Data**

The USDA PLANTS database provides detailed information about the traits and growth requirements of approximately 2,500 vascular plants in their `characteristics` data. Included in these characteristics data are estimates of species' tolerance to absolute (i.e.
record) minimum temperature (for perennial species and annual species with dominant
growing seasons in fall, winter, and spring), and minimum and maximum precipitation
tolerance (for all species). Climatic tolerance is estimated based on expert knowledge of
historical and current species ranges within the USA and associated historical climate
conditions. We downloaded the characteristics data, including growth form, for all
species for which minimum temperature, and/ or minimum and maximum precipitation
were available and refer to these data hereafter as climatic tolerance estimates.

**Herbarium Records**

We searched the Global Biodiversity Information Facility (GBIF) for all species
with climatic tolerance estimates using the rgbif package for R (Chamberlain et al. 2015)
and downloaded all georeferenced records. Because the climatic tolerance estimates are
based on expert knowledge of tolerance within the USA, we created a USA distribution
dataset by restricting the records for each species to the coterminous USA, Hawaii, and
Alaska (hereafter, USA herbarium). We excluded species with five or fewer records
from the analyses. Taxonomic discrepancies between the USDA PLANTS database and
the GBIF records were resolved using the Integrated Taxonomic Information System
(ITIS, http://www.itis.gov). In cases where a single species was reported by two names
(i.e., one name was identified as a synonym of the other using ITIS), the taxonomy given
by the USDA PLANTS database was retained. Data representing current climate (1950-
2000) were obtained from WorldClim (http://worldclim.org) as interpolated climate
surface layers at 10 arc-minute (approximately 18.5 km at the equator) spatial resolution
(Hijmans et al. 2005) and extracted to herbarium records. WorldClim data were used to
encompass both the coterminous USA as well as Hawaii and Alaska. For each species,
we used the climate data associated with occurrence records to calculate the 95th percentile of minimum temperature and minimum and maximum precipitation. We present the 95th percentile to avoid biasing our calculations due to inaccurate outliers in the distribution dataset, although we also calculated results associated with absolute minimum and maximum values (Appendix E). We calculated range size based on the area within a convex hull surrounding the occurrence records for each species.

**Climate Corrections and Comparisons**

The climatic tolerance estimates are based on extreme values of each climate variable (e.g., absolute minimum temperature) while the WorldClim dataset is based on temporal averages from 1950-2000. In order to make the datasets comparable, we transformed the average values into extreme values based on linear corrections using climate time series available for the US.

Minimum precipitation climatic tolerance estimates are reported as the cumulative annual precipitation that occurs 20% of the time at the driest weather station (i.e. the annual precipitation value corresponding to the 20\textsuperscript{th} percentile over a multi-year period). In the WorldClim dataset, precipitation is recorded as cumulative monthly precipitation averaged over the time period of 1950-2000. We adjusted the WorldClim results to make them more directly comparable to the climatic tolerance estimates of minimum precipitation by calculating climate transformations based on time series of PRISM climate interpolations (Daly et al. 2002). PRISM data are available as time series of monthly precipitation from 1981-2013 for the continental US. We used these time series to calculate the 20\textsuperscript{th} percentile of annual precipitation and compared these data to the
PRISM average annual precipitation using 50,000 random points in the continental US to calculate and apply linear gain and offset corrections.

Maximum precipitation climatic tolerance estimates are reported as the mean annual precipitation at the wettest weather station in the species’ range as defined by expert knowledge. As the two measures are both based on average precipitation, we considered them comparable and did not apply a climate transformation to the WorldClim maximum precipitation results.

Minimum temperature climatic tolerance estimates are reported as either the lowest recorded temperature from the historical range or the lowest January temperature recorded from weather stations within the current range. WorldClim monthly minimum temperature is calculated as the mean monthly temperature minus half of the monthly temperature range (Hijmans et al. 2005). These data are then temporally averaged (1950-2000) to estimate minimum temperature. To adjust the WorldClim results for minimum temperature and make them comparable to the climatic tolerance estimates, we calculated a climate transformation based on time series of weather station climate records (Menne et al. 2012). We compiled a time series (1950-2000) of daily January minimum temperature from over 80 weather stations throughout the USA (Appendix F). From daily temperature data, we calculated the absolute lowest January minimum temperature and the 1950-2000 average January minimum temperature from which the linear gain and offset corrections were calculated and applied to the WorldClim data. We capped the minimum temperature at -60°C, which approximates the coldest temperatures measured in the USA.
Analyses

We used Mann-Whitney-Wilcoxon tests to compare the climate niches derived from the climatic tolerance estimates and the herbarium records. We calculated ΔCN for each species and each of the three climate variables (maximum precipitation, corrected minimum precipitation, and corrected minimum temperature). For consistent visual comparison, ΔCN was calculated for all climate variables such that positive values indicate a broader climatic niche measured from the herbarium data. We used linear regressions to test for a relationship between species range size and the magnitude of ΔCN for each climate variable. We used Kruskal-Wallis tests and post-hoc Kruskal Nemenyi tests to determine if ΔCN varied by growth form.

Results

From the USDA PLANTS database, minimum and maximum precipitation data were available for 2,053 species and minimum temperature data were available for 2,080 species (excluding summer annuals). Forbs/herbs and trees were the most common growth form in the data comprising 28% and 27% of the species, respectively. Grasses (23%) and shrubs (19%) were also well represented while vines represented only 3% of the species in the dataset. Of those species with climatic tolerance estimates for minimum and maximum precipitation, and minimum temperature, six or more GBIF herbarium records within the USA were available for 1,860 and 1,870 species, respectively. Mann-Whitney-Wilcoxon tests showed that the distribution of climatic niches measured from the climatic tolerance estimates and herbarium records are significantly different for minimum precipitation (W = 1991976, ρ -value << 0.001),
minimum temperature ($W = 1993790, \rho\text{-value} \ll 0.001$), and maximum precipitation ($W = 1523031, \rho\text{-value} = 0.04$) (Figure 2-1).

For all climate variables, we measured a broader climate niche from the herbarium records than from the climatic tolerance estimates. Minimum and maximum precipitation values derived from herbarium records were broader (i.e. lower minimum and higher maximum) than climatic tolerance estimates for 71% and 52% of species, respectively (Figure 2-1A and 2-1B). The mean minimum and maximum precipitation values from the herbarium records were 110 mm (median: 72 mm) lower and 24 mm (median: 13 mm) higher than climatic tolerance estimates, respectively. Similarly, 74% of species had lower minimum temperature recorded from the herbarium records than from the climatic tolerance data (Figure 2-1C), with a mean difference of 7° C (median 4.5° C). For only one growth form was this general trend not supported. ΔCN values for maximum precipitation were generally negative for trees, with the climate niche inferred from climatic tolerance estimate larger by an average of 300 mm. When all U.S. distribution data were considered (not just the 95th percentile), the pattern was even more pronounced, with the vast majority of species showing a broader climate niche from herbarium records (Appendix E).

Species range size was significantly positively related to ΔCN for minimum precipitation (df = 1779, $\rho\text{-value} \ll 0.001$; Figure 2-2A) and minimum temperature (df = 1783, $\rho\text{-value} \ll 0.001$; Figure 2-2B). In other words, for species with larger ranges, there was a greater difference between the two datasets (with herbarium records consistently broader) than for species with smaller ranges. Although there was a slight
positive trend between range size and ΔCN for maximum precipitation, the trend was not significant (df = 1779, ρ-value = 0.606, Figure 2-2C).

We found that ΔCN differed by growth form for minimum precipitation (KW X2 = 79, df = 4, ρ << 0.001), maximum precipitation (KW X2 = 35, df = 4, ρ << 0.001), and minimum temperature (KW X2 = 133, df = 4, ρ << 0.001) (Figure 2-3A-C). Because of the small number of vine species, we excluded vines from the growth form analyses. Grasses and/or forbs tended to have the broadest range size as well as the largest ΔCN values, with herbarium records consistently broader than climatic tolerance estimates. In contrast, trees and shrubs tended to have narrower ranges and smaller (although still positive) ΔCN values. In only one case was this general trend not supported. ΔCN values for maximum precipitation were negative for trees, with the climate niche inferred from climatic tolerance estimates larger by an average of 300 mm.

We also found that range size differed by growth form (KW X2 = 79, df = 4, ρ-value << 0.001) (Figure 2-3D).

**Discussion**

Understanding the extent to which commonly used data sources approximate species' fundamental niche is an important step toward creating realistic predictions of suitable habitat. Distribution data are likely to underestimate the fundamental niche because species ranges are not in climatic equilibrium (Hutchinson 1957). Distributions are limited not only by climate conditions, but also by dispersal barriers, introduction history and biotic interactions (e.g. Strubbe et al. 2013, Early and Sax 2014, Tingley et al. 2014, Bradley et al. 2015). These concerns have prompted proposals to use alternative estimates of climatic tolerance in lieu of distribution data when parameterizing spatial
models (Kearney and Porter 2009, Cuddington et al. 2013, Evans et al. 2015), assuming that expert knowledge or lab-based measurements will provide a broader approximation of climatic tolerance. However, our results show that distribution data in the US describe a consistently broader climatic niche than climatic tolerance estimates available for over 1800 plants (Figure 2-1).

Distribution data suggest a broader climatic tolerance for all three of the climate variables tested and the magnitude of the difference was substantial. Distribution data suggest that the average plant can withstand an extreme minimum temperature 7° C lower than estimated by experts. These records also infer lower drought tolerance (20th percentile of annual precipitation) of 24 mm. Moreover, these results are based on a conservative approach of using the 95th percentile of minimum and maximum precipitation and minimum temperature for each species. The results are even more pronounced (15° C lower minimum temperature, 250 mm lower drought tolerance) if we use a less conservative approach and include all distribution data in the analyses (Appendix E).

The one exception to this trend is ΔCN measured for maximum precipitation among tree species. One possible explanation for this inconsistent result is that, for a few species with distributions in areas of high precipitation, an extreme value of maximum precipitation was reported in the USDA PLANTS characteristics. For example, white mangrove (*Laguncularia racemosa*) has a maximum precipitation ΔCN value of -1,082 (expert estimate: 2,337 mm; distribution data: 1,255 mm). It is possible that experts over-estimate maximum precipitation for species located near strong precipitation gradients. For most species, our results suggest that plant distribution data are likely to
produce a comparable or broader estimate of climatic habitat than currently available climatic tolerance estimates.

Although we find that herbarium records produce broader estimates of climatic tolerance, this does not necessarily suggest that distribution data are doing a good job of approximating the climate niche for most species. Instead, the differences between the two datasets may result from poor climatic estimates in both datasets. Currently, there are few repositories for climatic tolerance data and limited information available due to the difficulty of experimentally deriving tolerance across many species, particularly for some long-lived plants. Climate conditions experienced by species is also likely to be influenced by local topography and land cover (Latimer and Zuckerberg 2016), which cannot be effectively captured at coarser spatial resolutions such as the one used in this analysis. Moreover, climatic tolerances vary across species distributions as a result of local adaptation and provenance variations, making it all the more challenging to identify tolerance limits (Chown and Gaston 2016). Our findings suggest that the USDA PLANTS characteristics data underestimate climatic tolerance for the majority of species. Where these data are associated with the TRY database (Kattge et al. 2011), the same result is likely to be true. Alternatively, discrepancies between the data sets might be due to the biases inherent in their collection. Herbarium records tend to reflect species range edges, be skewed toward populations of rare species, and be biased toward populations that are convenient to sample (e.g., close to trails or roads) (Daru et al. 2017).

Conversely, because the expert-based climatic tolerance estimates are used for conservation and restoration planning, they might be representative of the average climate conditions in areas where the plant has the highest likelihood of thriving. These
findings are important both for biogeographers interested in the niche as well as land managers involved in conservation and restoration projects, which rely on climatic tolerance data (see Brown et al. 2008 for examples). In order to produce more robust estimates of climatic tolerance, and to better infer how well distribution data approximate fundamental tolerance limits, more physiological data based on experimental manipulations are needed.

Species with larger range sizes had increasingly broader climatic tolerance estimates derived from distribution data (Figure 2-2). The linear regression models showed that for all climate variables, there was a positive relationship between range size and ΔCN values, although this relationship was not significant for maximum precipitation. This increasing disparity between the two datasets suggests that climatic tolerance inferred from species with small ranges is likely to underestimate the climatic niche more severely than widespread species. This result may be partially due to errors associated with modeling species with few occurrence points (Wisz et al. 2008). For species with a small number of occurrence records, SDMs tend to produce locally accurate models of suitable climate space but perform poorly at projecting outside the range of sampled conditions (Hernandez et al. 2006, Pearson et al. 2007). Several recent studies have also highlighted the importance of range size when considering how well distribution data approximate climatic tolerance. For example, species with larger ranges were less likely to show a climatic niche expansion when introduced outside their native ranges (Early and Sax 2014, Li et al. 2014, Bosci et al. 2016). Similarly, species with larger ranges were more likely to fill in available habitat at range margins (Sunday et al. 2016).
Our results support these findings, suggesting that distribution data are more apt to produce robust estimates of climatic tolerance when species have large ranges.

Our comparison of ΔCN values between plant growth forms suggests that distribution data for different taxonomic groups have unequal climatic niche filling (Figure 2-3A-C). Previous studies suggest that niche filling might differ between groups. (Araújo and Pearson 2005) found a higher degree of niche filling among European vascular plants relative to reptile and amphibian species. In contrast, the mean range filling was found to be less than 40% for 55 native European tree species indicating that distributions were likely heavily influenced by non-climatic factors such as dispersal constraints (Svenning and Skov 2004). Our results suggest that distribution data for forbs and grasses generally encompass a broader climatic niche than distribution data for shrubs and trees.

However, a broader climatic niche for widespread forbs and grasses may not be generalizable across all plants. Shorter generation times might enable faster dispersal and greater niche filling amongst grasses and forbs relative to shrubs and trees. The species included in the USDA PLANTS database are planted throughout the USA for specific conservation or restoration needs (USDA NRCS 2018). For example, the database is used in support of the Natural Resources Conservation Service (NRCS) Plant Materials Program, which selects conservation plant species and implements planting protocols for ecoregions in the USA (USDA NRCS 2018). As a result, the broader climatic niches associated with forbs and grasses may be partially due to human introduction rather than to natural dispersal ability. Differences between the datasets could also occur if experts report an approximation of the average climate space (i.e., the climate space in which a
species will thrive in conservation/restoration projects), while herbarium records are more likely to include rare specimens which could lead to exaggerated climate niches relative to the core distribution.

For narrow range species in particular, combining distribution data with climatic tolerance information will likely improve model projections. However, we caution the biogeography community that climatic tolerance estimates available through USDA PLANTS or TRY (Kattge et al. 2011) should not necessarily be interpreted as `truth'. The expert-based estimates evaluated here appear overly conservative, but even experimentally derived tolerance is influenced by variation within populations (Valladares et al. 2014) and often differs across species ranges (Molina-Montenegro and Naya 2012, Chown and Gaston 2016). The combination of both distribution and climatic tolerance estimates is more likely than strictly correlative models to approximate a species' fundamental niche, thereby improving projections of suitable habitat under novel combinations of climatic conditions (Dormann et al. 2012). A combined approach also allows the modeler to identify areas of higher confidence within the projection (e.g., where the models overlap) and areas where the predictor variables failed to capture the factors limiting the species' distribution (e.g., where models differ (Kearney et al. 2010b, Ceia-Hasse et al. 2014). For example, species-specific temperature tolerance data were combined with distribution data to model macroalgae survival (Martínez et al. 2014) and the geographic responses of UK butterflies to climate change (Buckley et al. 2011). Similarly, variation in climatic factors generalized to a single widespread tree species were used to parameterize a hybrid model for six tree species in the Pacific Northwest USA (Coops et al. 2009).
Spatial models are powerful tools for understanding how species are likely to respond to global change, and independent climatic tolerance data are increasingly used to improve estimates derived from distribution data. Biogeographers recognize the need to develop more integrated, mechanistic models but the cost of developing mechanistic models precludes their use for large numbers of species. For the majority of the plants we evaluated, distribution data suggest a broader climatic tolerance than expert-based climate tolerance estimates. For widespread species in particular, distribution data produce a better approximation of climatic tolerance.
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Figure 2-1. Frequency distributions of comparative niche values (ΔCN).

For all climate variables, herbarium records from GBIF tend to estimate broader climatic niches than climatic tolerance estimates. Histogram values to the right of zero (solid line) indicate species with broader climatic niches from herbarium records. The dashed line indicates the median ΔCN. Scatterplots show the raw values of climatic
tolerance derived from expert-estimates vs. herbarium records. Colored points differentiate species' primary growth forms (red = Forb, blue = Grass, green = Shrub, purple = Tree, orange = Vine). Points below the 1:1 line for minimum precipitation and minimum temperature and above the 1:1 line for maximum precipitation have broader niches described by herbarium records.
Herbarium records estimate an increasingly broader climatic tolerance relative to expert-based climate tolerance (ΔCN) as range size increases. A significant positive relationship was found for minimum precipitation and minimum temperature. The trend was similar, although not significant, for maximum precipitation. ΔCN values for
maximum precipitation were truncated at -3,000 for ease of interpretation. Colored points differentiate species' primary growth forms (red = Forb, blue = Grass, green = Shrub, purple = Tree, orange = Vine).

Figure 2-3. Difference between calculated climate niche (ΔCN) varies by growth form. ΔCN was primarily positive (distribution data suggested a broader tolerance than expert-based climate tolerance), but differed by growth form for all climate variables, suggesting that the effectiveness of distribution data for identifying the climatic niche might vary with growth form. Plant growth forms had significantly different average ΔCN values for minimum precipitation, maximum precipitation and minimum temperature. Average range size also differed by growth form for all data.
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PROJECTING ABUNDANCE UNDER A CHANGING CLIMATE IMPROVES CONSERVATION PRIORITIZATION - A CASE STUDY WITH SAGEBRUSH
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Abstract

Big sagebrush (Artemisia tridentata) characterizes shrublands of the intermountain western U.S. and provides habitat for many obligate species. However, sagebrush is threatened by several forms of global change, including invasive species, land cover change, and climate change. To characterize risks to sagebrush and sagebrush obligate species, several studies have projected the presence of sagebrush under current and future climate scenarios. However, populations of sagebrush and sagebrush obligate species are influenced more by the abundance of sagebrush than presence alone. Therefore, conservation prioritization would be better informed by spatial models that project change in sagebrush cover. Here, we leveraged unique spatial percent cover datasets to model potential sagebrush cover under current and future climate in the western U.S. We compiled 9,515 field surveys of vegetation percent cover collected between 1999-2016 across the floristic provinces of sagebrush and shrub-steppe. We used Random Forest regression to predict sagebrush cover based on bioclimatic predictor variables and topography under current and future conditions. We used potential
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sagebrush cover to estimate habitat for five sagebrush-obligate species. The random forest model explained 36% of the variance in sagebrush percent cover. Consistent with previous research, projections with high model agreement show a decline in sagebrush cover over 53% of the study region and a strong decrease in climatic conditions suitable for high sagebrush cover. However, percent cover analysis suggests that the potential future distributions of sagebrush obligate species will vary markedly. The pygmy rabbit (*Brachylagus idahoensis*), which has the highest percent sagebrush requirements, is projected to lose up to 91% of currently suitable habitat. In contrast, the Brewer’s sparrow (*Spizella breweri*), which has the lowest sagebrush percent cover requirements, is projected to gain up to 26% of additional sagebrush habitat. These results can guide conservation efforts by identifying regions and climate conditions most likely to support sagebrush and sagebrush obligate species in the context of climate change. Projections of abundance provide important inference about risks to species populations within their ranges.

**Introduction**

Species distribution models have been developed for many taxa to project how the ranges of species could respond to the unprecedented changes occurring as a result of climate change (Iverson and Prasad 1998, Perry et al. 2005, La Sorte and Thompson 2007, Moritz et al. 2008, Tingley et al. 2009). The goal of species distribution models (SDMs) is to quantify the relationship between a species and its environment in order to identify spatial changes in habitat as environmental conditions change. However, because the most readily available species distribution datasets measure presence only, corresponding SDMs typically focus on modeling the probability of species occurrence
(e.g., Elith et al. 2006, Elith and Leathwick 2007). While occurrence models identify climatic conditions suitable for an individual to establish, they do not provide insight into abundance, nor can they project population growth or decline within the range margins that remain stable. Quantifying abundance is critical for many ecological questions. Spatial variation in abundance provides insight into the physiological constraints of species and interspecies competition and can be used to monitor ecosystem health and identify suitable habitat (Brown et al. 1995).

Because of the importance of abundance for understanding landscape to regional populations, several studies have tested whether models based on widely-available occurrence data can serve as a proxy for projections of abundance. However, the results of these studies are equivocal. For example, Pearce and Ferrier (2001) developed models predicting environmental suitability based on presence and absence of 44 species of plants, but environmental suitability was significantly correlated to observed abundance in only 12 species. Similarly, Filz et al. (2013) found a significant correlation between modeled probability of species occurrence and observed abundance for only seven of the 61 butterfly species they tested. In contrast, VanDerWal et al. (2009) found a positive relationship between environmental suitability derived from occurrence data and abundance for 84% of the 69 vertebrates they tested. A recent meta-analysis of 30 studies found a significant, positive correlation between probability of occurrence and observed abundance (Weber et al. 2017). However, Weber et al. (2017) focused on studies that included absence information in observations of abundance. Pearce and Ferrier (2001) showed that, while relationships between probability of occurrence and abundance were significant when absences were included, the relationships were poor or
non-significant when absences were excluded. In other words, suitability models based on occurrence can effectively differentiate between presence and absence but cannot differentiate between levels of abundance if a species is present. Thus, we cannot assume that suitability models based on occurrence data alone are an effective proxy for species abundance.

Understanding abundance is an important aspect of sagebrush conservation as it allows us to make inferences regarding the likelihood of future stability or decline of sagebrush populations. The sagebrush ecosystem now covers only 50% (30-40 million hectares; (Knick 1999, Wisdom et al. 2005, Davies et al. 2011)) of its original extent in the arid and semi-arid land in western North America and Canada. Threats to the sagebrush ecosystem include shortened fire return interval (Whisenant 1990, Balch et al. 2013), invasive plants (Whisenant 1990, Nielsen et al. 2011, Bradley et al. 2017), oil and gas development (Holloran 2005, Thomson et al. 2005), and climate change (Chambers and Pellant 2008, Bradley 2010, Still and Richardson 2015). Changes to the sagebrush ecosystem alter vegetation community structure as well as populations of those species that rely on sagebrush for all or part of their lifecycle. Many of these sagebrush-obligate species are listed as “Species of Greatest Conservation Need” (Benson 2016) because of the imminent threat of sagebrush habitat loss.

Sagebrush obligate species have a range of habitat needs associated with sagebrush cover. For ground-dwelling and/or burrowing species, tall, dense shrub cover provides safety from predators and secluded burrow entrance points (Green and Flinders 1980, Mullican and Keller 1987). For example, pygmy rabbits have been shown to occupy sites with significantly greater sagebrush cover and height than in surrounding
patches (Green and Flinders 1980, Gabler et al. 2001). As a result, pygmy rabbits and sagebrush voles are thought to prefer relatively high percent cover of sagebrush (Mullican and Keller 1986, Keinath and Mcgee 2004, Reeder and Reeder 2005). Similarly, birds may select nesting habitat based on features that provide cover from predators, available supportive substrate for nest size, and the thermal environment within sagebrush foliage (Rich 1980, Petersen and Best 1985a, b). However, sagebrush-obligate birds such as the sage sparrow and sage thrasher are thought to occupy a wider range of sagebrush cover than ground-dwelling animals (Holmes and Altman 2012). Thus, sagebrush cover is an important consideration for conservation of sagebrush-obligate species.

Because of the importance of sagebrush ecosystems coupled with its rapid decline, a number of studies have investigated its distribution and abundance at landscape scales. At the landscape scale, studies have focused on modeling shrub cover through time, primarily using data derived from satellite imagery. For example, a study in Wyoming integrated presence data collected in situ and remote sensing data with resolutions of 2.4 m (Quickbird), 30 m (Landsat), and 56 m (AWiFS) to quantify shrub cover (Homer et al. 2012). Another multi-sensor study combined high resolution hyperspectral data with LiDAR data to characterize sagebrush stand distribution and structure (Mundt et al. 2006). While these studies provide important insight about the current distribution of sagebrush, they do not extend to the regional scale, nor do they consider potential changes in sagebrush cover associated with climate change.

At the regional scale, studies have focused on modeling presence-only or presence/absence data to predict areas with suitable climate habitat under current and
future conditions to inform conservation (Meinke et al. 2009, Still and Richardson 2015) and quantify risks from global change (Bradley 2010). Distribution models include empirical analyses (Meinke et al. 2009, Bradley 2010, Still and Richardson 2015) as well as more mechanistic models. For example, Schlaepfer et al. (2012) incorporated ecohydrological variables into distribution models to understand how hydrological changes could alter sagebrush distribution. Other studies have combined correlative models and mechanistic models to predict the impact of changing community structure on future sagebrush distribution (Nielson et al. 2005) and sagebrush climate sensitivity (Renwick et al. 2018). However, to date, no studies have used percent cover data to model sagebrush cover on a regional scale.

Here, we present a first regional model of sagebrush percent cover based on climate conditions and forecast change in sagebrush cover by 2100. We also present case studies showing how continuous cover data are essential for informing habitat projections of sagebrush-obligate species. Projections of future sagebrush cover can be used to identify areas with the potential to support sagebrush-obligate species long-term and, therefore, might be of high conservation priority.

**Methods**

**Study System**

Our study focused on the western US and encompassed approximately 1 million km$^2$, including the Great Basin, Wyoming Basin, and Columbia Plateau which account for 70% of the current sagebrush distribution (Wisdom et al. 2005). We restricted the analysis to the spatial extents of those regions in the intermountain west that have the
highest concentrations of sagebrush delineated by the *Floristic Provinces of Sagebrush and Associated Shrub-steppe Habitats in Western North America* (Meinke 2004).

**Species Data**

We compiled big sagebrush (*Artemisia tridentata*) percent cover data from the Bureau of Land Management (BLM), the Nevada Department of Wildlife (NDOW), and the Utah Division of Wildlife Resources (UDWR). Percent cover was recorded from 3 x 50 m line transects radiating from a central point (BLM, NDOW) or from 5 x 100 ft line transects (UDWR). These plot data were resampled to identify maximum percent cover within a 1 km cell size, which is comparable to the interpolated climate data used (30-arc seconds; [Thornton et al. 1997](#)). We chose to use maximum percent cover values to estimate the highest percent cover big sagebrush could achieve given the local climate conditions. However, we also tested the analysis using mean values and found comparable results (Appendix G).

Although there are many subspecies of sagebrush present in the western US, we modeled sagebrush cover at the species level. A species level analysis was necessary because only the UDWR dataset contained percent cover at the subspecies level. Furthermore, the natural history reports used to define obligate species' habitat preferences either did not specify preferred subspecies or reported that more than one subspecies of big sagebrush species was used. Therefore, we assume that each of the common subspecies of sagebrush in the Great Basin could provide equally good habitat.

Hundreds of species rely on the sagebrush ecosystem to some extent, but far fewer can be considered sagebrush obligates (depending entirely on the sagebrush ecosystem for all or part of their life-cycle). We chose to focus on the latter category as
they are the most likely to be affected by changes in sagebrush cover. We reviewed literature to compile a list of species that qualified as sagebrush obligates (Rowland et al. 2006, 2011). For those species, percent cover requirements were compiled by reviewing literature including field studies, natural history reports, and reports from surveys conducted by federal agencies.

**Predictor Layers**

To predict regional sagebrush cover, we created sets of 19 bioclimatic variables based on Daymet climate interpolations (Thornton et al. 1997) for current (1980-2014) and future (2070-2099) time periods using the biovars function in the R dismo package (Hijmans et al. 2014). Rather than focusing on monthly or annual averaged climate, bioclimatic variables aim for greater biological relevance and include variables such as precipitation seasonality (coefficient of variation) and precipitation of warmest quarter. Future climate projections vary depending on the modeling group and emissions scenario. We used an ensemble of five Atmosphere-Ocean General Circulation Models (AOGCMs) and two Representative Concentration Pathways (emissions scenarios) to encompass likely future climate conditions. The models were selected based on their ability to capture the range of uncertainty in future climate projections in the western US (see Renwick et al. 2018 for details on model selection). Emissions scenario RCP4.5 assumes that peak emissions will occur before 2050 followed by a decline, resulting in a modeled mean increase of 1.8° C by 2100 (IPCC 2103). RCP8.5 assumes a continuous rise in emissions throughout the 21st century, resulting in a modeled mean temperature increase of 3.7° C (IPCC 2103). In the main text, we present the results for RCP4.5, with results from RCP8.5 in Appendix H. In addition to the bioclimatic variables, we included
topographic data which were derived from the Shuttle Radar Topography Mission (SRTM) digital elevation model (DEM) and resampled to the same 1 km spatial resolution as the climate data.

**Analysis**

We modeled sagebrush percent cover using Random Forest regression (randomForest package in R; (Liaw and Wiener 2002)). Random Forest is an ensemble modeling approach which relies on a random bootstrap resampling of predictor data to create hundreds of regression trees. In this case, the response variable (sagebrush percent cover) was predicted based on values of the bioclimate variables and topographic data at the corresponding location. For each tree in the random forest (500 in our model), two-thirds of the data are randomly sampled and used for training with the remaining one-third retained for model testing. Three randomly selected predictor variables were drawn for use in each split of the tree. The best regression tree is then calculated for that unique set of randomly drawn percent cover data and predictor variables. The final prediction of percent cover is determined by a vote-counting process over all 500 trees. For each tree, the “Out-of-bag” (OOB) error estimates are calculated and can then be aggregated over all trees to determine both variable importance and model performance. Although the out-of-bag error estimates are robust, we also created an independent validation by withholding a random one-third of the response data to measure correlation between the observed and predicted values. Because the model randomly selects a set of predictor variables to use in each tree, Random Forest has low sensitivity to predictor variable auto-correlation. Nevertheless, we tested model performance to determine the optimal number and most important predictor variables. We selected the most important
predictor variables from the 20 available by using the Random Forest Cross-Validation for feature selection (rfcv) function in the randomForest package for R (Liaw and Wiener 2002). Random forest regression model predictions are the mean of the distribution of percent cover estimates from the 500 trees. Modeled percent cover values therefore tend to underestimate high values and overestimate low values. Therefore, we calculated a second regression model based on the training data and the predicted percent cover values. The gain and offset from this regression model was applied to the original output for all current and future models.

To calculate habitat suitability, we used the sagebrush cover models to create binary suitability maps based on the range of published cover values for each obligate species. For both current and future models, we excluded non-vegetated areas (salt flats and water bodies) based on the Landfire Version 1.13 classification (Rollins 2009, LANDFIRE 2014). We then created future ensemble maps by summing the binary maps for all five climate models under each emissions scenario. We used a threshold of four models to differentiate areas of high and low confidence in our model results. Pixels with four or five models predicting suitable habitat can be interpreted as suitable with high confidence. Pixels with one or more models predicting suitable habitat can be interpreted as suitable with lower confidence. Pixels with zero models predicting suitable habitat were interpreted as unsuitable. To calculate the influence of climate change on sagebrush cover across the study area, we averaged projected sagebrush cover from all five AOGCMs. We compared mean projected future cover to modeled current cover to estimate the magnitude and extents of change in sagebrush cover.
Results

After spatially aggregating the sagebrush data to a 1 km grid, the number of field observations was reduced from 13,196 to 9,515 points (Figure 3-1) which ranged from 0 to 73% cover (median = 2.7%). One-third of these points reflected sagebrush absence (i.e., 0% cover) and the majority of the data measured sagebrush cover of less than 50% (only 22 points were greater than 50%). We identified five species (three bird species and two mammal species) with sufficient information about sagebrush percent cover requirements to model regional habitat suitability (Table 3-1).

We retained 10 predictor variables with the highest importance for the random forest models based on the random forest cross-validation (Table 3-2). Most of the selected variables pertain to precipitation. This is consistent with previous studies of temperature and precipitation in the intermountain west, which suggest that plants in semiarid systems are vulnerable to changes in precipitation (Reynolds et al. 1999, Weltzin et al. 2003).

Based on the out-of-bag estimate, the random forest model explained 36% of the variance in sagebrush percent cover. An independent test withholding one-third of the dataset for testing showed a similar result, with an R² of 0.325 (Figure 3-2). Within the sagebrush floristic region (Figure 3-1), the Random Forest model projects that 69% of land area could currently support between 1-15% sagebrush cover, with 21% potentially supporting greater than 15% sagebrush cover (Figure 3-3) and the remaining 10% unsuitable for sagebrush. Although the model projections for future sagebrush extents highlight a loss (i.e. pixels projected to have at least 5% cover currently and declined to less than 5% percent cover under future climate) of only 51,601 km² (4.7% of the study
region) of sagebrush, the models suggest a marked decline in sagebrush percent cover throughout the range (Figure 3-4). Under future climate conditions, 94% of land area is projected to support between 1-15% cover, with the bulk of the increase in the 6-10% cover range. Only 6% of land area is projected to support greater than 15% sagebrush cover under future climate change (Figure 3-3). Among future projections, there were few areas where all five models projected zero percent cover. Therefore, after averaging the five future models, less than one percent of the study area is projected to be unsuitable (i.e., 0 % cover), but this modeling framework is designed to assess change in cover, not loss of suitability. Importantly, our models project a decrease of sagebrush abundance throughout 38% of the range (Figure 3-4).

Currently, there are over 500,000 km² with climate conditions suitable to support the sagebrush cover required by each of the three obligate birds. In contrast, less than 200,000 km² currently have suitable climate to support adequate sagebrush cover for the pygmy rabbit and the sagebrush vole (Table 3-3; Figure 3-5). Using a low confidence future scenario where a pixel is considered suitable by 2100 if percent cover modeled by any one or more AOGCM was suitable, climatic conditions for suitable sagebrush cover could increase for the bird species (A. nevadensis (37%), O. mantanus (36%), and S. breweri (25%)) but decrease for the mammal species (B. idahoensis (-46%), and L. curtatus (-29%)). Using a high confidence future scenario where a pixel is considered suitable only if percent cover modeled by four or more AOGCMs was suitable, the projections are less optimistic. The high confidence future projections suggest an increase in climatic conditions that would support suitable sagebrush cover for one bird species (S. breweri (11%)), a slight decrease for two bird species (A. nevadensis (-2%),
*O. mantanus* (-3%), and a larger decrease for the two mammal species (*B. idahoensis* (-91%), and *L. curtatus* (-70%)). Although both *B. idahoensis* and *L. curtatus* are projected to lose the majority of their suitable habitat space, there are areas that currently have climate conditions suitable for their sagebrush cover needs that are projected to remain so in the future (e.g., central Colorado; western Wyoming; Figure 3-5D). These areas might represent important refugia from the impacts of climate change.

**Discussion**

Regional projections of the effects of climate change on species distribution tend to focus solely on occurrence. The resulting models forecast shifts in species ranges but are not designed to assess changes in cover or abundance within species ranges. For sagebrush, which dominates vegetated cover in many areas and characterizes habitat for several obligate species, forecasting change in cover is critical for understanding risk. This study provides a first assessment of the effects of climate change on sagebrush cover.

Our models project a substantial loss of sagebrush cover throughout the study region. Southwest Wyoming and Nevada are expected to lose the highest percentage of sagebrush (up to 45%; Figure 3-3 and 3-4). Areas in Colorado, Idaho and Utah are projected to gain the largest percentage of sagebrush, although only up to 20% gain is predicted for any of the study region. Although low plant density is not necessarily linked to decreased population growth (Feldman and Morris 2011), low cover coupled with higher fire frequency could limit sagebrush recovery and increase the likelihood of a shift to an ecosystem dominated by other vegetation types (Young and Evans 1978,
In addition to mapping change, our models can be used to identify potential climate refugia. For example, the pygmy rabbit is projected to have persistent suitable sagebrush cover in western Colorado and Wyoming and southern Idaho (Figure 3-5). These areas could be considered high priority for conservation.

Although our models project a decrease of sagebrush abundance throughout 38% of the range, only 4.7% of the study region shifted from suitable (at least 5% cover) to unsuitable (less than 5% cover) with climate change. In comparison, Still & Richardson (2015) projected a loss of sagebrush presence across 39% of the Great Basin. This discrepancy might be due to the climate predictor variables selected for the two studies. The most important predictors for our percent cover model were largely precipitation driven (Table 3-2). In contrast, the most important predictors in Still & Richardson’s (2015) occurrence model were related to temperature. It is plausible that different types of climate variables influence the presence (establishment) vs. the abundance (population growth) of a given species (Jiménez-Valverde et al. 2009). Despite the differences in goals, our model is consistent with previous studies in suggesting that substantial declines to sagebrush cover are likely with climate change.

Interestingly, despite projections of substantial declines in high sagebrush cover (Figure 3-4), the effects on sagebrush obligate species vary markedly. Species with low minimum sagebrush cover requirement could maintain or even gain habitat if sagebrush cover declines from areas where it was previously dense. Brewer’s sparrow, Sage sparrow, and Sage thrasher all have low minimum requirements (5-10%) and a wide range of suitable habitat cover (Table 3-1). These minimum cover values fall within the most widely projected range of cover values under current and future climate conditions.
(Figure 3-3). Because of the availability of these low sagebrush cover classes, the three bird species are all expected to gain climatically suitable area based on low confidence projections (Table 3-3). Brewer’s sparrow is also expected to gain climatically suitable area based on the high confidence projections (Figure 3-5) while climatically suitable area for sage sparrow and sage thrasher decrease minimally (2% and 3% loss, respectively) (Table 3-3). In contrast, species that are dependent on dense sagebrush cover are projected to lose substantial habitat. The sagebrush vole and pygmy rabbit require at least 17% and 20% sagebrush cover, respectively (Keinath and Mcgee 2004; Reeder and Reeder 2005). Of the areas projected to have adequate sagebrush cover for these species, 70%-91% is projected to be lost under future climate conditions (Table 3-3). According to our models, both the sagebrush vole and the pygmy rabbit will lose climatically suitable area in the future based on either the low confidence models (-29% and -46%, respectively) or high confidence models (-70% and -91%, respectively) (Figure 3-5, Table 3-3). This type of analysis is not feasible with occurrence-based models. Focusing on abundance data and percent cover models allows us to better predict how climate change may impact species habitat.

This work highlights the need for more comprehensive data collection to support landscape or regional modeling of species abundance or cover. Few studies to date have focused on modeling abundance of native plants. Demographic-based models could provide the detail needed to model abundance. In one such case, abundance of a native Pinus species relative to climate change was projected using a demographic model (García-Callejas et al. 2016). However, these models require intensive sampling of the species physiology and environmental requirements and, therefore, might be prohibitive
at large spatial scales. Instead, spatial models like the one presented here can be used to estimate relationships between abundance and environmental conditions and project change at regional scales, provided large-scale survey data are available. State and regional vegetation surveys, like the ones used in this study, are critical for advancing spatial analyses of species abundance.

Although our analysis focused on percent cover requirements of sagebrush obligate species derived from natural history reports (Table 3-1), many factors affect species habitat, including landscape characteristics (e.g., sagebrush connectivity), other environmental conditions (e.g., soil, topography, and climate), and anthropogenic land use (e.g., Leu et al. 2008). As a result, habitat projections for these species based on sagebrush cover (Table 3-3) are likely to be further constrained.

Our model explained 36% of the variation in regional sagebrush cover. This finding is consistent with other models of regional abundance. For example, Kulhanek et al. (2011) had success modeling carp abundance based on occurrence for lakes within the same state in which data were collected with 73% of the variation abundance explained. However, their ability to explain variation in abundance dropped to 32% when the models were extrapolated to a neighboring state. Regional models of invasive cheatgrass (*Bromus tectorum*) cover explained 24% and 34% of variation in cheatgrass cover (Peterson 2006, Bradley et al. 2017). Our model’s explanatory power is consistent with these models of regional abundance. However, the modest correlation values add uncertainty to projections of cover under current and future climates. It is likely that some of this uncertainty stems from extrapolation of plot surveys as representative of cover within a 1 km² pixel. It is also likely that landscape-scale characteristics and
anthropogenic land use, which were not included in our model, also influence observed sagebrush cover.

Although sagebrush growth is strongly influenced by climate (Epstein et al. 2002, Lauenroth and Bradford 2006, Schlaepfer et al. 2012), climate alone does not determine percent cover. At landscape to local scales, disturbances such as oil and gas development (Walston et al. 2009), roads and housing development (Gaines et al. 2003, Leu et al. 2008), and livestock management (Knapp 1996) can decrease sagebrush cover. Sagebrush cover is also strongly influenced by invasive cheatgrass cover, which increases fire return intervals and reduces sagebrush cover (Whisenant 1990, Brooks and Pyke 2001, Balch et al. 2013, Bradley et al. 2017). Adding predictor variables at multiple scales (e.g., Bradley 2010) may improve future models of sagebrush cover and habitat for sagebrush obligate species.

In this study, we used an ensemble of five climate projections. Taken separately, variation between the five AOGCMs caused the upper threshold of mean sagebrush percent cover projections to range from 28% to 39%. By averaging across five climate models, we reduced the effect of variability associated with any one AOGCM. Similarly, a multi-model approach in which more than one model is used to predict current and future distributions can be used to create projections with higher confidence. Renwick et al. (2018) used a multi-model approach to evaluate the climate sensitivity of big sagebrush and found that biogeographic models can overestimate risk of range expansion or contraction because they generally do not include fine-scale variables which contribute to a species’ local distribution. However, Renwick et al. (2018) also suggest that sagebrush is likely to decline at warmer sites, but increase at cooler sites. Our spatial
projections are consistent with this finding, suggesting an increase in sagebrush cover only at higher elevation margins of its current range (Figure 3-4). Nonetheless, Renwick et al. (2018) recommend the use of both multiple climate projections as well as multiple modeling approaches for forecasting change spatially. Our results therefore provide an important first step for regional analyses of sagebrush abundance.

**Conclusions**

Sagebrush ecosystems and sagebrush obligate species are under threat from a variety of forms of anthropogenic global change. Previous studies based on occurrence data have projected marked contractions of the sagebrush range. This study suggests that even areas likely to maintain the presence of sagebrush will likely experience declines in sagebrush cover due to climate change. These declines in cover could have very different implications for sagebrush obligate species, with obligates dependent on higher sagebrush cover the most vulnerable.
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### Table 3-1. List of sagebrush-obligate species and reported sagebrush cover requirements.

<table>
<thead>
<tr>
<th>Species</th>
<th>Required % cover</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brewer’s Sparrow (<em>Spizella breweri</em>)</td>
<td>5-35</td>
<td>(Holmes and Altman 2012)</td>
</tr>
<tr>
<td>Sage Sparrow (<em>Artemisiospiza nevadensis</em>)</td>
<td>10-35</td>
<td>(Holmes and Altman 2012)</td>
</tr>
<tr>
<td>Sage Thrasher (<em>Oreoscopites montanus</em>)</td>
<td>10-40</td>
<td>(Holmes and Altman 2012)</td>
</tr>
<tr>
<td>Sagebrush Vole (<em>Lemmiscus curtatus</em>)</td>
<td>17-29</td>
<td>(Reeder and Reeder 2005)</td>
</tr>
<tr>
<td>Pygmy Rabbit (<em>Brachylagus idahoensis</em>)</td>
<td>20-46</td>
<td>(Keinath and Mcgee 2004)</td>
</tr>
</tbody>
</table>
Table 3-2. Selected predictor variables used in the random forest models (1 is highest importance based on the Random Forest model).

<table>
<thead>
<tr>
<th>Importance</th>
<th>Predictor Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Precipitation Seasonality</td>
</tr>
<tr>
<td>2</td>
<td>Elevation (DEM)</td>
</tr>
<tr>
<td>3</td>
<td>Precipitation of Warmest Quarter</td>
</tr>
<tr>
<td>4</td>
<td>Precipitation of Coldest Quarter</td>
</tr>
<tr>
<td>5</td>
<td>Mean Temperature of Wettest Quarter</td>
</tr>
<tr>
<td>6</td>
<td>Min Temperature of Coldest Month</td>
</tr>
<tr>
<td>7</td>
<td>Precipitation of Driest Quarter</td>
</tr>
<tr>
<td>8</td>
<td>Precipitation of Wettest Month</td>
</tr>
<tr>
<td>9</td>
<td>Precipitation of Driest Month</td>
</tr>
<tr>
<td>10</td>
<td>Precipitation of Wettest Quarter</td>
</tr>
</tbody>
</table>
Table 3-3. With climate change, habitat for sagebrush obligate species varies from a gain or little change for the three birds, to a large decline for the two mammals.

Projections are based on RCP 4.5 and maximum sagebrush cover per pixel. ‘Low confidence’ includes all pixels with climate projected to support suitable sagebrush cover from any one or more of the five AOGCMs. ‘High confidence’ includes just those pixels where four or five AOGCMs projected that climate was suitable for the required sagebrush cover. Future models include less than 1 km$^2$ of area predicted to have greater than 35% sagebrush. Therefore, *A. nevadensis* and *O. montanus*, which have the similar sagebrush requirements (10-35% and 10-40%, respectively), are predicted to have the same amount of future suitable area. Slight differences in percent change are due to different predicted current suitable area.

<table>
<thead>
<tr>
<th>Species</th>
<th>Current</th>
<th>Low Confidence Future (% change)</th>
<th>High Confidence Future (% change)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>S. breweri</em></td>
<td>766,542</td>
<td>955,182 (+25%)</td>
<td>851,515 (+11%)</td>
</tr>
<tr>
<td><em>A. nevadensis</em></td>
<td>521,904</td>
<td>712,793 (+37%)</td>
<td>508,974 (-2%)</td>
</tr>
<tr>
<td><em>O. montanus</em></td>
<td>522,790</td>
<td>712,794 (+36%)</td>
<td>508,974 (-3%)</td>
</tr>
<tr>
<td><em>L. curtatus</em></td>
<td>181,486</td>
<td>129,744 (-29%)</td>
<td>54,499 (-70%)</td>
</tr>
<tr>
<td><em>B. idahoensis</em></td>
<td>102,721</td>
<td>55,083 (-46%)</td>
<td>9,329 (-91%)</td>
</tr>
</tbody>
</table>
Figures

Figure 3-1. Distribution of sagebrush percent cover data within the Floristic Provinces of Sagebrush and Associated Shrub-steppe Habitats in Western North America (black line; Meinke 2004). Darker points have higher maximum sagebrush cover.

Figure 3-2. An independent validation of the Random Forest model shows a significant relationship between predicted and observed cover ($R^2 = 0.325; p << 0.001$). The model was trained with two-thirds of the data and the remaining one-third were used to test the projected sagebrush percent cover.
Figure 3-3. A histogram of current and projected future percent cover of sagebrush suggests a marked decline in higher percent cover classes.

Percent cover changes were calculated by comparing current predicted cover to future predicted cover based on the average model output from all five AOGCMs. Averaging the five model projections substantially reduces zeroes and high percent cover values, nonetheless there is a clear shift towards lower sagebrush percent cover.

Figure 3-4. Projected changes in percent cover per pixel of sagebrush throughout the sagebrush floristic region.

Sagebrush is projected to decline over 38% of the study area and portions of central Nevada and southwest Wyoming could lose up to 45 percent cover. Sagebrush
cover is projected to increase over 53% of the study area. Cover gains are smaller than losses, but some portions of Colorado and Utah could gain up to 20 percent cover.

Figure 3-5. Current (A, B) and future (C, D) projected suitable climate for adequate sagebrush cover for the species with the largest (Brewer’s sparrow (*Spizella breweri*)) and smallest (Pygmy rabbit (*Brachylagus idahoensis*)) modeled current habitat.
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Abstract
The spread of non-native conifers into areas naturally dominated by other vegetation types is a growing problem in South America. This process results in a landscape transformation as the conifers suppress native vegetation and leads to altered water and nutrient availability and reduced biodiversity. Previous research highlights the broad spatial extents of this land cover change in parts of Chile. However, in Southern Chile, the extent of plantations and the landscape characteristics associated with plantations and ongoing pine invasions are poorly understood. Here, we characterized pine land cover within two overlapping Landsat scenes (World Reference System 2 Path 231/Row 092 and Path 232/Row 092; \(\sim 58,000 \text{ km}^2\)) in Southern Chile. We created training data based on historical high-resolution imagery, derived land cover predictors from a time series model, and used a Random Forest classification to map current land cover. The overall classification accuracy was 88\%, and the accuracy of the non-native pine class exceeded 90\%. Although 71\% of pine patches are within 500 m of other pine patches, isolated pine patches were found to occur up to 55 km from the nearest neighbor.
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These distant plantations could exacerbate problems of future invasion by creating propagule sources for novel invasion fronts. In relation to landscape characteristics, non-native pines were found to be more likely to occur in low slope and mid elevation areas. Because most of the study area is native forest, most pine patches border native forest. However, pine patches were almost three times more likely than random patches to border grass/agriculture. This suggests that grasslands and disturbed sites, which have low resistance to pine invasion, are disproportionately exposed to pine propagules. Our results indicate that pine plantations are extensive across Southern Chile, and well poised to cause future invasion.

**Introduction**

The introduction of non-native tree species has the potential to drastically change the structure and function of recipient ecosystems (e.g., Simberloff et al. 2010, Richardson et al. 2013). This process can lead to an abrupt conversion of land cover and a decrease in native biodiversity as the non-native species replace native forest, grass- or shrubland. In South America, the introduction of northern temperate pine species (e.g., *Pinus radiata* and *Pinus contorta*) and their subsequent invasion is a relatively recent phenomenon and little is known about the total extent of pine plantations or the landscape characteristics of areas where non-native pines occur.

There is a long history of pine species being introduced outside of their native ranges for ornamental or ecological purposes (e.g., erosion control) and for use in commercial timber plantations (see review in Simberloff et al. 2009). Most pine species are native to the northern hemisphere (Prochêş et al. 2012) but their ability to adapt to local conditions (Richardson and Bond 1991) and their economic importance (Salas et al.
2016) have driven their spread throughout the southern hemisphere. In many parts of the southern hemisphere, non-native pine plantations were established by the early to mid-1800s. Several pine species were recognized as invasive by the mid to late 1800s in South Africa and New Zealand and by the 1950s in Australia (Simberloff et al. 2009). However, widespread planting of non-native pines in the South American country of Chile did not begin until the mid-1900s (Lara and Veblen 1993). Given the success of pine invasions elsewhere in the southern hemisphere, Richardson et al. (2008) suggested that Chile might be on the verge of a large-scale invasion.

The negative impacts of non-native pines on the ecological function of host landscapes are well documented. Pine invasions are associated with increased fire frequency and intensity, and the post-fire ecosystem is prone to soil erosion and susceptible to pine invasion (Agee 1998, Veblen et al. 2003, Nuñez and Estela 2007, van Wilgen and Richardson 2012, Cóbar-Carranza et al. 2014, Paritsis et al. 2018). Pines require substantially more water than vegetation that undergoes seasonal dormancy and thus can reduce water availability (Le Maitre et al. 2000, van Wilgen and Richardson 2012). In South Africa, for example, streamflow was reduced by 55-100% following the introduction of *Pinus* and *Eucalypt* species (Van Lill et al. 1980, Van Wyk 1987). Pine species have also been shown to alter nutrient availability and increase soil acidity (Scholes and Nowicki 1998). Soil alteration is especially prominent in areas where trees replace native grasslands. For example, an experimental plot in New Zealand showed a decrease of topsoil carbon, nitrogen, and phosphorus by 16%, 17% and 13%, respectively, after five years of commercial forestry growth (Chirino et al. 2010).
The spread of non-native pines also negatively affects native biodiversity. In South Africa, pine plantations have significantly lower grassland bird diversity (Allan et al. 1997) and invertebrate richness than native vegetation types (Pryke and Samways 2009). In Australia, pine invasion reduced the density of native trees and understory species by decreasing light availability (Gill and Williams 1996). In South America, non-native pine plantations were associated with an increase in other non-native and invasive species, a decrease in habitat structural complexity, and a decrease in diversity of native understory plants, invertebrates, and birds (Paritsis and Aizen 2008, Braun et al. 2017). Given the array of negative impacts on biodiversity and ecosystem function, understanding the establishment and spread of non-native pines is a prominent research question.

Several studies have measured patterns of pine establishment and dispersal at the local scale. In Australia, (Williams and Wardle 2005) surveyed two areas of native Eucalypt forest to quantify pine invasion from adjacent pine plantations. Several other field studies have reported that native forests inhibit pine growth and dispersal (Richardson and Bond 1991, Despain 2001, Bustamante et al. 2003, Bustamante and Simonetti 2005, Peña et al. 2008). In Chile, Pena et al. (2008) and Langdon et al. (2010) surveyed three and five plantation sites, respectively and found that propagule pressure was related to proximity to plantations, but long distance dispersal could spread pines up to 3 km from plantation edges. Field studies such as these provide important insight into spatial patterns of pine dispersal. However, non-native pines occur across broad spatial extents. For example, *Pinus radiata* is the most widely planted non-native conifer globally with plantations occupying over 4 million hectares, 1.5 million of which are in
Chile (Mead 2013). As a result, local field studies might not be representative of landscape or regional patterns of invasion.

Given the increasing urgency to understand conifer invasions at landscape scales (Simberloff et al. 2009), recent studies have used remote sensing imagery to characterize pine establishment and invasion over various spatial and temporal extents. The large spatial extent and high detectability of non-native pines make them well-suited for remote sensing analysis of land cover change. In Chile, increasing pine land cover is typically coincident with decreasing native forest (Echeverria et al. 2006, Schulz et al. 2010, Zamorano-Elgueta et al. 2015, Heilmayr et al. 2016). For example, in central Chile, (Nahuelhual et al. 2012) mapped land cover change over ~5,300 km² using Landsat images from 1975, 1990, and 2007 and found that, within their study region, non-native conifers increased from 5.5% of the landscape in 1975 to 42.4% in 2007. Similarly, Locher-Krause et al. (2017) measured a seven-fold increase in the area of non-native forest plantation in Southern Chile going from 0.7% of a 16,000 km² study region in 1985 to 6% by 2006 (Locher-Krause et al. 2017). Although pine plantations have been documented throughout the country (e.g., Langdon et al. 2010), remote sensing analyses to date have focused primarily on areas of central Chile. Expanding mapping of pine plantations into Southern Chile is an important next step for characterizing current and future pine invasions at a national scale.

In addition to the spatial distribution of pine plantations, which act as propagule sources, the size and proximity of plantations also influences non-native plant invasion (Moody & Mack, 1988; Vila & Ibanez, 2011). For example, Vila and Ibanez (2011) found evidence of higher invasion rates in small, isolated patches of native land cover.
and greater invasion in edge habitat than core habitat. Among non-native pine plantations, Zamorano-Elgueta et al. (2015) found that four landscape metrics (plantation patch density, largest patch size, edge length, and nearest-neighbor distance) increased at a constant rate over 26 years indicating the expansion of existing plantations and the addition of isolated plantations. Additionally, non-native pine invasion risk can vary by native ecosystem type (Langdon et al. 2010, Taylor et al. 2015). Mead (2013) noted that pines expand exceptionally well in cultivated areas where native vegetation does not prevent seedling establishment and Langdon et al. (2010) found shrub steppe to be more easily invaded than grasslands due to lower competition from vegetation. In contrast, several native forest types appear resistant to pine invasion (Richardson et al. 1994, Bustamante and Simonetti 2005, Peña et al. 2008, Langdon et al. 2010, Taylor et al. 2015), although forest edges and disturbed sites may be more susceptible (Bustamante and Simonetti 2005). Focusing on landscape characteristics and surrounding land cover in addition to the distribution of non-native pines will lead to a more thorough understanding of invasion risk (Ledgard 2001).

In 2010, Langdon et al. sampled five sites with mature plantation and in Coyhaique province in Southern Chile and found evidence of invasion (i.e. regenerating pines outside of the cultivated plantation) and long-distance dispersal (up to 368 m from the seed source). However, there has not been a landscape-scale assessment of pine plantations and invasion in this area. Here, we address this gap by mapping the distribution of non-native pines in southern Coyhaique and Aisén provinces. Additionally, we quantify landscape characteristics associated with pine populations, which can be used to inform landscape-scale risk assessment. Specifically, we
hypothesize that (1) pine patches will occur in relatively low, flat areas for easier planting and cutting; (2) pine patches are more likely to occur adjacent to grasslands for easier cultivation; and (3) pine patches will be spatially clumped to take advantage of the most suitable areas.

**Methods**

**Study Area**

Our study area is located in the Coyhaique and Aisén provinces of Chile and is comprised of two overlapping Landsat scenes (World Reference System 2 (WRS2) Path 231/Row 92 and Path 232/Row 92). These scenes included areas identified by Langdon et al. (2010) as having pine plantations and associated pine invasion (Figure 4-1) and cover approximately 58,000 km².

**Landsat Imagery**

We downloaded all available level-one terrain corrected (L1T) images from Landsats 4, 5, 7, and 8 with less than 80% cloud cover. Images were downloaded through the USGS EROS Science Processing Architecture (ESPA). L1T data have been masked to exclude clouds, cloud shadows, and snow/ice, georeferenced relative to ground control points, radiometrically calibrated to adjust for time-dependent sensor performance, and terrain corrected using digital elevation models (Loveland and Dwyer 2012, Markham and Helder 2012). This pre-processing makes data from different sensors comparable through time and spatially accurate at the pixel level (Markham and Helder 2012). We used time series of images acquired from 1997-2016 to identify the spectral-temporal patterns (see below) associated with non-native pines, native forest cover, and other land cover types. Though several images acquired before 1997 are
available in the USGS archive, we excluded these images from our analysis due to their sparse temporal coverage, focusing instead on the period of greatest observation density.

**Masking Topographic Shadows**

Southern Chile is a region with high topographic relief due to two major mountain ranges, the Andes Mountains and the Cordillera de la Costa. This topography coupled with the high latitude of the study region creates pronounced shadowing, which was not sufficiently addressed with L1T terrain correction. Existing methods for topographic correction tend to be computationally intensive and some require defining a unique correction for every band and land cover type (see review in Hantson and Chuvieco 2011). In an effort to simplify pre-processing, we developed a simplified approach for masking topographic shadows. We first used the solar angle and elevation associated with each Landsat image to create a hillshade for each image (GDAL/OGR Contributors 2018). We then tested a series of thresholds to identify a hillshade value that eliminated the majority of shadowed pixels while retaining high quality data from as much of the image as possible (Appendix I). Using this approach, we applied a threshold value of 100 (hillshades range in value from 0 = full shadow to 255 = full illumination) to each image such that all pixels with hillshade values below 100 were masked and excluded from the spectral-temporal analysis.

We applied the Tasseled Cap transformation to convert the six Landsat reflectance bands into three vegetation indices using the surface reflectance coefficients presented by Crist (1985). This transformation creates spectral features more directly associated with the physical characteristics of land cover types while retaining comparability across scenes (Kauth and Thomas 1976, Crist and Kauth 1986). The result
is three orthogonal indices each of which describe different land cover attributes:
Tasseled Cap Brightness (TCB) characterizes the overall reflectance of the image,
Tasseled Cap Greenness (TCG) describes variation in photosynthetically-active
vegetation, and Tasseled Cap Wetness (TCW) is generally considered a measure of
surface moisture and/or structure (Cohen and Goward 2004).

**Spectral-Temporal Analysis**

We used the Continuous Change Detection and Classification (CCDC) algorithm
(Zhu and Woodcock 2014) to model spectral-temporal patterns for different land cover
types. CCDC uses a harmonic regression approach to fit models to time series of spectral
reflectance or vegetation index values resulting in a series of segments and breaks. By
making use of all available imagery and including a longer time series, the CCDC
approach is more robust to noise and periods of missing data than more conventional
approaches that utilize fewer images (Zhu and Woodcock 2014). We created time series
plots for single pixels within each land cover type to identify spectral-temporal
characteristics that can be used to differentiate land cover types (See example in
Appendix J). We ultimately extracted spectral-temporal features from the CCDC
segment intersecting the year 2014, which was the most recent year for which there were
both adequate Landsat images to create time series models, and high-resolution images to
validate the resulting maps. Our final set of twelve spectral-temporal features included
model intercept, slope, annual amplitude, and Root Mean Squared Error (RMSE) for
Tasseled Cap Brightness, Greenness, and Wetness.
Training Data

In order to classify land cover across our two Landsat scenes, we developed a training dataset with six land cover classes (Table 4-1). These training data were created by digitizing polygons of each land cover type from high-resolution imagery acquired between 2004-2016 and available in Google Earth. Pine plantation training data were based on sites identified by Langdon et al. (2010) and visual inspection of the broader landscape for additional sites. Pine plantations are readily identifiable based on the texture of their evenly spaced rows and linear boundaries, and immature pine invasions were identifiable as trees expanding outwards from the edge of plantations over the time period. Multiple years of high resolution imagery were inspected to ensure training polygons were assigned to the correct class through time.

To create the final training dataset, hand-digitized land cover polygons were converted to points within 30 x 30 m pixels (the spatial resolution of the Landsat images). A total of 637,925 training points within 572 polygons were created and used in the analysis, ranging from 887 points for immature non-native pines to 498,069 points for native forest. To aid in testing the generalizability of our approach and classifier, all the training data were derived from a single scene (Landsat Path 231/Row 92), then later mapped and validated for the second scene.

Land Cover Classification

We used Random Forest (randomForest package in R; (Liaw and Wiener 2002) to generate our 2014 land cover maps. Random Forest is an ensemble modeling approach which relies on a random bootstrap resampling of the data to create regression trees. We used the twelve spectral-temporal predictor layers previously described, as well as three
topographic features (slope, aspect, and elevation) derived from an Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Digital Elevation Model (DEM) to predict the land cover label for each pixel. We generated a total of 500 regression trees, and final land cover labels were assigned by majority vote. Though the model was trained on data from Landsat Path 231/Row 32, we also applied the trained RF to Path 232/Row 92 to produce a 2014 land cover map for each scene.

Because we were interested primarily in patch-level characteristics, the Random Forest land cover maps were post-processed to remove salt-and-pepper noise in the classification results. We ran a sieving process using QGIS (QGIS 2018) to find isolated pixels that were likely misclassified and reassign them to the surrounding land cover type. We chose a threshold of 4 pixels within an 8-pixel window to delineate land cover patches from noise.

In order to assess the quality of our final land cover maps, we used both Random Forest “out-of-bag” error, which is estimate by withholding 1/3 of the training data for measuring model performance, as well as an independent estimate of error based on post hoc land cover identification of stratified validation points. To characterize the transferability of the classification to other parts of the region, validation data was collected for Path 232/Row 92, i.e. the scene not used to collect training data.

We found that the RF model did not reliably separate pine plantations from new pine growth occurring outside plantations from, but it did consistently identify both as non-native pine. Therefore, we merged these two classes prior to selecting our validation sample. We created 100 random points within areas classified as non-native pine, grass/agriculture, water, and bare ground, and 200 random points in native forest (the
class with the largest extent) to improve our accuracy estimate for this largest land cover class. In order to test how identifiable non-native pines are at plantation or invasion edges, we also created and validated two separate edge classes associated with non-native pine. The first, ‘pine edge’ samples from a 30 m buffer inside patches classified as pine. The second, ‘non-pine edge’ samples from a 30 m buffer outside patches classified as pine. We validated the classified image at each point using high resolution Google Earth images acquired between 2012-2016. We used contingency tables to evaluate the over accuracy of the classification, as well as the accuracies of each land cover class.

**Landscape Analysis**

To better understand where pine plantations and invasions occur in relation to the surrounding landscape, we quantified landscape characteristics. For these analyses, we focused on the scene (Path 232/Row 92) that corresponded with the majority of non-native pine patches. This area overlapped the vegetated part of the adjacent Landsat scene (Path 231/Row 92) so we did not run the analysis across both scenes. To test the hypothesis that non-native pine plantations tend to be found in flat, low-elevation areas, we extracted the elevation and slope for each pixel classified as pine and compared it to available topography within the Landsat image based on 50,000 random pixels. We tested for significant topographic biases in the pines using a Mann Whitney U test. To determine if non-native pine plantations tend to be established adjacent to particular land cover classes, we counted the number and types of land cover classes bordering each pine patch and compared this to land cover bordering randomly placed patches equal to the median pine patch size. Many patches (pine and random) shared boundaries with more than one land cover type resulting in total surrounding land cover of >100%. Finally, we
assessed spatial patterns of dispersion across the landscape. Many plantations included 1-2 pixel patches adjacent to the core plantation, and we aimed to assess dispersion of individual plantations and invaded sites across the landscape. As such, we included only core non-native pine (i.e. not within a 30 m buffer of an edge) in our dispersion analysis. To measure patterns of distribution, we assessed spatial autocorrelation of core non-native pine areas by using a Global Morans I test. This measures the degree to which similar or dissimilar patches are dispersed across the landscape, with clustering suggesting that factors other than random chance affect patch distribution (Dubin 1998, Mitchell 2005, Getis and Ord 2010). We also calculated the shortest linear distance between any two core non-native pine patches which we used to infer patch isolation.

**Results**

We downloaded 396 and 293 Landsat images for WRS2 Path 231/Row 92 and Path 232/Row 92, respectively (Figure 4-1). After applying the hillshade mask (Figure 4-2), the available images per pixel in Path 231/Row 92 and Path 232/Row 92 averaged 121 +/- 72 (SD) and 60 +/- 38 (SD), respectively. Some areas had zero available images, but these were typically at high elevation and covered with ice, snow, or shadow throughout the year and were excluded from the analysis.

The spectral-temporal signature of non-native pine was fairly distinct from native land cover classes. Native forest and grass/agriculture have high intra-annual variation and a greater range of Tasseled Cap Greenness values (consistent with the growth pattern of grasses and deciduous trees) relative to non-native pines (Figure 4-3). Native forests and grass/agriculture also tend to have more intra-annual variation in Tasseled Cap Brightness and Tasseled Cap Wetness values than non-native pines, respectively.
For non-native pines, Tasseled Cap Brightness values tend to decrease through time while Tasseled Cap Wetness values increase (Appendix J). The decreasing brightness likely occurs as the pines mature and create more shade and dark vegetated material. Increasing wetness likely reflects the increased structural complexity that occurs as pines mature. These trends can also be used to differentiate non-native pine from native forest and grass/ag which remain stable through time for both Tasseled Cap indices (Figure J).

The majority of the large non-native pine plantations were located along the eastern edge and in the northeast corner of Path 232/Row 92, although non-native pine was found in smaller patches throughout the Landsat scene (Figure 4-4). Based on the validation dataset, the overall accuracy of the classification was 88% ($\kappa = 0.85$; (Cohen 1960)). Overall accuracy for classification of non-native pine was even higher, with an omission error (likelihood of missing pine) of 8% and a commission error (likelihood of falsely identifying pine) of only 1% (Table 4-2). Although the classification did not specifically target edge as its own land cover class, the model captured 81% of pine edges (i.e. pixels within 30 m of the inside of the pine patch edge) (Table 4-3). The model was less effective for classifying non-pine edges (i.e. pixels within 30 m of the outside of the pine patch edge) with an overall accuracy of 69% (Table 4-4).

Of the 55,990 pixels classified as pine, 84% were found on slopes less than 20°, whereas 64% of the landscape contained similar shallow slopes based on a set of 50,000 random points. Pines were located in a distinct elevation band; 60% of pine pixels were found at elevations between 600-900 m, whereas 21% of the landscape was in this
elevation range. Pine pixels were significantly more likely to be found on shallow slopes and at higher elevation (Figure 4-5; Mann Whitney U: ρ <<0.001).

There were 3,842 patches classified as pine with an average size of 13,115 m$^2$ (+/- 93,599 m$^2$ SD; median 2,700 m$^2$). Pine and random patches were similarly likely to share a border with native forest (89% and 84%, respectively), which was the most extensive land cover class. Less than 4% of pine patches shared borders with water or bare ground, which was proportional to the available land cover. However, pine patches were more likely to share a border with the grass/agriculture class than the random patches (50% and 17%, respectively) (Figure 4-6).

Pine patches were more spatially dispersed than would be expected by random chance (Morans I: ρ <<0.01; z -8.9). The average distance between pine patches was 1,450 m (+/- 5271 m StDev). However, 66 pine patches (22%) were at least 1 km away from any other patch, and one patch was remotely located at 55 km distant (Figure 4-7).

**Discussion**

The geographic isolation created by Chile’s unique biogeography has led to a remarkably high rate of endemism among Chilean species (e.g., 90% of seed plants (Villagran and Hinojosa 1997) and 45% of all vertebrates (Armesto et al. 1996)). These ecosystems are threatened by the establishment of non-native pine plantations and subsequent pine invasion, which has negative impacts on native ecosystems, including altering fire severity, soil properties, water availability, and reducing native diversity (Robson et al. 2009, Chirino et al. 2010, van Wilgen and Richardson 2012, Paritsis et al. 2018). While the establishment and spread of non-native pines is well documented and mapped in some parts of Chile (Echeverria et al. 2006, Peña et al. 2008, Schulz et al.
2010, Nahuelhual et al. 2012, Zamorano-Elgueta et al. 2015, Heilmayr et al. 2016, Locher-Krause et al. 2017), the extents of pines in parts of Southern Chile and risk to the surrounding landscape are poorly understood. Our analysis suggests that Chile’s southern Coyhaique and Aisén provinces contain approximately 295 distinct patches of non-native pine that contain core and interior pine (i.e. patches of at least 9 30x30m pixels), that many of these patches are in isolated locations far from other plantations, and that pines are disproportionately located next to grassland systems, which may be susceptible to invasion (Richardson et al. 1994). Consistent with previous research, these results suggest that Southern Chile is in the early stages of a large-scale pine invasion (Richardson et al. 2008, Langdon et al. 2010).

Propagule pressure is a critical component of invasion risk (Colautti et al. 2006). Although occasional long-distance dispersal events have the potential to move pine seeds hundreds of meters to a few kilometers (e.g., Benkman 1995, Ledgard 2001, Williams and Wardle 2005, Peña et al. 2008, Langdon et al. 2010), the majority of propagules fall within 60 m of plantation edges (Langdon et al. 2010). Without a nearby seed source, pine invasion is unlikely. The widespread establishment of plantations thus facilitates invasion. We found that plantations are widely dispersed across the landscape, with many pine patches located tens of kilometers from their nearest neighbor (Figure 4-7). These patches create new source points for invasion, which increases the likelihood of a rapid and difficult to control invasion front (Moody et al. 1988, Richardson et al. 1994). Seedling establishment outside plantations in Argentina was influenced more by seed density than by biotic or abiotic factors (Pauchard et al. 2016). Thus, it is likely that where plantations can establish, pines can also invade.
Although non-native pines are able to grow across a range of abiotic conditions (Tomiolo et al. 1960, Pauchard et al. 2016), some native ecosystems are particularly vulnerable to pine invasion. We found that half of pine patches were sited adjacent to grassland and agricultural land (Figure 4-6). Disturbed areas and grasslands are particularly vulnerable to pine invasion because of lower biotic resistance (Richardson and Bond 1991, Richardson et al. 1994, Bustamante et al. 2003, Bustamante and Simonetti 2005). In contrast, native forest may be more resistant to invasion because pine seedlings are shade intolerant and unlikely to survive under forest canopies or when in direct competition with other trees for resources (Richardson and Bond 1991, Bustamante and Simonetti 2005).

Our results indicated that non-native pines are most likely to occur in relatively flat areas (slope less than 20°) and at mid-elevations (600-900 m; Figure 4-5). These ranges are consistent with previous research, which reported pine plantations between 765 – 950 m (Paritsis et al. 2018). The high topographic relief in Chile creates strong temperature and moisture gradients which likely limit plant growth at high elevation (Veblen et al. 1977). However, pines were present on steeper than 20° slopes and at lower elevations. Given that pines are known to have broad climatic tolerance (Tomiolo et al. 1960, Despain 2001), it is likely that the elevation and slope ranges found here are indicative of conditions favored for plantations rather than areas most susceptible to invasion. While future invasions will begin at plantations within these elevation and slope conditions, they are unlikely to be constrained by them.

Our models performed well at classifying native and non-native land cover in Chile, with User’s and Producer’s accuracies for the non-native pine class of 99% and
92%, respectively and for the native forest class of 96% and 89%, respectively (Table 4-2). These values are comparable to previous studies, which have reported classification accuracies of 79–92% for non-native pine and 85-96% for native forest (Echeverría et al. 2008, Nahuelhual et al. 2012, Zamorano-Elgueta et al. 2015, Heilmayr et al. 2016).

Additionally, because our training data were derived from one scene, but testing data were collected from a neighboring Landsat scene, it is likely that this approach could be expanded to classify non-native pines across the country. Our use of the Continuous Change Detection and Classification (CCDC) approach algorithm (Zhu and Woodcock 2014) facilitated this consistency between Landsat scenes. Because our predictor variables were derived from model-estimated values based on many observations in a time series, the predictor values and resulting classification are relatively robust to clouds or errors associated with any single image. Thus, this approach is better able to support classification across a broader study region than single-date classifications (Zhu et al. 2012).

The robust classification accuracy reported here also suggests that a relatively straightforward hillshade correction is effective for masking topographic shadows in areas of high topographic relief. Hantson and Chuvieco (2011) review topographic correction methods, which include, for example, calculating the statistical fit between each band’s reflectance and the values of the illumination angle and using the average illumination angle to correct pixels on a rough landscape. These approaches seek to correct effects and retain spectral observations. However, when using dense time series, reliance on individual values decreases and masking/removing topographic shadowing is a suitable alternative. Our use of a threshold value associated with the day of year of each
image reduced noise and led to an effective classification. This approach could simplify future time series analysis in similar areas of high relief and latitude.

Non-native pines are established in Southern Chile, and invasion away from these plantations has already been observed (Langdon et al. 2010). Our analysis shows that pine patches are widespread across this landscape, creating well-dispersed sources of propagules for future invasion. Moreover, plantations are disproportionately sited next to vulnerable grassland and agricultural areas where pine invasions can rapidly alter ecosystem function and biodiversity. Our work highlights the need for continued focus on reducing invasion risk from non-native pine plantations in the Southern Hemisphere.
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### Tables

Table 4-1. Land cover characteristics used for defining training data and the number of training points collected.

<table>
<thead>
<tr>
<th>Land cover type</th>
<th>Defining characteristics</th>
<th>Number of training points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mature non-native pine</td>
<td>Evenly spaced, linear rows; Linear boundaries; Evidence of logging</td>
<td>7,596</td>
</tr>
<tr>
<td>Immature non-native pine</td>
<td>Radial spread of dark, woody vegetation away from plantation edge; Increasing density (i.e., darkness) through time</td>
<td>887</td>
</tr>
<tr>
<td>Native forest</td>
<td>Dark green; Irregularly spaced; Taller than surrounding vegetation</td>
<td>498,069</td>
</tr>
<tr>
<td>Grass/agriculture</td>
<td>Photosynthetic cover; Lack of woody vegetation</td>
<td>34,666</td>
</tr>
<tr>
<td>Water</td>
<td>Lack of vegetation or impermeable surfaces</td>
<td>9,759</td>
</tr>
<tr>
<td>Bare ground</td>
<td>Lack of vegetation and water</td>
<td>86,948</td>
</tr>
</tbody>
</table>

Table 4-2. Confusion matrix with land cover class validation. Overall accuracy: 88%.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Observation</th>
<th>Bare ground</th>
<th>Water</th>
<th>Grass/ag</th>
<th>Native forest</th>
<th>Non-native pine</th>
<th>Total</th>
<th>User’s Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bare ground</td>
<td>Bare ground</td>
<td>91</td>
<td>16</td>
<td>14</td>
<td>7</td>
<td>0</td>
<td>128</td>
<td>71%</td>
</tr>
<tr>
<td>Water</td>
<td>Water</td>
<td>0</td>
<td>84</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>85</td>
<td>99%</td>
</tr>
<tr>
<td>Grass/ag</td>
<td>Grass/ag</td>
<td>9</td>
<td>0</td>
<td>86</td>
<td>14</td>
<td>0</td>
<td>109</td>
<td>79%</td>
</tr>
<tr>
<td>Native forest</td>
<td>Native forest</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>177</td>
<td>8</td>
<td>185</td>
<td>96%</td>
</tr>
<tr>
<td>Non-native pine</td>
<td>Non-native pine</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>92</td>
<td>93</td>
<td>99%</td>
</tr>
<tr>
<td>Total</td>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>200</td>
<td>100</td>
<td>600</td>
<td></td>
</tr>
<tr>
<td>Producer’s Accuracy</td>
<td>Producer’s Accuracy</td>
<td>91%</td>
<td>84%</td>
<td>86%</td>
<td>89%</td>
<td>92%</td>
<td>88%</td>
<td></td>
</tr>
</tbody>
</table>
Table 4-3. To assess how accurate classifications of the pine class were, we separately validated a 30 m buffer inside pixels and patches classified as pine. 81% of the validation pixels within the pine edge class were correctly classified.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bare ground</td>
<td>4</td>
</tr>
<tr>
<td>Water</td>
<td>0</td>
</tr>
<tr>
<td>Grass/ag</td>
<td>2</td>
</tr>
<tr>
<td>Native forest</td>
<td>13</td>
</tr>
<tr>
<td>Non-native pine</td>
<td>81</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
</tr>
<tr>
<td>Producer’s Accuracy</td>
<td>81%</td>
</tr>
</tbody>
</table>

Table 4-4. To assess how accurate classifications of the non-native pine class were, we separately validated a 30 m buffer outside pixels and patches classified as pine and found an overall accuracy of 69%.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bare ground</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>Water</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>Grass/ag</td>
<td>1 0 21 0</td>
</tr>
<tr>
<td>Native forest</td>
<td>2 0 10 48</td>
</tr>
<tr>
<td>Non-native pine</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>Total</td>
<td>3 0 31 48</td>
</tr>
<tr>
<td>Producer’s Accuracy</td>
<td>0% 0% 68%</td>
</tr>
</tbody>
</table>

Total                  | 100         |

User’s Accuracy         | 69%         |
Figure 4-1. Study site in Southern Chile. Inset: black boxes show the outlines of Landsat scenes WRS2 Path 232/Row 92 (left) and Path 231/Row 92 (right).
Figure 4-2. Time series plots of Tasseled Cap Greenness values derived from a single pixel with each point representing a single Landsat image shown before (A) and after (B) the hillshade mask was applied.

The removal of shaded pixels results in a more stable spectral-temporal signal from this patch of native forest. The area from which the time series plots were created is shown in a high resolution aerial image (C) and the image-specific hillshade (D). The red squares show the example pixel.

Figure 4-3. Spectral-temporal features for non-native pine are distinct from native land cover classes.

Green points represent pixels from each available image in the time series. Native forest and Grass/Agriculture have higher intra-annual variability and a greater range of Tasseled Cap Greenness values than non-native plantations.
Figure 4-4. Land cover was classified using Random Forest. Similar land cover patterns can be seen between the classified image (A) and a high-resolution image from the same location (B).

In the classified image, dark grey, light grey and red correspond to grass/agriculture, native forest, and non-native pine, respectively. Water and bare ground were also classified but are not visible in this example. White areas were masked due to shadow or missing data.

Figure 4-5. Most pine pixels occur on slopes less than 20° and at an elevation between 600m and 900m. Pine pixels occur at slopes and elevations that differ significantly from an equal number of random background points (Mann Whitney U; 𝜌 <<0.001).
Figure 4-6. Non-native pine was disproportionately likely to share a border with grassland or agriculture. Most non-native pine also shared a border with native forest. Less than four percent of the 3,842 pine patches share a border with bare ground or water.

Figure 4-7. The majority of pine patches were located within 500m of other pine patches. However, many isolated patches occurred >1 km away from other patches. Note that this figure includes the 295 larger patches containing interior (non-edge) pine.
APPENDIX A

DISTRIBUTION AND ABUNDANCE DATA

Distribution and abundance data for this analysis were compiled from a variety of sources detailed in Table A1.

Table A1. List of data sources compiled to create the final datasets of presence and high abundance for *Bromus rubens* and *Brassica tournefortii*.

The number in each cell indicates how many data points were available for each category. In cases where percent cover data were available but identified as less than 10% for the target species, the data were retained as presence points. This table reflects all compiled data, before duplicate entries per 2.5 arcminute climate grid cell were removed.

<table>
<thead>
<tr>
<th>Source</th>
<th>Description</th>
<th>B. rubens</th>
<th>B. tournefortii</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regional botanists (1)</td>
<td>Percent cover</td>
<td>318</td>
<td>15</td>
</tr>
<tr>
<td>Southwest Regional GAP Training Sites Databases (2)</td>
<td>Percent cover</td>
<td>38</td>
<td>28</td>
</tr>
<tr>
<td>NPS botanists (3)</td>
<td>Percent cover</td>
<td>1169</td>
<td>67</td>
</tr>
<tr>
<td>NPS botanists (Lake Mead NRA) (3)</td>
<td>Distribution categories: Under shrub Scattered Isolated patch Isolated individual Gradient Continuous cover Clumped</td>
<td>0</td>
<td>5041</td>
</tr>
<tr>
<td>NPS botanists (Joshua Tree NP) (3)</td>
<td>Percent cover</td>
<td>0</td>
<td>443</td>
</tr>
<tr>
<td>NPS botanists (Death Valley NP) (3)</td>
<td>Examples of qualitative descriptions: very dense, creating ground cover in most areas dense in places, creating</td>
<td>42</td>
<td>15</td>
</tr>
<tr>
<td>Ground cover, thinning quickly southward up canyon remnants 1+ years locally dense beneath shrubs and on banks; mostly new growth, few remnants abundant plant population; Field survey; plants outside property and surrounding areas as well</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>Roadside surveys in CA, NV, AZ (4)</strong></td>
<td>Abundance rank (0-3)</td>
<td>234</td>
<td>55</td>
</tr>
<tr>
<td>0: None detected</td>
<td>1: Present at low abundance</td>
<td>2: Present at high abundance along road corridors</td>
<td>3: Present at high abundance extending away from road corridors</td>
</tr>
<tr>
<td><strong>Herbarium records (5)</strong></td>
<td>N/A</td>
<td>864</td>
<td>0</td>
</tr>
<tr>
<td><strong>CalIPC (6)</strong></td>
<td>Abundance rank (0-3)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0: None detected</td>
<td>1: Present at low abundance</td>
<td>2: Present at moderate abundance</td>
<td>3: Present at high abundance</td>
</tr>
<tr>
<td><strong>CAIFlora (7)</strong></td>
<td>Percent cover</td>
<td>6342</td>
<td>156</td>
</tr>
<tr>
<td><strong>Vegbank (8)</strong></td>
<td>Percent cover</td>
<td>71</td>
<td>8</td>
</tr>
<tr>
<td><strong>SWEMP (9)</strong></td>
<td>N/A</td>
<td>772</td>
<td>0</td>
</tr>
<tr>
<td><strong>USGS (10)</strong></td>
<td>N/A</td>
<td>733</td>
<td>0</td>
</tr>
<tr>
<td><strong>BLM (11)</strong></td>
<td>N/A</td>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>

1. Points of recorded presence
2. Points of recorded high abundance
3. National Park Service Botanists. Data were provided by the National Park Service Mojave Desert Network Inventory & Monitoring Program, the NPS National Vegetation Mapping Program, and regional botanists J. Cipra (Death Valley National Park), K. Kain (Joshua Tree National Park), and C. Norman (Lake Mead National Recreation Area).
4. Roadside surveys in CA, NV, AZ. Field surveys were conducted in 2011 and 2012 by L. Pelech and B. Bradley (University of Massachusetts Amherst) and focused on roadsides only in southern Nevada, southern California, and Arizona.
(5) Herbarium records. Data were compiled from regional herbaria including the following: University of Arizona Herbarium, Northern Arizona University Deaver Herbarium, Arizona State University Plant Herbarium, Northern Great Plains Herbarium, University of California Riverside Herbarium, University of New Mexico Herbarium, Herbarium of the University of Sonora, Mexico, Utah State University Intermountain Herbarium, Grand Canyon National Park Herbarium, Desert Botanical Garden Herbarium Collection.

(6) CalIPC. California Invasive Plant Council (http://www.cal-ipc.org/).

(7) CAlFlora. (http://www.calflora.org/).

(8) Vegbank. (http://vegbank.org/vegbank/index.jsp)


(10) United States Geological Survey (http://www.usgs.gov/)

APPENDIX B

PROJECTED ABUNDANCE AND DISTRIBUTION (RCP8.5)

This analysis identified future projected shifts of presence and high abundance based on RCP8.5.

Figure B1. Species distribution models for *B. rubens* and *B. tournefortii*.

Point locations indicate where presence (A) and high abundance (B) data were collected. The predicted current presence (A) and high abundance (B) distributions
include the MaxEnt and Bioclim projections and encompass 95% of the original
distribution data. Future ensemble models are based on RCP8.5. The future ensemble
models for presence (C) and high abundance (D) were created by combining the
projections of 10 models: two bioclimate envelope models and five Atmosphere-Ocean
General Circulation models. Values indicate how many of the 10 models projected that
the location would support presence or high abundance.
Figure B2. Distribution models showing the areas of maintenance, expansion, and contraction under future climate conditions for RCP8.5.

Each model shows the difference between the current and future predicted distributions. Maintenance indicates that a species was predicted to occur in an area both under current and future climate conditions. Expansion indicates the spread of suitable climate conditions and represents the areas into which the species will be able to expand under future climate conditions. Contraction appears in areas where the future climate conditions are no longer suitable for a species. The high threshold models (A and C) are
based on a cautious view of future invasion establishment or impact risk, and all areas where six or more models indicated suitable habitat are included as future potential habitat. Low threshold models (B and D) include all areas where at least one future model indicates suitable habitat.

Figure B3. Predicted suitable land area for the target species currently and by 2050 under RCP8.5.

Table B1. Projected increases in distribution size within the study areas based on the low and high thresholds under future climate conditions for RCP8.5

<table>
<thead>
<tr>
<th></th>
<th>Low Threshold</th>
<th>High Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area</td>
<td>% Change</td>
</tr>
<tr>
<td>B. rubens</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Presence</td>
<td>Current 736</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>Future 1253.8</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>Future 805.8</td>
<td>70</td>
</tr>
<tr>
<td>High abundance</td>
<td>Current 475</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>Future 805.8</td>
<td>70</td>
</tr>
<tr>
<td>B. tournefortii</td>
<td>Presence</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Current 410</td>
<td>410</td>
</tr>
<tr>
<td></td>
<td>Future 557.4</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>Current 135</td>
<td>71</td>
</tr>
<tr>
<td>High abundance</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX C

MESS ANALYSES

Models of future climatic suitability require extrapolation to climate layers representative of times (and potentially climate conditions) not sampled in the training data. Models trained to current climate conditions will be unable to define suitability of future, novel climate conditions (i.e., those not present in the training data). To assess similarity of the climate conditions in the current and future climate data, and the ability of the models to predict future suitability, the multivariate environmental similarity surface (MESS) was calculated between the current data and each set of future climate data used. MESS calculations were implemented through MaxEnt to determine similarity between the current and future climate data (Elith et al. 2010). This method was applied to the study areas for Bromus rubens and Brassica tournefortii and for the RCP4.5 and RCP8.5 future data in each area. As part of the MESS analysis, MaxEnt also provides a map of the novel limiting features which can be used to infer which environmental variable contributes most to the MESS value in each grid cell.

The current and future climate layers used in this study are highly similar. Areas of divergence appear in the Death Valley region of California, and Sonora, Mexico (for both species), and in California west of the San Gabriel Mountains and on the Baja peninsula (B. rubens). July maximum and January minimum temperature and spring precipitation are the most important variables for determining the MESS values in areas of divergence. Summer and spring precipitation are important drivers of the MESS values in few pixels. The areas where current and future climates diverge are relatively small and, therefore, do not limit our ability to make predictions of future climatic
suitability. However, caution should be used when inferring risk of invasion from *B. rubens* and *B. tournefortii* in these areas.

Figure C1. MESS maps for model projections to the RCP4.5 future climate within the *B. rubens* study area.

Only areas with negative MESS values are displayed and the intensity of the color indicates similarity (areas with darker color are more dissimilar). Maps of novel limiting
factors indicate which environmental variable contributes most strongly to the MESS value.

Figure C2. MESS maps for model projections to the RCP4.5 future climate within the *B. tournefortii* study area.

Only areas with negative MESS values are displayed and the intensity of the color indicates similarity (areas with darker color are more dissimilar). Maps of novel limiting
factors indicate which environmental variable contributes most strongly to the MESS value.

Figure C3. MESS maps for model projections to the RCP8.5 future climate within the *B. rubens* study area.

Only areas with negative MESS values are displayed and the intensity of the color indicates similarity (areas with darker color are more dissimilar). Maps of novel limiting
factors indicate which environmental variable contributes most strongly to the MESS value.

Figure C4. MESS maps for model projections to the RCP8.5 future climate within the *B. tournefortii* study area.

Only areas with negative MESS values are displayed and the intensity of the color indicates similarity (areas with darker color are more dissimilar). Maps of novel limiting factors indicate which environmental variable contributes most strongly to the MESS value.
APPENDIX D
ENSEMBLE MODEL PROJECTIONS

The use of different species distribution modeling (SDM) methods can lead to variation in projections of suitable habitat (Araújo and New 2007). The primary difference between the two models used here in terms of future projections is their interpretation of climatic suitability at the hot end of both species potential establishment. Maxent predicts continued climatic suitability for temperatures slightly above those recorded at current occurrences, while Bioclim predicts a threshold effect which limits climatic suitability to the highest current occurrence temperatures. For future projections, which uniformly project a rise in temperature, this difference leads to the broader suitability forecast by Maxent for both *B. rubens* and *B. tournefortii* in the hot desert region between Arizona and California. The extent and spatial configuration of disagreement between the 2 types of SDM used can be seen in the maps below.
Figure D1. Ensemble models for *B. rubens* under future climate projections for RCP4.5.

Projections were made by using MaxEnt and Bioclim to model future suitable habitat for each of the five Atmosphere Ocean General Circulation Models. Ensemble models were created by adding the five models created by each species distribution modeling method together. Darker areas indicate higher model agreement.
Figure D2. Ensemble models for *B. tournefortii* under future climate projections for RCP4.5.

Projections were made by using MaxEnt and Bioclim to model future suitable habitat for each of the five Atmosphere Ocean General Circulation Models. Ensemble models were created by adding the five models created by each species distribution modeling method together. Darker areas indicate higher model agreement.
Figure D3. Ensemble models for *B. rubens* under future climate projections for RCP8.5.

Projections were made by using MaxEnt and Bioclim to model future suitable habitat for each of the five Atmosphere Ocean General Circulation Models. Ensemble models were created by adding the five models created by each species distribution modeling method together. Darker areas indicate higher model agreement.
Figure D4. Ensemble models for *B. tournefortii* under future climate projections for RCP8.5.

Projections were made by using MaxEnt and Bioclim to model future suitable habitat for each of the five Atmosphere Ocean General Circulation Models. Ensemble models were created by adding the five models created by each species distribution modeling method together. Darker areas indicate higher model agreement.
In addition to the conservative calculations based on the 95\textsuperscript{th} percentile, we created a more robust set of calculations based on the entire dataset. We calculated a comparative niche value (hereafter \(\Delta CN\)) for each species and each of the three climate variables (maximum precipitation, corrected minimum precipitation, and corrected minimum temperature). For consistent visual comparison, \(\Delta CN\) was calculated for all climate variables such that positive values indicate broader a climatic niche measured from the herbarium data. We used Mann-Whitney-Wilcoxon tests to compare the climate niches derived from the physiological tolerance estimates and the herbarium records.

Results based on the entire dataset (rather than a more conservative 95\% of data) indicate broader climatic tolerance from herbarium records for all three of the climate variables tested. The average plant can withstand an extreme minimum temperature of 15° C lower than estimated by experts. Herbarium records also suggest greater tolerance of drought (250 mm lower than expert-based estimate) and wet conditions (566 mm higher than expert-based estimates).
Figure E1. $\Delta$CN calculated for entire dataset (rather than the conservative 95% threshold) reveal broader climatic tolerance estimated from herbarium records for all climate variables.

Frequency distributions of the comparative niche values ($\Delta$CN) calculated for the entire dataset (rather than the 95th percentile) show that herbarium records tend to estimate broader climatic niches than physiological tolerance estimate. Positive differences indicate broader climatic niches measured from the herbarium records. The solid line indicates zero and the dashed lines indicate the median $\Delta$CN. Herbarium
records predicted a lower minimum temperature tolerance (A) for 92% of species (median $\Delta CN = 12.5^\circ C$). Lower minimum (B) and maximum precipitation (C) was found for 91% and 78% of species, respectively (median $\Delta CN = 209$ mm and 357 mm, respectively).
APPENDIX F

WEATHER STATION LOCATIONS

The USDA PLANTS database provides physiological tolerance estimates based on extreme values of minimum and maximum precipitation and minimum temperature. Meanwhile, climate data from the WorldClim dataset is based on temporal averages from 1950-2000 which results in a loss of extreme values. To make the datasets comparable, we calculated the extreme and average minimum temperature for each location from a time series (1950-2000) of daily January minimum temperature from over 80 weather stations throughout the USA (Figure F1, Table F1). We then calculated a linear gain and offset based on the average and extreme values and applied the linear correction to the climate values derived from Worldclim.

Figure F1. Locations of weather stations used to calculate the linear gain and offset between the Worldclim and PRISM datasets.
Weather stations were selected from each state in the USA, with additional stations selected as needed to fill gaps in the covered climate space. Daily January minimum temperature data were downloaded for each of the weather stations (black points).

Table F1. Weather station name and locality data.

<table>
<thead>
<tr>
<th>Station Name</th>
<th>State</th>
<th>LATITUDE</th>
<th>LONGITUDE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albany Airport</td>
<td>NY</td>
<td>42.75</td>
<td>-73.8</td>
</tr>
<tr>
<td>Albuquerque International Airport</td>
<td>NM</td>
<td>35.05</td>
<td>-106.617</td>
</tr>
<tr>
<td>Allentown Lehigh Valley International Airport</td>
<td>PA</td>
<td>40.65</td>
<td>-75.4333</td>
</tr>
<tr>
<td>Amarillo International Airport</td>
<td>TX</td>
<td>35.23333</td>
<td>-101.7</td>
</tr>
<tr>
<td>Anacortes</td>
<td>WA</td>
<td>48.51667</td>
<td>-122.617</td>
</tr>
<tr>
<td>Annette Weather Service Office Airport</td>
<td>AK</td>
<td>55.03333</td>
<td>-131.567</td>
</tr>
<tr>
<td>Atlanta Hartsfield International Airport</td>
<td>GA</td>
<td>33.65</td>
<td>-84.4167</td>
</tr>
<tr>
<td>Atlantic City International Airport</td>
<td>NJ</td>
<td>39.45</td>
<td>-74.5833</td>
</tr>
<tr>
<td>Baltimore Washington International Airport</td>
<td>MD</td>
<td>39.18333</td>
<td>-76.6667</td>
</tr>
<tr>
<td>Billings International Airport</td>
<td>MT</td>
<td>45.8</td>
<td>-108.533</td>
</tr>
<tr>
<td>Birmingham Airport</td>
<td>AL</td>
<td>33.45</td>
<td>-86.85</td>
</tr>
<tr>
<td>Bismarck Municipal Airport</td>
<td>ND</td>
<td>46.7825</td>
<td>-100.757</td>
</tr>
<tr>
<td>Blythe Airport</td>
<td>CA</td>
<td>33.61667</td>
<td>-114.6</td>
</tr>
<tr>
<td>Boise Air Terminal</td>
<td>ID</td>
<td>43.56667</td>
<td>-116.241</td>
</tr>
<tr>
<td>Boston Logan International Airport</td>
<td>MA</td>
<td>42.36667</td>
<td>-71.0167</td>
</tr>
<tr>
<td>Bozeman Montana SU</td>
<td>MT</td>
<td>45.67056</td>
<td>-111.05</td>
</tr>
<tr>
<td>Burlington International Airport</td>
<td>VT</td>
<td>44.46667</td>
<td>-73.15</td>
</tr>
<tr>
<td>Butte Bert Mooney Airport</td>
<td>MT</td>
<td>45.95</td>
<td>-112.5</td>
</tr>
<tr>
<td>Casper Natrona CO International Airport</td>
<td>WY</td>
<td>42.8975</td>
<td>-106.464</td>
</tr>
<tr>
<td>Centralia</td>
<td>WA</td>
<td>46.71667</td>
<td>-122.95</td>
</tr>
<tr>
<td>Charleston International Airport</td>
<td>SC</td>
<td>32.9</td>
<td>-80.0333</td>
</tr>
<tr>
<td>Charleston Yeager Airport</td>
<td>WV</td>
<td>38.36667</td>
<td>-81.6</td>
</tr>
<tr>
<td>Chewelah</td>
<td>WA</td>
<td>48.25</td>
<td>-117.717</td>
</tr>
<tr>
<td>Cleveland Hopkins International Airport</td>
<td>OH</td>
<td>41.4</td>
<td>-81.85</td>
</tr>
<tr>
<td>Concord Municipal Airport</td>
<td>NH</td>
<td>43.2</td>
<td>-71.5</td>
</tr>
<tr>
<td>Corpus Christi NAS</td>
<td>TX</td>
<td>27.7</td>
<td>-97.2667</td>
</tr>
<tr>
<td>Davenport</td>
<td>WA</td>
<td>47.65</td>
<td>-118.15</td>
</tr>
<tr>
<td>Daytona Beach International Airport</td>
<td>FL</td>
<td>29.18333</td>
<td>-81.05</td>
</tr>
<tr>
<td>Denver Stapleton</td>
<td>CO</td>
<td>39.75</td>
<td>-104.867</td>
</tr>
<tr>
<td>Des Moines International Airport</td>
<td>IA</td>
<td>41.53333</td>
<td>-93.65</td>
</tr>
<tr>
<td>Desert National WL Range</td>
<td>NV</td>
<td>36.43778</td>
<td>-115.36</td>
</tr>
<tr>
<td>Airport Name</td>
<td>State</td>
<td>Latitude</td>
<td>Longitude</td>
</tr>
<tr>
<td>--------------------------------------------------------</td>
<td>-------</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td>Desert Resorts Regional Airport</td>
<td>CA</td>
<td>33.63333</td>
<td>-116.167</td>
</tr>
<tr>
<td>Dodge City Regional Airport</td>
<td>KS</td>
<td>37.76667</td>
<td>-99.9667</td>
</tr>
<tr>
<td>Duluth International Airport</td>
<td>MN</td>
<td>46.83694</td>
<td>-92.21</td>
</tr>
<tr>
<td>Encinal</td>
<td>TX</td>
<td>28.05</td>
<td>-99.35</td>
</tr>
<tr>
<td>Fairbanks International Airport</td>
<td>AK</td>
<td>64.83333</td>
<td>-147.717</td>
</tr>
<tr>
<td>Flint Bishop International Airport</td>
<td>MI</td>
<td>42.96667</td>
<td>-83.75</td>
</tr>
<tr>
<td>Follett</td>
<td>TX</td>
<td>36.43333</td>
<td>-100.133</td>
</tr>
<tr>
<td>Fort Wayne International Airport</td>
<td>IN</td>
<td>41</td>
<td>-85.2</td>
</tr>
<tr>
<td>Grand Island Central NE Regional Airport</td>
<td>NE</td>
<td>40.96667</td>
<td>-98.3167</td>
</tr>
<tr>
<td>Grayland</td>
<td>WA</td>
<td>46.8</td>
<td>-124.083</td>
</tr>
<tr>
<td>Green Bay Austin Straubel International Airport</td>
<td>WI</td>
<td>44.487</td>
<td>-88.138</td>
</tr>
<tr>
<td>Greensboro Piedmont Triad International Airport</td>
<td>NC</td>
<td>36.08333</td>
<td>-79.95</td>
</tr>
<tr>
<td>Hartford Bradley International Airport</td>
<td>CT</td>
<td>41.93806</td>
<td>-72.6825</td>
</tr>
<tr>
<td>Hawaii Volcano National Park HQ 54</td>
<td>HI</td>
<td>19.43306</td>
<td>-155.26</td>
</tr>
<tr>
<td>Helena Regional Airport</td>
<td>MT</td>
<td>46.6</td>
<td>-112</td>
</tr>
<tr>
<td>Honolulu International Airport</td>
<td>HI</td>
<td>21.33333</td>
<td>-157.917</td>
</tr>
<tr>
<td>Imlay</td>
<td>NV</td>
<td>40.66667</td>
<td>-118.15</td>
</tr>
<tr>
<td>Indianapolis International Airport</td>
<td>IN</td>
<td>39.73333</td>
<td>-86.2667</td>
</tr>
<tr>
<td>Kentfield</td>
<td>CA</td>
<td>37.95</td>
<td>-122.55</td>
</tr>
<tr>
<td>Lower Klamath</td>
<td>CA</td>
<td>41.52167</td>
<td>-124.032</td>
</tr>
<tr>
<td>Lahontan Dam</td>
<td>NV</td>
<td>39.46667</td>
<td>-119.067</td>
</tr>
<tr>
<td>Las Vegas McCarran International Airport</td>
<td>NV</td>
<td>36.08333</td>
<td>-115.167</td>
</tr>
<tr>
<td>Little Roack Airport Adams Field</td>
<td>AR</td>
<td>34.73333</td>
<td>-92.2333</td>
</tr>
<tr>
<td>Los Angeles International Airport</td>
<td>CA</td>
<td>33.93333</td>
<td>-118.383</td>
</tr>
<tr>
<td>Louisville International Airport</td>
<td>KY</td>
<td>38.18333</td>
<td>-85.7333</td>
</tr>
<tr>
<td>Lovelock Derby Field</td>
<td>NV</td>
<td>40.06667</td>
<td>-118.55</td>
</tr>
<tr>
<td>Lynchburg Regional Airport</td>
<td>VA</td>
<td>37.33333</td>
<td>-79.2</td>
</tr>
<tr>
<td>Makaweli 965</td>
<td>HI</td>
<td>21.91667</td>
<td>-159.633</td>
</tr>
<tr>
<td>Medford Gogue Valley International Airport</td>
<td>OR</td>
<td>42.36667</td>
<td>-122.867</td>
</tr>
<tr>
<td>Memphis International Airport</td>
<td>TN</td>
<td>35.05</td>
<td>-89.9833</td>
</tr>
<tr>
<td>Meridian Key Field</td>
<td>MS</td>
<td>32.33333</td>
<td>-88.75</td>
</tr>
<tr>
<td>Miles City 1.2 ENE</td>
<td>MT</td>
<td>46.43333</td>
<td>-105.867</td>
</tr>
<tr>
<td>Mina</td>
<td>NV</td>
<td>38.38333</td>
<td>-118.1</td>
</tr>
<tr>
<td>Monroe</td>
<td>WA</td>
<td>47.85</td>
<td>-121.983</td>
</tr>
<tr>
<td>Montello</td>
<td>NV</td>
<td>41.26667</td>
<td>-114.2</td>
</tr>
<tr>
<td>Nevada City</td>
<td>CA</td>
<td>39.24806</td>
<td>-121.002</td>
</tr>
<tr>
<td>New Orleans International Airport</td>
<td>LA</td>
<td>29.98333</td>
<td>-90.25</td>
</tr>
<tr>
<td>Oklahoma City Will Rogers World Airport</td>
<td>OK</td>
<td>35.38861</td>
<td>-97.6003</td>
</tr>
<tr>
<td>Port Angeles Fairchild International Airport</td>
<td>WA</td>
<td>48.12028</td>
<td>-123.498</td>
</tr>
<tr>
<td>Port Arthur SE Texas Regional Airport</td>
<td>TX</td>
<td>29.95</td>
<td>-94.0167</td>
</tr>
<tr>
<td>Portland International Jetport</td>
<td>ME</td>
<td>43.64222</td>
<td>-70.3044</td>
</tr>
<tr>
<td>Location Name</td>
<td>State</td>
<td>Latitude</td>
<td>Longitude</td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>-------</td>
<td>-----------</td>
<td>-----------</td>
</tr>
<tr>
<td>Providence TF Green State Airport</td>
<td>RI</td>
<td>41.7333</td>
<td>-71.4333</td>
</tr>
<tr>
<td>Punchbowl Crater 709</td>
<td>HI</td>
<td>21.3167</td>
<td>-157.85</td>
</tr>
<tr>
<td>Salt Lake City International Airport</td>
<td>UT</td>
<td>40.7667</td>
<td>-111.967</td>
</tr>
<tr>
<td>Smoky Valley Carvers</td>
<td>NV</td>
<td>38.7833</td>
<td>-117.167</td>
</tr>
<tr>
<td>St. Louis Lambert International Airport</td>
<td>MO</td>
<td>38.7525</td>
<td>-90.3736</td>
</tr>
<tr>
<td>St. Paul Island Airport</td>
<td>AK</td>
<td>57.15</td>
<td>-170.217</td>
</tr>
<tr>
<td>Tanana Calhoun Memorial Airport</td>
<td>AK</td>
<td>65.1667</td>
<td>-152.1</td>
</tr>
<tr>
<td>Texas Post Office</td>
<td>TX</td>
<td>-28.8544</td>
<td>151.1681</td>
</tr>
<tr>
<td>Tuscon International Airport</td>
<td>AZ</td>
<td>32.1333</td>
<td>-110.95</td>
</tr>
<tr>
<td>Twin Bridges</td>
<td>MT</td>
<td>45.55</td>
<td>-112.317</td>
</tr>
<tr>
<td>Valdez Weather Service Office</td>
<td>AK</td>
<td>61.1166</td>
<td>-146.267</td>
</tr>
<tr>
<td>Washington Reagan National Airport</td>
<td>VA</td>
<td>38.85</td>
<td>-77.0333</td>
</tr>
<tr>
<td>Wilmington New Castle CO Airport</td>
<td>DE</td>
<td>39.6667</td>
<td>-75.6</td>
</tr>
<tr>
<td>Winnemucca Municipal Airport</td>
<td>NV</td>
<td>40.9</td>
<td>-117.8</td>
</tr>
<tr>
<td>Wrangell Airport</td>
<td>AK</td>
<td>56.4667</td>
<td>-132.383</td>
</tr>
</tbody>
</table>
In addition to models of maximum sagebrush percent cover, we modeled mean sagebrush percent cover. We compiled sagebrush percent cover from the Bureau of Land Management (BLM), the Nevada Department of Wildlife (NDOW), and the Utah Division of Wildlife Resources (UDWR). We spatially aggregated 13,196 points, taking the mean percent cover value for pixels with more than one record, resulting in 9,515 points. We calculated variable importance using the cover using the Random Forest Cross-Validation for feature selection (rfcv) function in the randomForest package in R (Liaw and Wiener 2002) and retained the top 10 predictor variables (Table G1). We then used random forest to model mean percent cover for current and future climate conditions. Pixels with four or five models predicting suitable habitat can be interpreted as suitable with high confidence. Pixels with one or more models predicting suitable habitat can be interpreted as suitable with lower confidence. Pixels with zero models predicting suitable habitat were interpreted as unsuitable.

Results for projected mean sagebrush cover are similar to those for projected maximum sagebrush cover. For all species, the area projected to have suitable climate based on mean sagebrush cover under current conditions is lower than the projected area based on sagebrush cover. This is also true for high confidence future projections. Low confidence future projections based on mean sagebrush cover are lower than those based on maximum sagebrush cover for species except the pygmy rabbit. Consistent with projections based on maximum sagebrush cover, Brewer’s sparrow (Spizella breweri) is projected to have the largest area with suitable climate based on mean sagebrush cover.
Brewer’s sparrow is also projected to gain slightly more area with suitable climate in the future according to models based on mean sagebrush models than models based on maximum sagebrush (Table G2) (Figure G1). Both sage sparrow (*Artemisiospiza nevadensis*) and sage thrasher (*Oreoscoptes montanus*) are projected to gain area with suitable climate in the future based on low confidence projections. However, based on the high threshold, these species are projected to have less climatically suitable area in the future according to the model based on mean sagebrush cover (14% loss) relative to the models based on maximum sagebrush cover (2% and 3% loss). Low confidence projections show that the sagebrush vole (*Lemmiscus curtatus*) and pygmy rabbit (*Brachylagus idahoensis*) are both projected to lose less area in the future according to models based on mean sagebrush cover (18% and 36% loss) than models based on maximum percent cover (29% and 46% loss). High confidence projections for these species show similar results with the sagebrush vole projected to lose less area with suitable climate (68% loss based on mean, 70% loss based on maximum) and the pygmy rabbit projected to lose 91% of area with suitable climate regardless of model type (Table G2).

Overall, the results for our models based on mean sagebrush cover were similar to those based on maximum sagebrush cover. All losses and gains are projected to occur in a consistent direction between models, although the magnitude of change varies. We chose to present results from models based on maximum percent cover in the main text because we felt it was better to err on the conservative side and identify the full extent of climatically suitable area. Projections from models based on mean sagebrush cover might represent a more ecologically realistic scenario in which sagebrush is not present in
all climatically suitable area. Given how similar our model results were, either approach would yield useful results.

Table G1. Selected predictor variables used in the random forest models were nearly identical to those used to predict maximum cover.

<table>
<thead>
<tr>
<th>Importance</th>
<th>Predictor Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Precipitation Seasonality</td>
</tr>
<tr>
<td>2</td>
<td>Elevation (DEM)</td>
</tr>
<tr>
<td>3</td>
<td>Precipitation of Warmest Quarter</td>
</tr>
<tr>
<td>4</td>
<td>Precipitation of Coldest Quarter</td>
</tr>
<tr>
<td>5</td>
<td>Mean Temperature of Wettest Quarter</td>
</tr>
<tr>
<td>6</td>
<td>Annual Precipitation</td>
</tr>
<tr>
<td>7</td>
<td>Precipitation of Driest Quarter</td>
</tr>
<tr>
<td>8</td>
<td>Precipitation of Wettest Month</td>
</tr>
<tr>
<td>9</td>
<td>Precipitation of Driest Month</td>
</tr>
<tr>
<td>10</td>
<td>Precipitation of Wettest Quarter</td>
</tr>
</tbody>
</table>
Table G2. Suitable area for each species based on potential sagebrush cover under current and future projections (RCP 4.5; mean sagebrush value per pixel).

Low confidence future area includes all pixels with modeled climate to support suitable sagebrush cover from any one or more of the five AOGCMs while the high confidence future includes just those pixels where four or five AOGCMs indicated suitable climate for required sagebrush cover. *A. nevadensis* and *O. montanus* have the same minimum sagebrush cover threshold and similar current projected suitable area. Therefore, they have the same projection of future suitable area.

<table>
<thead>
<tr>
<th>Species</th>
<th>Current</th>
<th>Low Confidence Future (% change)</th>
<th>High Confidence Future (% change)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>S. breweri</em></td>
<td>748,913</td>
<td>952,603 (+27%)</td>
<td>848,750 (+13%)</td>
</tr>
<tr>
<td><em>A. nevadensis</em></td>
<td>484,323</td>
<td>665,048 (+37%)</td>
<td>416,905 (-14%)</td>
</tr>
<tr>
<td><em>O. montanus</em></td>
<td>485,007</td>
<td>665,058 (+37%)</td>
<td>416,914 (-14%)</td>
</tr>
<tr>
<td><em>L. curtatus</em></td>
<td>155,041</td>
<td>127407 (-18%)</td>
<td>50,305 (-68%)</td>
</tr>
<tr>
<td><em>B. idahoensis</em></td>
<td>85,726</td>
<td>55,291 (-36%)</td>
<td>7,851 (-91%)</td>
</tr>
</tbody>
</table>
Figure G1. Current (A, B) and future (C, D) projected suitable climate for adequate sagebrush cover for the species with the largest (Brewer’s sparrow (*Spizella breweri*)) and smallest (Pygmy rabbit (*Brachylagus idahoensis*)) modeled current habitat.
APPENDIX H

MAXIMUM SAGEBRUSH COVER PROJECTIONS (RCP8.5)

In addition to the future models for RCP4.5 presented in the main text, we projected suitable area for RCP8.5 based on maximum sagebrush cover. Because future climate projections vary depending on the modeling group and emissions scenario we created future projections for RCP8.5 in addition to those for RCP 4.5 presented in the main text. These were based on the same model used in the main text; therefore, projection of area with currently suitable climate is the same. Pixels with four or five models predicting suitable habitat can be interpreted as suitable with high confidence. Pixels with one or more models predicting suitable habitat can be interpreted as suitable with lower confidence. Pixels with zero models predicting suitable habitat were interpreted as unsuitable.

Results from the RCP8.5 projections were consistent in the direction of change with results from the RCP4.5 projection with the exception of the high confidence future projections for sage sparrow (*Artemisiospiza nevadensis*) and sage thrasher (*Oreoscoptes montanus*). For RCP4.5, these species are projected to lose 2% and 3% of area with suitable climate while, for RCP8.5, they are projected to gain less than 1%. The magnitude of change is greater for RCP8.5, with all species projected to gain or lose more area with suitable climate than was found for RCP4.5 (Table H1). Brewer’s sparrow (*Spizella breweri*), sage sparrow, and sage thrasher are projected to gain area with suitable climate according to both low and high confidence projections. Sagebrush vole (*Lemmiscus curtatus*) and pygmy rabbit (*Brachylagus idahoensis*) are both projected to lose area with suitable climate according to both low and high confidence projections.
Although the magnitude of change differs from the results of the RCP4.5 projections, they are similar in direction and spatial configuration. Therefore, the RCP8.5 projections could be treated as a ‘worst-case-scenario’ of distribution changes in response to a more extreme climate change scenario.

Table H1. Suitable area for each species based on potential sagebrush cover under current and future projections (RCP 8.5; maximum sagebrush value per pixel).

Low confidence future area includes all pixels with modeled climate to support suitable sagebrush cover from any one or more of the five AOGCMs while the high confidence future includes just those pixels where four or five AOGCMs indicated suitable climate for required sagebrush cover. *A. nevadensis* and *O. montanus* have the same minimum sagebrush cover threshold and similar current projected suitable area. Therefore, they are projected to have change within 0.1% of each other.

<table>
<thead>
<tr>
<th>Species</th>
<th>Current</th>
<th>Low Confidence Future (% change)</th>
<th>High Confidence Future (% change)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>S. breweri</em></td>
<td>766,525</td>
<td>971,779 (+7%)</td>
<td>883,828 (+15%)</td>
</tr>
<tr>
<td><em>A. nevadensis</em></td>
<td>521,904</td>
<td>749,547 (+44%)</td>
<td>525,160 (+0.6%)</td>
</tr>
<tr>
<td><em>O. montanus</em></td>
<td>522,790</td>
<td>749,547 (+43%)</td>
<td>525,160 (+0.5%)</td>
</tr>
<tr>
<td><em>L. curtatus</em></td>
<td>181,486</td>
<td>118,706 (-35%)</td>
<td>47,810 (-74%)</td>
</tr>
<tr>
<td><em>B. idahoensis</em></td>
<td>102,721</td>
<td>42,739 (-58%)</td>
<td>4,189 (-96%)</td>
</tr>
</tbody>
</table>
Figure H1. Current (A, B) and future (C, D) projected suitable climate for adequate sagebrush cover for the species with the largest (Brewer’s sparrow (*Spizella breweri*)) and smallest (Pygmy rabbit (*Brachylagus idahoensis*)) modeled current habitat.
APPENDIX I

HILLSHADE MASK

The unique topography of Chile required us to apply a secondary mask to filter areas in shadow. We applied a series of hillshade thresholds to the same Landsat image from February 8, 2001 (summer) to determine what level would allow us to keep pertinent information while masking out artificially dark pixels. A threshold hillshade value of 100 (Figure I1 panels B, E) effectively excluded the darkest shadows while retaining the bulk of the image. Pixels with hillshade values less than or equal to the threshold value were masked out (black areas in Figure I1).
Figure II. We applied various masks to a single hillshade to determine the best threshold. Black areas indicate masked land based on masking areas with hillshade less than 50, 100, and 150 (A-C). The same hillshade masks are overlaid on a high resolution image (D-F).
APPENDIX J

EXAMPLE SPECTRAL-TEMPORAL PLOTS

The spectral-temporal signature of non-native pine was fairly distinct from native land cover classes. By surveying spectral-temporal features for Tasseled Cap Brightness, Greenness, and Wetness across the different land cover classes (Figure J1, J2), we were able to infer patterns about that can be used to characterize land cover.

Native forest tends to have more intra-annual variation in Tasseled Cap Brightness values than non-native pine (Figure J1). Native forest and grass/agriculture also have a relatively stable signal (i.e., no change in average value through time) whereas non-native pine Tasseled Cap Brightness tends to decrease through time (Figure J1). Pines are more structurally complex, with reflectance comprising needles, bark, and shadow, than the grasses or cleared land they may be replacing, creating a long-term decline in Brightness.

Grass/agriculture tends to have more intra-annual variation in Tasseled Cap Wetness values than non-native pine and native forest (Figure J2). Tasseled Cap Wetness values for non-native pine tends to increase through time likely because pine stands become more structurally complex as they mature. In contrast, native forest and grass/agriculture Tasseled Cap Wetness values tend to remain stable through time (Figure J2).
Figure J1. Spectral-temporal plots of a single pixel for Tasseled Cap Brightness values of three land cover types.

Red points represent available images. Non-native pines are characterized by less intra-annual variation and decreasing Tasseled Cap Brightness values through time.
Figure J2. Spectral-temporal plots of a single pixel for Tasseled Cap Wetness values of three land cover types.

Blue points represent available images. Non-native pine is characterized by less intra-annual variation than grass/agriculture and an increasing Tasseled Cap Wetness value.
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