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ABSTRACT

ADVANCES IN ASSESSING FLOOD HAZARD AND SEDIMENT DYNAMICS AT THE COAST

SEPTEMBER 2021

HANNAH BARANES, B.A., DARTMOUTH COLLEGE
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Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Jonathan D. Woodruff

Earth’s coastlines are shaped by geophysical and human dynamism. Waves, tides, currents, and sea level change reconfigure coastal environments on hourly to centennial timescales, and the coast is experiencing the fastest economic and population growth rates in the world. This coexistence of a dynamic environment and human development makes coastal communities uniquely vulnerable to natural hazards. Climate change is expected to exacerbate flooding and erosion hazards in the future; thus, it is critical that we understand the underlying physical drivers of coastal change. The overarching goal of this dissertation is to improve the mechanistic understanding and quantification of dynamic processes that shape the coastal environment. Specific topics range broadly from earthquake modeling to coastal flood statistics and salt marsh sediment dynamics.

Chapter 1 aims to constrain a worst-case earthquake and tsunami along southwestern Japan’s Nankai Trough using novel earthquake rupture modeling techniques. The work is motivated by a mismatch between lacustrine sedimentological records of tsunami inundation in the region and modeled earthquake and tsunami scenarios in published literature. Recent advances in space geodesy enable high-precision
measurements of crustal motion that can be used to estimate the degree of frictional locking along fault interfaces, known as interseismic coupling. We demonstrate methods for scaling modern interseismic coupling to coseismic slip to construct Nankai Trough earthquake scenarios. Results show that coupling-based models produce distributions of ground surface deformation and tsunami inundation that are similar to historical and geologic records of the largest known Nankai earthquake in C.E. 1707 and to an independent, quasi-dynamic rupture model. This implies that contemporary coupling mirrors the slip distribution of a full-margin, 1707-type rupture, and GPS measurements of surface motion are connected with the trough’s physical characteristics.

Chapter 2 presents a new statistical methodology for calculating non-stationary flood height-frequency relationships that account for modulation of flood hazard by predictable tidal cycles. We developed the methodology after the winter of 2018, when two Nor’easters with relatively moderate storm surges led to the first and third highest water levels recorded at the Boston tide gauge in 100 years due to their overlap with anomalously high tides. Applying the new method in the Gulf of Maine, we find significant tidal forcing of winter storm season flood hazard by the 18.6-year nodal cycle; for example, the nodal cycle forces decadal oscillations in the 1% annual chance storm tide at an average rate of ±13.5 mm/y in Eastport, ME; ±4.0 mm/y in Portland, ME; and ±5.9 mm/y in Boston, MA.

Appendix C is a contribution to the City of Boston’s climate projections report that combines the Chapter 2 methodology with probabilistic sea level rise to generate probabilistic flood projections that account for both sea level and tidal non-stationarity. We outline mechanisms of both extreme and tide-only coastal flooding; describe the
impacts of climatic and natural tidal variability on flood hazard; give context for the record-breaking 2018 floods; and provide projections of flooding through 2100. Projections show that increases in the frequency and magnitude of flood hazard driven by sea level rise will plateau during decades when the 18.6-year nodal cycle is in a negative phase (2019-2027 and 2037-2046) but accelerate in the subsequent decade as the nodal cycle enters a positive phase and increased tide range combined with sea level rise amplifies flood hazard (2028-2036 and 2047-2055). Beyond mid-century, the importance of tide range on probabilistic flood projections becomes less important, as background sea level rise becomes the dominant influence on flooding.

Chapter 3 presents an observational study of sediment delivery to a New England tidal salt marsh. An external clastic sediment supply is a key factor in determining salt marsh resilience to future sea level rise, yet information on sources, mechanisms, and timescales of sediment delivery are lacking for most marsh systems. We show that marine sediment mobilized and delivered during coastal storms is the primary source to the North and South River, a mesotidal bar-built estuary typical to New England. On the marsh platform, deposition rates, clastic content, and dilution of fluvially-sourced contaminated sediment by marine material all increase down-estuary toward the estuary inlet, consistent with a dominantly marine-derived sediment source. Marsh clastic deposition rates are also highest in the storm season. We observe that periods of elevated turbidity in channels and over the marsh are concurrent with storm surge and high wave activity offshore, rather than with high river discharge. Flood tide turbidity also exceeds ebb tide turbidity during these high turbidity intervals. Timescales of storm-driven marine sediment delivery range from 2.5 days (5 tide cycles) to 2 weeks, depending on location
within the estuary; therefore the phasing of storm surge and wave events with the spring-neap cycle determines how effectively post-event suspended sediment is delivered to the marsh platform. This study reveals that sediment supply and the associated resilience of New England mesotidal salt marshes involves the interplay of coastal and estuarine processes, underscoring the importance of looking both up- and downstream to identify key drivers of environmental change.
PREFACE

Chapter 1 / Appendix A

Chapter one and Appendix A were published in *Geophysical Research Letters* (2018) and are written in first person plural with co-authors Jonathan Woodruff, John Loveless, and Mamoru Hyodo. No changes have been made to the published manuscript.

Chapter 2 / Appendix B

Chapter two and Appendix B were published *Journal of Geophysical Research Letters: Oceans* (2020) and are written in first person plural with co-authors Jonathan Woodruff, Stefan Talke, Robert Kopp, Richard Ray, and Robert DeConto. No changes have been made to the published manuscript.

Chapter 3 / Appendix D

Chapter three and Appendix D contain a manuscript submitted to *Journal of Geophysical Research: Earth Surface* and are written in first person plural in collaboration with Jonathan Woodruff, Rockwell Geyer, Brian Yellen, and Justin Richardson. No changes have been made to the [prepared/submitted] manuscript.

Appendix C

Appendix C contains the coastal flooding chapter of a climate projections report written for the City of Boston. The chapter is written in first-person plural in collaboration with Robert DeConto, Jonathan Woodruff, Robert Kopp, and Anna Ruth Halberstadt. The chapter is currently in review, and no changes have been made to the submission.
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C.6 Comparison of 10th-90th percentile 100-year flood height projections in BRAG (2016) and GBRAG (2021). BRAG values are reported in feet relative to NAVD88 and meters relative to 2000 MSL while GBRAG values are only reported in meters relative to 2000 MSL. We also compare median (50th percentile) sea level estimates, with positive values indicating higher GBRAG estimates and negative values indicating higher BRAG estimates.

C.7 Comparison of relative sea level rise projections used by MC-FRM (based on Kopp et al., 2017) and those developed for GBRAG flood projections. Note that sea level projections are not influenced by tides.
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3.4 South River channel measurements for the fall 2018 deployment at ch_OBSs. Vertical dashed lines and labels above panel a mark time intervals in Figure 3.3, and green and purple circles in panels b-c mark timing of satellite images in panel d. (a) Tide range (gray shading) and the non-tidal residual (black line). (b) Channel turbidity (gray line) relative to offshore significant wave height at the Boston wave buoy (blue line). (c) Channel turbidity relative to North River discharge measured at the USGS gauge (red line). (d) Landsat 8 satellite images of the North and South River estuaries during non-storm (left) and storm (right) conditions.
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A.1 Tsunami simulation domain and topography grids. A ~1,600 m-resolution topography grid covers the entire simulation domain, and resolution gradually increases to ~500 m (gray rectangles), ~100 m around the coastlines (red rectangles), and ~5 m around Lake Ryuuoo (blue rectangle).

C.1 Illustration of a nonlinear increase in flood hazard driven by relative sea level
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CHAPTER 1
INTERSEISMIC COUPLING-BASED EARTHQUAKE AND TSUNAMI
SCENARIOS FOR THE NANKAI TROUGH

1.1 Abstract

Theoretical modeling and investigations of recent subduction zone earthquakes show that geodetic estimates of interseismic coupling and the spatial distribution of coseismic rupture are correlated. However, the utility of contemporary coupling in guiding construction of rupture scenarios has not been evaluated on the world’s most hazardous faults. Here we demonstrate methods for scaling coupling to slip to create rupture models for southwestern Japan’s Nankai Trough. Results show that coupling-based models produce distributions of ground surface deformation and tsunami inundation that are similar to historical and geologic records of the largest known Nankai earthquake in C.E. 1707 and to an independent, quasi-dynamic rupture model. Notably, these models and records all support focused subsidence around western Shikoku that makes the region particularly vulnerable to flooding. Results imply that contemporary coupling mirrors the slip distribution of a full-margin, 1707-type rupture, and GPS measurements of surface motion are connected with the trough’s physical characteristics.

1.2 Plain Language Summary

In regions that are vulnerable to earthquakes, constructing rupture scenarios based on scientific observations of faults is key to managing risk. High-precision GPS measurements that track the motion of earth’s crust can be used to estimate interseismic
coupling, which is a measure of frictional locking along fault interfaces that causes stress buildup between earthquakes. Past studies have shown that the distribution of coupling preceding an earthquake is correlated with rupture during an earthquake. We demonstrate methods for constructing rupture scenarios based on estimates of coupling for southwestern Japan’s Nankai Trough, where a magnitude 8-9 earthquake is likely to occur within the next few decades. Modeled ground surface deformation and tsunami inundation for these coupling-based rupture scenarios are similar to historical and geologic records of the largest known Nankai earthquake in C.E. 1707 and to an independent rupture model based on the trough’s physical characteristics. Notably, these models and records all show that the ground surface around western Shikoku sinks during earthquake rupture and becomes particularly vulnerable to tsunami flooding. Our results imply that contemporary coupling mirrors the rupture pattern of the Nankai Trough’s largest known historical event and that GPS measurements of surface motion are connected with the trough’s physical characteristics.

1.3 Introduction

Subduction-zone earthquakes and accompanying tsunamis have catastrophically damaged coastal communities around the world. Recent advances in space geodesy that offer unprecedented insight into the present-day kinematic behavior of faults have the potential to significantly advance earthquake hazard assessment (Feigl et al., 1993; Hager et al., 1991). High-precision measurements of crustal motion can be used to estimate spatiotemporal variation in slip deficit that accumulates where a fault interface is locked by friction between earthquakes (Loveless & Meade, 2016; McCaffrey et al., 2000;
Interseismic coupling is the ratio of this estimated slip deficit to relative plate motion. Both numerical simulations (Kaneko et al., 2010) and observations from the 2010 Maule (Moreno et al., 2010), 2011 Tōhoku (Loveless & Meade, 2011), and 2012 Nicoya (Protti et al., 2014) megathrust earthquakes have provided evidence for correlation between the estimated spatial distributions of interseismic coupling and subsequent coseismic slip. These studies have posited that coupling may be used to anticipate the spatial extent of future rupture. Here, we test this correlation on one of the world’s most hazardous faults by creating rupture scenarios from coupling distributions and evaluating the scenarios by comparing simulated ground surface deformation and tsunami inundation to historical and geologic observations.

The Nankai Trough, located just offshore of southwestern Japan (Figure 1.1a), is ideal for testing the utility of recent, geodetically-constrained estimates of interseismic coupling in constructing future rupture scenarios. Following the unexpectedly severe 2011 Tohoku earthquake, Japan’s government called for hazard-assessment research to focus on defining worst-case scenarios for earthquakes and tsunamis impacting the country (Central Disaster Management Council, 2012). This guideline has focused attention on the Nankai Trough, where the subduction of the Philippine Sea Plate beneath the southwest Japan forearc is predicted to generate a magnitude 8-9 earthquake within the next few decades (Headquarters for Earthquake Research Promotion, 2013). Thirteen-hundred years of historical records document Nankai earthquakes occurring every 100-200 years (Ishibashi, 1999), and numerous studies have documented ~8,000 years of land-based geologic evidence for Nankai earthquakes (Garrett et al., 2016 and references therein). The largest known historical Nankai earthquake occurred in C.E. 1707 and is
thought to have simultaneously ruptured the majority of the trough, extending from Suruga Bay southwest to Hyūga-nada (i.e. the full length shown in Figure 1.1a).

Documentation of the resultant tsunami height reaches 10 m in the most severely impacted areas along the open Pacific coastline of Shikoku, Japan (Hatori, 1974, 1985; Murakami et al., 1995).

Japan’s extensive GEONET GPS network has measured crustal motion across the Japanese islands since 1996, and several studies have utilized this dataset to estimate the distribution of interseismic coupling for the Nankai Trough (Loveless & Meade, 2016; Nishimura & Hashimoto, 2006; Yokota et al., 2016; Nishimura et al., 2018). These coupling estimates differ in detail depending on whether or not the contributions of crustal block motion to the GPS velocity field are considered, and whether or not seafloor geodetic measurements are used in addition to land-based GEONET data. However, the resultant spatial distributions of coupling in these studies are broadly similar. In particular, strong coupling is estimated along the Nankai interface from Kyushu to the Tokai region, with concentrations offshore Shikoku and the Kii peninsula, coincident with the estimated rupture areas of the great 1944 and 1946 earthquakes (e.g., Sagiya and Thatcher, 1999).

There are also several published rupture scenarios for a future worst-case Nankai earthquake that draw on geophysical, geologic, and historical investigations of the trough. A series of simple, kinematic source models (models of coseismic slip that do not consider stress conditions or the fault’s physical properties) have been formulated to match historical and geologic records of ground shaking and tsunamigenic flooding from the 1707 earthquake, which is often considered a worst-case event (Aida, 1981; Ando,
1975; An’naka et al., 2003; Furumura et al., 2011). As geophysical studies have enabled physical characterization of the Nankai subduction interface, large rupture scenarios have also been generated from dynamic and quasi-dynamic simulations that solve the spatiotemporal evolution of slip by incorporating the trough’s geometry, geologic structure, and frictional properties (Hok et al., 2011; Hyodo & Hori, 2013; Kodaira et al., 2006). Dynamic simulations consider inertial effects, while quasi-dynamic simulations approximate them with a radiation damping term. One kinematic model of the 1707 earthquake used an interseismic coupling distribution to support extending its rupture area (Furumura et al., 2011), and one dynamic simulation used slip deficit rates to define an initial stress distribution (Hok et al., 2011); however, there is no rupture scenario based solely on the spatial correlation between coupling and slip. Furthermore, we emphasize that our interseismic coupling estimates consider crustal block motion in southwestern Japan, which reduces potential biases in moment accumulation on the Nankai subduction interface that may arise by neglecting this motion.

1.4 Methods

Here, we create a set of four new kinematic rupture models for the Nankai Trough by linearly scaling estimated interseismic coupling to coseismic slip. We use temporally-averaged coupling fraction distributions estimated with elastic block models (Loveless & Meade, 2016) (Appendix A, Text S1). This technique simultaneously considers the contributions to the geodetic velocity field from interplate coupling and crustal block motion. Near-trench coupling is poorly resolved, in part due to the scarcity of seafloor geodetic data (Yokota et al., 2016; Yasuda et al., 2017; Nishimura et al., 2018); thus,
following Loveless and Meade (2016), we adopt two candidate coupling scenarios (Figure 1.1c): one in which non-zero slip deficit can be estimated along the trench (“trench-coupled” scenario) and one in which the subduction interface around the trench is assumed not to accumulate slip deficit (“trench-creeping” scenario). When translating coupling to coseismic slip for the trench-coupled and trench-creeping cases, we also test two methods for determining the rake (direction) of slip: 1) opposite the direction of accumulated slip deficit, and 2) opposite the direction of relative plate motion (Appendix A, Text S1). Of the four slip models, we favor the trench-coupled distribution with rake of slip opposite the direction of slip deficit. Direct observations from drilling (Sakaguchi et al., 2011) and new coupling estimates that incorporate a few years of seafloor geodetic measurements (Yokota et al., 2016) both indicate that coupling at the trench is likely, and the first rake method produces a fanning pattern of coseismic rakes around concentrations of slip that is consistent with spatially-variable slip magnitudes. Although we favor this one scenario, considering all four better represents the uncertainty in our methodology for scaling a given coupling distribution to slip, and it addresses the possibility that coupling near the trench might not necessarily translate to shallow coseismic slip (e.g., Ide et al., 2011).

Finally, we test a range of peak slip magnitudes for the linear scaling of coupling to slip. The Nankai Trough is currently coupled along its entire length (Figure 1.1b), so we scale slip to generate an event comparable to the most recent full-margin Nankai rupture in 1707. There are no measurements of the 1707 earthquake’s magnitude, but historical records document the resultant tsunami’s height (Hatori, 1974, 1985; Murakami et al., 1995); thus, we simulate tsunami inundation with a range of peak slip magnitudes
for each of the four coupling-based slip distributions and choose the value that produces the best match between modeled and observed 1707 tsunami heights. We perform tsunami inundation simulations using version 5.3.0 of the open source tsunami model GeoClaw (Berger et al., 2011; Clawpack Development Team, 2015; Mandli et al., 2016), which is a subset of Clawpack. Earthquake sources for tsunami simulations, GeoClaw model parameters, development of a topographic model, and methodology for comparing modeled and historical tsunami inundation heights are all described in detail in Appendix A Text S2-S4 and Figure A.1.

1.5 Results and Discussion

Table 1.1 provides the best fit peak slip values and associated seismic moments (m0), moment magnitudes, and return periods for each coupling-based rupture scenario. Return periods are calculated using the scenario slip magnitudes and estimated slip deficit rates from the block models. Estimated seismic moments are consistent among the four scenarios, with the average internal m0 deviation equaling 16% of the average estimated m0. Scenario return periods range from 236 to 384 years. In paleoseismic studies, Nankai earthquake recurrence intervals are poorly constrained due to uncertainty in event chronology, event magnitude, and flood threshold characterization (Garrett et al., 2016). However, historical records indicate that full-length Nankai ruptures occurred in C.E. 1707, 1361, and 684 (Garrett et al., 2016 and references therein). Our calculated 236 to 384-year return period for the accumulated Nankai Trough slip deficit is similar to the return periods for the two most recent historical full-margin events in C.E. 1707 and 1361, and slightly shorter when considering three events between present and C.E. 684.
Figures 1.1c and 1.1d show modeled coupling distributions, slip magnitudes, and vertical ground surface displacements for the four rupture scenarios. The trench-creeping and trench-coupled scenarios differ principally in terms of the down-dip locations of concentrated slip. Because of the enforced creep at the shallowest portion of the interface in the trench-creeping models, the down-dip gradient in coupling, and hence scenario slip, is steeper than in the trench-coupled models. This variation in down-dip locus of slip yields vertical displacement patterns showing a similar shift: peak uplift and subsidence calculated from the trench-creeping models are located farther northwest than those of the trench-coupled models, which feature peak slip near the trench. The along-strike slip concentrations near Shikoku and the Kii Peninsula are consistent between the trench-coupled and trench-creeping cases and are broadly consistent with other estimates of interseismic coupling (e.g. Yokota et al., 2016). Distributions of modeled ground surface displacement differ for the two methods of assigning rake of slip: the along-strike variation in uplift is smoother for scenarios with rake opposite the direction of relative plate motion and more spatially variable with smaller regions of focused uplift for scenarios with rake opposite the direction of slip deficit.

Modeled vertical ground surface displacement also has varying agreement with geologic evidence for past coseismic uplift and subsidence. There is robust geologic evidence for uplift associated with Nankai earthquakes at Cape Muroto (Iryu et al., 2009; Maemoku, 1988, 2001) and the southern tip of the Kii peninsula (Shishikura et al., 2008, 2013) (locations 1 and 2, respectively, in Figure 1.1d). There is also a potential indication of uplift in southwestern Shizuoka prefecture (Azuma et al., 2005; Fujiwara et al., 2007a, 2010) and subsidence at in Suruga Bay (Fujiwara et al., 2007b, 2016) (locations 3 and 4).
in Figure 1.1d), but the connection between deformation to Nankai earthquakes is more uncertain at these sites (Garrett et al., 2016). Three of the four coupling-based models reproduce the observed uplift around Cape Muroto and the Kii peninsula, but they do not consistently reproduce the uplift in Shizuoka and subsidence in Suruga Bay. The Kochi Plain also subsided ~60 cm during the 1946 Nankai earthquake (Geographical Survey Institute of Japan, 1952; Miyabe, 1955). Although subsidence around Kochi is commonly cited as a feature of Nankai earthquakes (e.g. Ando, 1975; Furumura et al., 2011), our coupling-based simulations do not produce this subsidence. Hyodo et al. (2014) conducted a series of modeling experiments demonstrating that slip on the downdip extent of the Nankai subduction interface reduces Pacific coastal subsidence and lowers tsunami heights such that they are more consistent with historical observations of the 1707 event. This is consistent with our coupling-based rupture scenarios, where the strongly coupled patch of the subduction interface underlying Shikoku produces large slip on its downdip extent (Figure 1.1d), and modeled tsunami heights largely agree with 1707 observations on Shikoku’s Pacific coast (Figure 1.2d).

The spatial distributions of modeled tsunami inundation are internally consistent among the four coupling-based scenarios (gray line with shading in Figures 1.2c-e shows the range). Along most of the coast, tsunami heights vary by less than 0.5 m among scenarios, and larger inconsistencies are generally due to local variation in vertical ground surface deformation. The purpose of these tsunami simulations is to validate coupling-based rupture models against observations of the 1707 Nankai event of record; thus, we do not attempt to provide detailed sensitivity testing and modeled inundation analysis that would be required for tsunami simulations intended for hazard mitigation.
Along most of the Nankai Trough, the spatial distribution of flooding from the scaled, coupling-based model tsunamis compares favorably with the distribution of observed 1707 tsunami heights (circles in Figures 1.2c-e). This general consistency indicates that contemporary coupling along the trough mirrors the slip distribution of a full-margin, 1707-type rupture. The model-observation fit is particularly consistent in Shikoku and Honshu, where the most historical observations are available. For 25 of 33 observations in Shikoku and 20 of 30 observations in Honshu, the discrepancy between the coupling-based model and the observed tsunami height is less than 25% of the observed height (Appendix A, Text S5). In Kyushu, 3 of the 9 available observations of the 1707 tsunami are matched. General model exceedance for the remaining 6 could be due to uncertainty in the limited number of historical observations available for this region (Ando, 1975; Ishibashi, 2004; Murakami et al., 1995). These 6 unmatched Kyushu observations are also clustered around a strongly coupled patch of the Nankai interface south of the Bungo Channel (Figures 1.1c, 1.2c). In this region there are known slow-slip events (Ozawa et al., 2013), and the coupling fraction has varied since 1996 (Loveless & Meade, 2016), potentially adding uncertainty to the local modeled slip distribution.

Figure 1.2 also highlights the contribution of coseismic uplift and subsidence to tsunamigenic flooding along Japan’s coast. Vertical ground displacement changes maximum flood heights by 1-2 m along more than half of the coastline shown in Figure 1.2, and subsidence accounts for a significant fraction of the total inundation height along major coastline segments on all three mainland islands. In western Shikoku in particular, focused coseismic subsidence contributes to unexpectedly large flood heights (up to 7 m).
in the Bungo Channel region that otherwise would be relatively sheltered from Nankai Trough tsunamis (Figures 1.1d, 1.2d).

We focus attention on validating the identified region of subsidence in the Bungo Channel (Figure 1.1a) both because the area contains Shikoku’s sole nuclear power plant (Ikata Power Plant), and because historical records for the 1707 tsunami along the west coast of Shikoku are geographically limited to the Uwajima embayment, where 4-5 m of inundation was recorded (Figure 1.2d). Over the duration of each tsunami simulation, we monitor water level with model tide gauges at two locations within this subsided region (Figure 1.3): one within the Uwajima embayment and two at Lake Ryuuoo. Lake Ryuuoo is the site of a recent back-barrier sedimentological reconstruction that provided 4 m as the region’s first physically-based 1707 tsunami inundation height constraint (Baranes et al., 2016). At Uwajima, ~2 m of coseismic subsidence and a ~2.5 m tsunami combine to match historical documentation of a 4-5 m tsunami impacting the city in 1707 (Figure 1.3c) (Murakami et al., 1995). At Lake Ryuuoo, subsidence lowers the barrier beach separating the lake from the ocean by nearly 2 m. This subsidence allows for barrier inundation by the 1707 tsunami and is required to explain a marine flood deposit within Lake Ryuuoo’s sediment that dates to the event (Figure 1.3d) (Baranes et al., 2016). Coupling-based rupture scenarios, the Lake Ryuuoo sedimentary record, and historical observations therefore provide three independent lines of evidence for substantial subsidence on the eastern side of the Bungo Channel.

As a final means of validation, we compare our kinematic coupling-based models to the independent, quasi-dynamic “larger-earthquake scenario” from Hyodo et al. (2014) (Mw = 9.03; m0 = 4.37 x 1022 N-m; peak slip = 20.6 m), hereafter referred to as H14.
The H14 slip distribution is based on the geometry, geologic structure, and frictional properties of the Nankai Trough inferred from geophysical studies. Like our two trench-coupled rupture scenarios, the H14 model also allows for slip at the trench axis. Estimated seismic moments are consistent among the H14 and the two trench-coupled scenarios, with the average internal M0 deviation equaling 16% of the average estimated M0. Figures 1.1b and 1.1d also illustrate the similar pattern of vertical ground surface displacement produced by the independent kinematic and quasi-dynamic modeling techniques. The spatial extent of rupture is nearly identical for the two cases, and both include slip on the downdip extent of the subduction interface that yields a focused region of subsidence around western Shikoku (eastern side of the Bungo Channel). For the coupling-based models, the transition from offshore uplift to inland subsidence generally occurs farther to the northwest, and the pattern of ground surface deformation is more complex. The greater complexity is to be expected, given that the coupling-based models are based on GPS data, while the H14 model is based on a smoother set of defined fault characteristics (Figure 1.3 in Hyodo & Hori, 2013).

The kinematic and quasi-dynamic scenarios also produce a consistent distribution of modeled tsunami inundation along the Kyushu, Shikoku, and Honshu coastlines (Figure 1.2; methods described in Appendix A, Text S2-S4). Maximum tsunami heights are generally within 2 m of each other, and spatial variation in modeled inundation is similar over both 100 and 1000-km-scale distances along impacted coastlines of Japan. Furthermore, similar to the coupling-based scenario results, subsidence in the H14 model enables the tsunami to inundate Lake Ryouoo (Figure 1.3d). The quasi-dynamic modeling approach in H14 is therefore not only consistent with kinematic coupling-based
scenarios, but also with sedimentological evidence for subsidence in the region. These similarities in simulated seismic moment, ground surface displacement, and tsunami inundation between the coupling-based and H14 models both support the scaling of coupling to slip as a valid tool for generating rupture scenarios, and demonstrate the connection between modern geodetic measurements of surface motion and physical characteristics of the subduction interface.

1.6 Conclusions

This study demonstrates methods for constructing and evaluating rupture scenarios based on the scaling of interseismic coupling to coseismic slip. Results show similarities in ground surface deformation and tsunami inundation among kinematic coupling-based Nankai Trough rupture scenarios, historical and geologic records of the 1707 earthquake and tsunami, and the independent, quasi-dynamic H14 model. Study implications include:

1. Contemporary coupling mirrors the slip distribution of a full-margin, 1707-type rupture of the Nankai Trough.

2. Coupling-based rupture scenarios, historical observations from Uwajima, the Lake Ryuuo sedimentological record, and the H14 quasi-dynamic model all independently support focused coseismic subsidence in western Shikoku.

3. There is a connection between geodetic measurements of surface motion and physical properties of the subduction interface.
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Table 1.1. Best fit peak slip values and associated seismic moments, moment magnitudes, and return periods (based on estimated slip deficit rates) for the four coupling-based rupture scenarios.

<table>
<thead>
<tr>
<th>Near-trench behavior</th>
<th>Slip rake</th>
<th>Peak slip (m)</th>
<th>$m_0$ (N-m x 10^{22})</th>
<th>$M_W$</th>
<th>Return period (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coupled</td>
<td>Opposite slip deficit</td>
<td>16</td>
<td>3.43</td>
<td>8.99</td>
<td>236</td>
</tr>
<tr>
<td>Coupled</td>
<td>Opposite relative plate motion</td>
<td>26</td>
<td>4.22</td>
<td>9.05</td>
<td>384</td>
</tr>
<tr>
<td>Creeping</td>
<td>Opposite slip deficit</td>
<td>18</td>
<td>2.69</td>
<td>8.92</td>
<td>286</td>
</tr>
<tr>
<td>Creeping</td>
<td>Opposite relative plate motion</td>
<td>20</td>
<td>2.60</td>
<td>8.91</td>
<td>257</td>
</tr>
</tbody>
</table>
Figure 1.1. Nankai Trough earthquake scenarios. **a** Regional setting of the Nankai Trough. **b** Vertical surface displacement for a previously published and independent quasi-dynamic rupture model by Hyodo et al. (2014). **c** Nankai Trough coupling fraction for the “trench-coupled” and “trench-creeping” cases (Loveless & Meade, 2016), where coupling fraction is defined as the ratio of slip deficit rate to relative plate motion rate. Contour lines show the resulting coseismic slip magnitudes in meters for the cases where rake of slip is opposite slip deficit (see Table 1 for peak slip values). **d** Calculated vertical surface displacement for the four kinematic coupling-based models. Locations 1-4 referenced in text.
Figure 1.2. Modeled inundation heights due to both tsunami and vertical land movement. 

**a** Illustration of maximum total water level change, $\eta_{\text{max}} - \Delta z$ (left-hand y-axis in c-e), where $\Delta z =$ vertical ground surface displacement (right-hand y-axis in c-e), and $\eta_{\text{max}} =$ maximum tsunami height above MSL. 

**b** Regional coastline near the Nankai Trough, where distance is mapped on x-axes in c, d, and e. White squares mark transitions between open Pacific and relatively sheltered coastlines. 

**c** to **e** $\eta_{\text{max}} - \Delta z$ along coastlines for the H14 scenario (black line) and the four coupling-based scenarios in Table 1 (gray line with shading shows range for four cases). Blue and red filled regions centered at zero show the contributions of subsidence (negative $\Delta z$) and uplift (positive $\Delta z$), respectively, to total relative water level change (i.e. $\eta_{\text{max}} - \Delta z$). Circles represent observed 1707 tsunami inundation heights (Hatori, 1974, 1985; Murakami et al., 1995) (black if the discrepancy between modeled and observed tsunami heights is < 25% of the observed height, and red if not). Vertical dashed lines in c, d, and e denote locations of squares in b.
Figure 1.3. Model gauge results in the Bungo Channel region of focused subsidence. a Northwestern Shikoku model gauge locations (see Figure 1.1 for regional context). b Photograph of Lake Ryuuoo showing locations of model gauges, where Gauge 1 is offshore, and Gauge 2 is on the lowest-elevation area of Lake Ryuuoo’s barrier beach. c Uwajima and d Lake Ryuuoo gauge results for the H14 scenario (green and black solid lines for Gauges 1 and 2, respectively), and the four coupling-based scenarios (green and black shaded regions). Note in d how subsidence (Δz) is required for the observed inundation of Lake Ryuuoo’s barrier beach (Gauge 2).
CHAPTER 2
TIDALLY DRIVEN INTERANNUAL VARIATION IN EXTREME SEA LEVEL FREQUENCIES IN THE GULF OF MAINE

2.1 Abstract

Astronomical variations in tidal magnitude can strongly modulate the severity of coastal flooding on daily, monthly, and interannual timescales. Here, we present a new quasi-nonstationary skew surge joint probability method (qn-SSJPM) that estimates interannual fluctuations in flood hazard caused by the 18.6 and quasi 4.4-year modulations of tides. We demonstrate that qn-SSJPM-derived storm tide frequency estimates are more precise and stable compared with the standard practice of fitting an extreme value distribution to measured storm tides, which is often biased by the largest few events within the observational period. Applying the qn-SSJPM in the Gulf of Maine, we find significant tidal forcing of winter storm season flood hazard by the 18.6-year nodal cycle, whereas 4.4-year modulations and a secular trend in tides are small compared to interannual variation and long-term trends in sea-level. The nodal cycle forces decadal oscillations in the 1% annual chance storm tide at an average rate of ±13.5 mm/y in Eastport, ME; ±4.0 mm/y in Portland, ME; and ±5.9 mm/y in Boston, MA. Currently (in 2020), nodal forcing is counteracting the sea-level rise-induced increase in flood hazard; however, in 2025, the nodal cycle will reach a minimum and then begin to accelerate flood hazard increase as it moves toward its maximum phase over the subsequent decade. Along the world’s meso-to-macrotidal coastlines, it is therefore critical to consider both sea-level rise and tidal non-stationarity in planning for the
transition to chronic flooding that will be driven by sea-level rise in many regions over the next century.

2.2 Plain Language Summary

Coastal management practices around flood risk often rely on estimates of the percent chance of a particular flood height occurring within a year. For example, U.S. flood insurance requires designating areas with a 100-year flood recurrence interval (the “100-year flood zone”). When storms hit regions with large tides, the height and timing of high tide often determine flood severity. Thus, the relationship between flood height and annual frequency can be altered by natural, daily-to-decadal cyclical variation in tide heights. Here, we present a new method for calculating annually-varying flood height–frequency relationships based on known tidal cycles. Applying the new method in the Gulf of Maine, we find an 18.6-year-long tidal cycle (the nodal cycle) has forced decadal variation in the 1% annual chance flood at a faster rate than the historical average rate of sea-level rise over the past century. Currently, nodal cycle forcing is counteracting the sea-level rise-induced increase in flood hazard; however, in 2025, the nodal cycle will reach a minimum in the Gulf and then begin to accelerate flood hazard as it moves toward its maximum over the subsequent decade. It is therefore critical to consider sea-level rise and tidal variation in medium-term flood hazard planning.

2.3 Glossary of acronyms

GEV Generalized Extreme Value distribution
GPD Generalized Pareto distribution
GPDST Generalized Pareto distribution fit to measured storm tides
2.4 Introduction

Extreme coastal flooding poses a growing hazard to coastal communities (e.g. Hallegatte et al., 2013; Neumann et al., 2015). Management practices around flood risk often require estimates of extreme sea level recurrence intervals; for example, in the United States, federal flood insurance and building codes depend on estimates of the current 100-year flood zone (Galloway et al., 2006; Hunter, 2010; Buchanan et al., 2017). Coastal flood hazard, however, is not stationary. The relationship between flood height and recurrence interval is approximately log-linear, so even small interannual variations in storm surge, tides, waves, or mean sea-level (trends on the order of millimeters per year) can significantly alter extreme sea level frequencies (e.g. Oppenheimer et al., 2019). Robust statistical methods for considering sea-level non-stationarity (Hunter, 2010; Buchanan et al., 2017; Wahl et al., 2017) have been used to incorporate uncertain sea-level rise (SLR) projections into global (e.g. Lin et al., 2016; Garner et al., 2017; Oppenheimer et al., 2019) and local (e.g. NYC, 2013; Douglas et al., 2016; Griggs et al.,
2017) hazard assessments. In this paper, we investigate the impact of quasi-deterministic variation in astronomical tides on low-frequency, high-impact extreme sea levels.

Tidal magnitude modulates the severity of flooding in meso-to-macrotidal regions, and interannual variation in tides causing periods of enhanced flood risk is a well-known phenomenon (e.g. Sobey, 2005; Eliot, 2010; Menéndez & Woodworth, 2010; Ray & Foster, 2016; Talke et al., 2018; Peng et al., 2019; Haigh et al., 2020; Talke & Jay, 2020). In particular, the 18.6-year lunar nodal cycle and the 8.85-year cycle of lunar perigee influence high water globally on weekly, monthly, and annual timescales (e.g., Haigh et al., 2011; Peng et al., 2019). Ray and Foster (2016) showed that the perigean cycle modulates predicted future nuisance tidal flooding at a quasi 4.4-year period. For extreme flooding, Menéndez and Woodworth (2010) modeled global nodal and perigean astronomical modulations using a non-stationary location parameter in extreme sea level probability distributions fit to satellite altimetry records over the 1970–2008 time period. Over a longer, nearly 200-year record from Boston, Massachusetts, Talke et al. (2018) also showed that the nodal cycle produces 10–20 cm of variation in extreme sea levels with recurrence intervals between 2 and 100 years.

On decadal to centennial timescales, non-astronomical factors also force local-to-global-scale variations and trends in tides (Schindelegger et al., 2018; Haigh et al., 2020; Talke & Jay, 2020). Changes in water depth, shoreline position, frictional resistance, and river flow have led to dramatic local-scale tidal amplification and reduction over the past two centuries, particularly in estuaries and tidal rivers (Winterwerp et al., 2013; Haigh et al., 2020; Talke & Jay, 2020). Spatially coherent, regional-scale variation in tides has been driven by changes in ocean depth, shoreline position, sea ice extent, ocean
stratification, non-linear interactions, and radiational forcing (e.g. Woodworth, 2010; Müller et al., 2011; Müller, 2012; Haigh et al., 2020).

In summary, interannual variations and long-term trends in tides have significant implications for flood hazard. Astronomical nodal and perigean cycles can significantly increase flood hazard compared to the long-term average during their positive phases (e.g. Talke et al., 2018), and secular changes in tides driven by non-astronomical factors will either enhance or counteract the increase in flood hazard driven by SLR (e.g. Haigh et al., 2020). Given that the expected frequency of flooding changes year-to-year, considering sea-level rise and tidal non-stationarity together is important to both short and long-term municipal planning and emergency management at the coast. However, as mentioned by Talke et al. (2018), methods for assessing tidally driven interannual variation in extreme sea-level hazard require further development.

In this paper, we describe a new method for estimating tidally driven non-stationarity in extreme still water levels measured at tide gauges using an adaptation of the measurement-based joint probability methods developed by Pugh and Vassie (1978, 1980), Tawn and Vassie (1989), Tawn (1992), and Batstone et al. (2013). We apply and validate our methodology using century-long tide gauge records from the Gulf of Maine coast in the northwest Atlantic Ocean (Fig. 2.1), a region with significant nodal variability and secular trends in tides (Ray, 2006; Ray & Talke, 2019). Under the assumption of stationary storm characteristics, this new quasi-nonstationary joint probability method provides separate statistical treatment of tides and surge and accounts for interannual variation in tides. We use the term “still water level” to convey that the tide gauge-based analyses presented here do not consider wave impacts. Tide gauges
located in wave-sheltered harbors measure the contributions storm surge, tides, and mean sea level to flood level (i.e. the still water level) but exclude waves (Melet et al., 2018; Dodet et al., 2019; Woodworth et al., 2019). Note that in subsequent sections, we use the term “storm tides” for extreme still water levels referenced to the annual mean sea-level.

2.5 Background

2.5.1 Site description

We apply this new quasi-nonstationary joint probability method to estimating extreme still water level recurrence intervals at the three longest running and most complete National Oceanic and Atmospheric Administration (NOAA) tide gauge records within the Gulf of Maine at Boston, Portland, and Eastport (Fig. 2.1). Table 2.1 shows their locations, measurement timespans, and relevant tidal datums. An additional record at St. John, New Brunswick (1893-present) is not included because of significant data gaps and unusual interannual variation in the amplitude of the $M_2$ tidal constituent after 1980 (Ray & Talke, 2019). In addition to its multiple century-long tide gauge records, the Gulf of Maine’s large tide range and known local and regional tidal variation make it an ideal location for applying our statistical method. The region also hosts major cities and sensitive infrastructure that require careful flood risk assessment; for example, Hallegate et al. (2013) ranked Boston, Massachusetts within the top twenty cities globally for modeled flood loss under both present-day and future (2050) scenarios.

The Gulf of Maine coast is vulnerable to flooding from both tropical and extratropical cyclones, but extratropical cyclones have historically been the dominant flooding mechanism, as they are more frequent and more likely to intersect with high tide
due to their often longer durations (e.g. Kirshen et al., 2008; Talke et al., 2018). The total still water level (i.e. not including waves) recorded during a storm, relative to some vertical datum, is called storm tide and represents the net impact of meteorological and tidal forcing. Here, we use annual mean sea level (MSL) as the vertical datum, such that storm tide time series do not include SLR. Storm surge is the meteorologically forced deviation from the predicted tide, calculated by subtracting the predicted tide from time series of measured storm tide values. Extreme storm surges reach ~1.3 meters in the Gulf (e.g. Talke et al., 2018), and tides are significantly larger. The great diurnal tide range increases northward from 3.1 meters in Boston to ~16 meters in the Bay of Fundy’s northern embayments, making tides a primary control on most of the region’s extreme coastal flooding events. In Boston, for example, Talke et al. (2018) found that 92 of the top 100 storm events occurring between 1825 and 2018 coincided with a predicted high tide that exceeded modern mean higher high water.

Tides in the Gulf of Maine and Bay of Fundy are unusual in several respects. In addition to the well-known large tidal range, there is a natural resonance frequency in the Gulf near the frequency of the N$_2$ tide (Garrett, 1972; Godin, 1993). Observed N$_2$ amplitudes are larger than S$_2$ amplitudes, although the opposite is true of the theoretical tidal potential; thus, the classic fortnightly spring-neap modulation is relatively weak and is smaller than the monthly modulation induced by M$_2$/N$_2$ beating. The strongest astronomical tides during any month therefore occur near times of lunar perigee. Similar to many locations, there are additional modulations at semiannual, 4.4-year, and 18.6-year periods (Haigh et al., 2011; Ray & Merrifield, 2019). The 4.4-year and 18.6-year modulations of the highest predicted tide are moderate at Boston and Portland (roughly
3–4 cm in amplitude) but get much larger (up to 15 cm in amplitude) inside the Bay of Fundy (Ray & Merrifield, 2019; see also Ray & Talke, 2019 for 18.6-year modulations of the $M_2$ constituent in the Gulf of Maine). The 18.6-year modulation is caused by the lunar nodal cycle, or a precession of the moon’s orbital plane around the ecliptic 360° every 18.6 years. The 4.4-year modulation is caused by perigean spring tides coinciding with the winter or summer solstice (when the diurnal tidal contribution is largest) twice per 8.85 years (see Ray & Foster, 2016 for an explanation).

Perhaps owing to the basin resonance being near $N_2$, Gulf of Maine tides are sensitive to small changes in basin geometry, depth, and friction. Indeed, they display some of the largest secular tidal trends observed anywhere in the world for a regional body of water. Since the early-20th century, the amplitude of the $M_2$ tidal constituent has steadily increased at an average rate of $0.25 \pm 0.04\, \text{mm/y}$ at the Boston tide gauge, $0.59 \pm 0.04\, \text{mm/y}$ at Portland, and $0.77 \pm 0.08\, \text{mm/y}$ at Eastport (Ray & Talke, 2019). In comparison, average rates of SLR measured at these tide gauges over the same time period (see Tab. 2.1 for exact date range) are $2.83 \pm 0.15\, \text{mm/y}$ in Boston, $1.88 \pm 0.14\, \text{mm/y}$ in Portland, and $2.14 \pm 0.17\, \text{mm/y}$ in Eastport. New tide estimates derived from 19th-century water level measurements show that the $M_2$ trend began sometime in the late-19th or early-20th century, coincident with the transition to modern rates of SLR (Ray & Talke, 2019). Numerical models show that SLR has only caused part of the observed increase in $M_2$ amplitude in the Gulf of Maine (e.g. Müller et al., 2011; Greenberg et al., 2012; Pelling & Green, 2013; Schindelegger et al., 2018), suggesting that ocean stratification driven by sea-surface temperature warming has also played a role in the increase (Müller, 2012; Ray & Talke, 2019).
2.5.2 Review of extreme sea level statistical methods

Extreme sea level recurrence intervals can be estimated from data or models. In both cases, an extreme value probability distribution is fit to a set of measured or simulated extreme sea levels assumed to be representative of the possible flood scenarios in a region. Hydrodynamic simulations have the advantage of explicitly including wave impacts and providing spatially continuous flood elevations and flow velocities; however, they are computationally intensive, take time to develop, and as with all models, rely on uncertain parameterizations, bathymetry, and assumptions (e.g. Vousdoukas et al., 2016; Lin et al., 2010). At gauged locations with multi-decadal records, estimating storm tide recurrence intervals from data is a simpler alternative that will be the focus of this paper.

The two most commonly used extreme value distributions are the Generalized Extreme Value distribution (GEV) and the Generalized Pareto Distribution (GPD). The GEV is fit to block maxima data, or the $n$-largest measurements per some time interval (e.g. the largest event each year), and the GPD is fit to peaks-over-threshold data, or all measurements over some threshold value that defines extremes. The GPD approach is more robust because it uses more available extreme observations (e.g. NERC, 1975; Coles et al., 2001; Tebaldi et al., 2012; Buchanan et al., 2017). In Boston, for example, only 46 of the top 100 storm tides recorded at the NOAA gauge occurred in distinct years. A GEV using annual block maxima would therefore omit more than half of the top-100 events. Compared with the GEV, however, the GPD requires higher data quality and is more difficult to fit automatically because of its sensitivity to the choice of threshold (Coles, 2001; Arns et al., 2013). Storm tide statistics published by NOAA, for example, are derived from GEV fits because choosing a GPD threshold can be subjective,
and NOAA requires a method that can be quickly applied and periodically updated at over 100 gauges (Zervas, 2013). Nonetheless, Talke et al. (2018) found that GEV and GPD fits to Boston extreme storm tides yielded similar recurrence interval estimates.

In meso-to-macrotidal regions, where tides are a primary control on flooding, a joint probability approach that convolves separate tide and surge distributions can capture more extreme storm surges within a temporally limited tide gauge record (e.g. Pugh & Vassie, 1979, 1980). For example, in 63 of the 100 years in Boston’s record, the largest storm surge of the year did not coincide with any of the year’s top-3 storm tides; thus, a GPD fit to measured Boston storm tides would exclude two-thirds of the largest storm surges (assuming a GPD threshold that was exceeded, on average, three or fewer times per year). The first two published storm tide joint probability methods were the Joint Probability Method (JPM; Pugh & Vassie, 1978, 1980) and the Revised Joint Probability Method (RJPM; Tawn & Vassie, 1989; Tawn, 1992). The JPM separates measured water levels into the predicted tide and a non-tidal residual (measured minus predicted water level at a given time), fits an empirical probability distribution to each component, and obtains the joint storm tide distribution by a convolution of the two component distributions. The RJPM improves upon the JPM by 1) fitting a GEV distribution to extreme non-tidal residual values in order to model events exceeding the observed maximum, and 2) applying an extremal index that accounts for dependence of non-tidal residuals occurring close together in time (the extremal index will be further explained in section 2.6.2).

The primary shortcoming of the JPM and RJPM is the assumed independence between the predicted tide and the non-tidal residual. Storm surge and tides interact;
storm surge increases water depth, and tidal wave speed increases in deeper water (Horsburgh and Wilson, 2007). The non-tidal residual time series of measured minus predicted water level therefore often includes an “illusory” surge during storm events, which is an artifact of the difference in the predicted tide and the phase-shifted tide. Furthermore, the amplitude, timing, and timescale of the surge wave impacts its frictional interaction with tides (Familkhalili et al., 2020).

The Skew Surge Joint Probability Method (SSJPM; Batstone et al., 2013) improves upon the JPM by eliminating the bias introduced by the uncertain timing of the tidal prediction during storm conditions. Skew surge is defined as the difference between the maximum measured water level and the predicted high water within each tidal cycle. After accounting for seasonal variation in tides, Williams et al. (2016) found statistical independence between predicted high water and skew surge at 77 Atlantic tide gauges in the United States and Europe. They concluded that this skew surge independence enables a simplified joint probability approach for calculating storm tide recurrence intervals that does not require the inclusion of an empirical relationship between tide and the non-tidal residual to account for tide-surge interaction. The argument is primarily statistical and not dynamical, as the absence of correlation does not indicate the absence of effect; rather, in observational records, natural variability in storm systems dominates over tidally driven variation in surge. We address this issue by using primarily coastal (rather than estuary) locations, such that frictional interaction effects are likely less prominent.

These joint probability methods have lowered bias in storm tide recurrence interval estimates (compared to GPD or GEV fits to data) in regions where tides are large relative to meteorological forcing, particularly for short data series (Dixon & Tawn,
1999; Haigh et al., 2010); however, none has accounted for year-to-year fluctuations or secular trends in tidal properties. In the following sections, we describe a new, quasi-nonstationary \((qn)\) modification of the SSJPM called the \(qn\)-SSJPM, which calculates a separate set of storm tide recurrence intervals for winter and summer storm seasons using that season’s known high tides. We fit separate summer and winter distributions because the region’s large storm events mostly occur in the winter season (e.g. Talke et al., 2018), while summertime tide levels are larger on average (Ray & Foster, 2016).

### 2.6 Methods

#### 2.6.1 Tide gauge data processing

At the Eastport, Portland, and Boston NOAA gauges, we use hourly water level data from NOAA, downloaded from the University of Hawaii Sea Level Center database for pre-2016 data (Caldwell et al., 2010) and from NOAA’s website for post-2016 data (https://tidesandcurrents.noaa.gov). We remove the annual MSL trend by subtracting a one-year moving average of all hourly water level measurements (following Arns et al., 2013).

We fit a six-minute cubic spline function to the hourly data over the entire length of each tide gauge record (six-minute data are only available from NOAA beginning in 1996) to reduce the peak truncation caused by using hourly records. For example, hourly-based high waters from Boston in 2018 were an average of 4.1 cm lower than 6-minute resolution records. The six-minute spline fit reduces this bias to 0.7 cm. Since the precision of individual, pre-digital measurements varies from 0.015 meters (due to rounding) to 0.05–0.1 meters or more during periods with timing or gauge problems (e.g.
Talke et al., 2018, 2020), this small bias is less than other sources of error. All subsequent calculations use this MSL-adjusted six-minute spline fit to the hourly data.

We estimate the tidal contribution to each water level measurement using the MATLAB-based harmonic analysis program \( r_{t\_tide} \) (Pawlowicz et al., 2002; Leffler and Jay, 2009). We calculate tidal constituents independently for each year from a 369-day analysis that includes 67 constituents. The 369-day analysis enables estimation of the semiannual and annual constituents, as well as the seasonal sidelines to \( M_2 \) (often called \( MA_2 \) and \( MB_2 \), but mislabeled \( H_1 \) and \( H_2 \) in \( r_{t\_tide} \)). Since we are interested in the effect of the nodal cycle, no nodal corrections were applied. \( r_{t\_tide} \) also applies nodal corrections based on the astronomic potential, rather than the empirically measured and slightly smaller correction observed in practice in the Gulf of Maine (e.g. Ku et al., 1985; Ray & Foster 2016; Ray & Talke, 2019).

We calculate the skew surge parameter by subtracting maximum predicted water level from maximum observed water level within each semidiurnal tidal cycle. Following Williams et al. (2016), we test for statistical independence between predicted high water and the top 1\% of skew surge at all sites using the rank-based Kendall’s Tau correlation test (Kendall, 1938), where the criteria for significant correlation are \(|\tau| > 0.1\) and \( p < 0.05\). We do not find significant correlation between predicted high water and skew surge at any of the three sites (Appendix B, Tab. S1).

The final inputs into the joint probability analysis are semidiurnal predicted high waters (relative to annual MSL) and their associated skew surges over the length of each tide gauge record. Measured high waters are only used to calculate the declustering coefficient (see equation 6 for calculating the extremal index in section 2.6.2). Prior to
the joint probability analysis, we also divide tides and skew surges into the winter storm season, defined as 31 October to 30 April, and the more quiescent summer season, defined as 1 May to 30 October (Wahl and Chambers, 2015; Thompson et al., 2013). Including 31 October in the winter storm season avoids exclusion of a 1991 hybrid storm (Talke et al., 2018). In all subsequent analyses, we only include seasons where the set of measured water levels is at least 75% complete (Menéndez and Woodworth, 2010; Wahl and Chambers, 2015). Table 2.1 lists the winter and summer seasons omitted at each tide gauge.

2.6.2 Quasi-nonstationary joint probability analysis (qn-SSJPM)

We calculate storm tide exceedance curves for each season, where the expected number of exceedances (i.e. the number of storm tides exceeding a certain level) is equal to the inverse of recurrence interval. Each winter or summer-season storm tide exceedance curve is calculated by convolving probability distributions of that season’s predicted high waters and all winter or summer skew surges recorded over the length of the tide gauge record. We model winter and summer extreme skew surge probabilities with a GPD following Batstone et al. (2013). For skew surges $x$ above a threshold $\mu$, the GPD cumulative distribution function $G_{ss}(x)$ takes the form

$$G_{ss}(x) = 1 - \left(1 + \xi \frac{x - \mu}{\sigma}\right)^{-1/\xi}$$

with shape parameter $\xi \neq 0$ and scale parameter $\sigma > 0$. To account for uncertainty in the skew surge GPD, we sample 1,000 pairs of $\xi$ and $\sigma$ from the covariance matrix of their maximum likelihood estimates with Latin hypercube sampling (Buchanan et al., 2016,
2017). We choose the GPD threshold that defines extreme skew surges by minimizing the root mean square error of GPD exceedances versus empirically-derived storm tide plotting positions (Arns et al., 2013). We calculate plotting positions using the Weibull formula

\[
\bar{F}_{ss}(x_i) = \frac{i}{n+1}
\]

(2)

where \(x_i\) is the \(i\)th-largest skew surge, and \(n\) is the total number of skew surges. We find that setting the threshold as the 99.7\(^{th}\) percentile of skew surges for both the winter and summer seasons minimizes error across all sites, and past studies have used a similarly high threshold (Menéndez and Woodworth, 2010; Arns et al., 2013). This 99.7\(^{th}\) percentile threshold samples an average of 1.1 events per season. Following Batstone et al. (2013), we assume there are sufficient observations to use the empirical distribution \(\bar{F}_{ss}(x)\) (i.e. plotting positions; equation 2) for skew surges below the threshold, such that the cumulative distribution function of all skew surges \(F_{ss}(x)\) is

\[
F_{ss}(x) = \begin{cases} 
\bar{F}_{ss}(x), & x < \mu \\
(1 - 0.997) \ast G_{ss}(x) + 0.997, & x \geq \mu
\end{cases}
\]

(3)

We then calculate the joint cumulative distribution function of storm tides \(F_{ST}(z)\) for each season following the SSJPM (Batstone et al., 2013), which assumes that there is an equal probability of a given skew surge occurring at any high tide in a season:

\[
F_{ST}(z) = \left[ \prod_{t=1}^{N_{HW}} F_{ss}(z - P_t) \right]^{1/N_{HW}}
\]

(4)

where \(z\) is storm tide, \(P_t\) is the predicted high water in tidal cycle \(t\), and \(N_{HW}\) is the total number of high waters in the season. To account for statistical uncertainty in the skew surge GPD parameters, tides are convolved with all 1,000 skew surge GPDs (\(F_{ss}\)). The
50\textsuperscript{th} quantile of the resulting 1,000 storm tide distributions \((F_{ST})\) represents the central estimate, and the 5\textsuperscript{th} and 95\textsuperscript{th} quantiles provide a 90\% uncertainty range. We convert storm tide cumulative probabilities to expected number of exceedances per season \(N(z)\) by

\[
N(z) = [N_{HW} \cdot \theta(z)] \cdot [1 - F_{ST}(z)]
\]

where \(\theta(z)\) is the extremal index, which effectively reduces the number of high waters per season to the number of independent high waters per season to account for events that span multiple high tides (Leadbetter, 1983; Tawn, 1992). The extremal index is the inverse of mean cluster size (the mean number of storm tides exceeding a certain height that are associated with a single event) and calculated as a function of storm tide, following Ferro and Segers (2003):

\[
\frac{1}{\theta(z)} = \frac{2 \left[ \sum_{i=1}^{E(z)-1} (I(z)_i - 1) \right]^2}{(E(z) - 1) \cdot \sum_{i=1}^{E(z)-1} [I(z)_i - 1] \cdot (I(z)_i - 2)]}
\]

where \(E(z)\) is the number of measured storm tides exceeding \(z\), and \(I(z)\) is interexceedance time. We find that the extremal index reduces storm tide magnitudes in the 1 to 30-year recurrence interval range; thus, it is likely that these water levels are sometimes exceeded multiple times during a single storm event, while the most extreme water levels with recurrence intervals longer than 30 years are generally independent.

At each site, the final products of the qn-SSJPM calculations include:

1. A storm tide exceedance curve for each summer and winter season in the NOAA record
2. Full-year (i.e. combined winter and summer) storm tide exceedance curves for each year in the NOAA record, calculated by adding the expected number of summer and winter exceedances in a given year for each storm tide height

3. Two time-averaged storm tide exceedance curves (one winter, one summer), calculated using winter or summer tides over the full length of the NOAA record

4. One full-year, time-averaged storm tide exceedance curve

2.7 Results and discussion

2.7.1 qn-SSJPM results

We focus our discussion on winter storm season results because extreme flooding is primarily a winter hazard in the Gulf of Maine. A comparison of the time-averaged qn-SSJPM storm tide exceedance curves for winter, summer, and the full year (Fig. 2.2a) shows that storm tides from the full-year curves are, at most, 1.5 cm higher than winter curves at frequencies below 0.1 expected exceedances/year. Thus, when viewing the full-year curve, it is important to do so with the caveat that summer floods are only a minor contributor to total flood hazard.

Figure 2.2b shows the winter-season annual and time-averaged storm tide exceedance curves for Eastport, Portland, and Boston. The spread among annual curves represents deterministic tidal variability and is thus greatest in Eastport where tide range and nodal cycle amplitude are the largest. As an example, the winter storm tide with 0.01 expected exceedances/year ranges 4.20–4.50 meters in Eastport, 2.56–2.74 meters in Portland, and 2.83–2.99 meters in Boston depending on the tidal properties of the calendar year (note that all storm tides are relative to annual MSL). The 90% uncertainty
region (blue shading in Fig. 2.2b) encompasses both deterministic tidal variability and statistical uncertainty in the skew surge GPD parameters.

We also compare qn-SSJPM storm tide exceedance distributions to a GPD fit to the top 0.3% of storm tides in each record (Fig. 2.2b). This is a common approach for deriving storm tide exceedances (see section 2.5.2), hereafter referred to as GPD$_{ST}$. We fit GPD$_{ST}$ following the same methods described in section 2.6.2 for fitting the skew surge GPD, using the 99.7th percentile of measured storm tides as the GPD threshold. Uncertainty ranges are larger for the GPD$_{ST}$ distributions than the qn-SSJPM distributions (gray versus blue shaded regions in Fig. 2.2b). Although both incorporate GPD parameter uncertainty, for the qn-SSJPM, the deterministic predicted high water distribution reduces overall uncertainty. In Boston, the GPD$_{ST}$ method estimates significantly higher winter storm tides at exceedance levels < 0.1 compared to the qn-SSJPM. Given the disagreement, we 1) use Monte Carlo simulations to validate the two statistical approaches, 2) compare the Boston qn-SSJPM and GPD$_{ST}$ exceedance curves to a GPD$_{ST}$ exceedance curve fit to an extended, 200-year long record of Boston storm tides (Talke et al., 2018), and 3) test for sensitivity to GPD threshold selection for in each method.

2.7.2 Monte Carlo validation

We compare the validity of the qn-SSJPM and GPD$_{ST}$ methods using Monte Carlo simulations. We create a synthetic 10,000-year time series of winter-season high waters by splicing together the 1921-2018 Boston winter-season predicted high waters 102 times (102 times the 98-year record ≈ 10,000 years) and combining each predicted
high water with a skew surge randomly sampled from the cumulative distribution function of Boston winter skew surges. We treat empirical storm tide exceedances calculated from the synthetic 10,000-year record (equation 2) as the “truth.” We then run 1,000 trials of randomly selecting 100 of the 10,000 years and calculating storm tide exceedance distributions based on those 100 years using both the qn-SSJPM and GPD\_ST methods. We use the 99.7\textsuperscript{th} percentile storm tide and skew surge as GPD thresholds, and for the qn-SSJPM calculation, we only generate a single time-averaged storm tide exceedance distribution for the 100 years (i.e. we do not calculate annual distributions). These simulations test how reliably the two statistical methods can represent flooding conditions over 10,000 years based on a limited “observational” period of 100 years.

In analyzing the results, “estimate” refers to the storm tide-exceedance relationship calculated from a 100-year subsample using the qn-SSJPM or GPD\_ST methods. “Truth” refers to the empirical storm tide-exceedance relationship calculated from the synthetic 10,000-year record. For each of the 1,000 trials, we determine 1) whether or not the truth falls within the central 67\% ranges of storm tide estimates at the 0.1, 0.01, and 0.002 exceedances/year levels for the two methods, and 2) the bias of the estimates, calculated as the difference between the truth and the central (50\textsuperscript{th} quantile) qn-SSJPM and GPD\_ST storm tide estimates at the 0.1, 0.01, and 0.002 exceedances/year levels.

We find that the truth falls within the central 67\% range of estimates 55–65\% of the time for the qn-SSJPM and 59–67\% of the time for GPD\_ST (Fig. 2.3a). Both methods’ overlap with the truth generally increases at lower exceedance levels because uncertainty range also increases with decreasing expected exceedances. The lower coverage of qn-
SSJPM error ranges indicates that the method’s estimate errors are more overconfident than GPD_{ST} estimate errors; however, both the qn-SSJPM and GPD_{ST} have reasonable coverage.

Comparing biases in qn-SSJPM and GPD_{ST} estimates of storm tides at the 0.1, 0.01, and 0.002 exceedances/year levels reveals that qn-SSJPM estimates are more precise and stable (i.e. consistently closer to the truth). Box plots in Figure 2.3b show each method’s biases for all 1,000 trials. The interquartile ranges increasing (i.e. the boxes getting larger) at lower exceedance levels reflects the expected trend of increasing instability (i.e. variability) in estimated exceedances at lower exceedance levels for a given record length (e.g. Haigh et al., 2010). Mean bias is close to zero for both methods at all three exceedance levels; however, for storm tides at the 0.01 and 0.002 exceedances/year levels, both the interquartile range and total range in biases are significantly narrower for qn-SSJPM estimates than for GPD_{ST} estimates. This result indicates that for a 100-year observational record, both methods will, on average, provide accurate storm tide estimates between the 0.1 and 0.002 exceedances/year levels; however, GPD_{ST} estimates of storm tides with recurrence intervals nearing the record length (e.g. the storm tide with a 100-year recurrence interval or 0.01 expected exceedances/year for a 100-year-long record), are more susceptible to being biased by the largest few events within the observational period. This finding is consistent with past studies that have shown GPD and GEV fits to observed storm tides (often called “direct methods” of estimation) are more unstable to historical outlier events than joint probability distributions that incorporate large historical storm surges not necessarily coinciding with high tides (e.g. Tawn and Vassie, 1989; Tawn, 1992; Haigh et al., 2010).
This instability to historical outliers partially explains the disagreement between the qn-SSJPM and GPD_{ST} curves for Boston (Fig. 2.2b). Boston’s highest three recorded flood events all occurred in years with unusually large tides (Talke et al., 2018). For example, the Blizzard of 1978 (the storm tide of record), happened to coincide with the year that, on average, had the largest-magnitude high waters over the past century (represented by the right-most blue curve in Fig. 2.2b and highlighted with a red arrow in Fig. 2.5). Thus, the GPD_{ST} method in part overestimates Boston flood hazard because it does not account the Blizzard of 1978’s 3.05-meter flood having had a lower probability of occurrence during any of the other 97 winters of record.

2.7.3 Extended Boston record and GPD threshold sensitivity

Comparing the Boston qn-SSJPM and GPD_{ST} winter storm tide exceedance curves (Fig. 2.2b) to exceedance curves fit to the Talke et al. (2018) extended 200-year storm tide record also highlights the stability of the qn-SSJPM relative to the GPD_{ST} method. Gray curves in Figure 2.4 show five GPD_{ST} fits to the 1921–2018 NOAA record using five different GPD thresholds, ranging 2.25 to 2.44 meters (the 99.5^{th} to 99.9^{th} percentiles of measured winter storm tides; Appendix B, Tab. S2). For the 100-year NOAA record, the five exceedance curves begin to diverge below the 0.03 exceedances/year level, demonstrating the sensitivity of the GPD_{ST} method to threshold selection. The red shaded region in Figure 2.4 shows GPD_{ST} curves fit to the extended 1825–2018 Boston record (un-bias corrected Data Set S3 from Talke et al., 2018) using both a 2.40-meter threshold (the value used by Talke et al., 2018) and a 2.31-meter threshold (the value used in Fig. 2.2b that provides the best match to empirical
exceedances). In contrast to the NOAA-record curves, the narrowness of the red shaded region indicates that the longer, 200-year dataset makes the GPD_{ST} method stable down through the 0.002 exceedances/year level.

The blue shaded region in Figure 2.4 shows the qn-SSJPM fit to the NOAA record using five different thresholds for the GPD fit to skew surges (99.5^{th} through 99.9^{th} percentiles; Appendix B, Tab. S2). The small variability among the five curves (i.e. the narrowness of the blue shaded region) shows that with the shorter NOAA record, the qn-SSJPM can achieve the same stability with respect to GPD threshold selection as the GPD_{ST} fit to the 200-year record. Finally, the agreement at low exceedance levels between the qn-SSJPM and 200-year exceedance curves is further evidence that the qn-SSJPM provides a more reliable characterization of extreme storm tide frequencies than the GPD_{ST} method based on the 100-year NOAA record.

2.7.4 Interannual variation in storm tide frequency

Interannual variation in tides forces changes in flood hazard on annual-to-decadal timescales that should be considered in coastal management practices tied to storm tide frequency estimates. We quantify the tidal modulation of flood hazard over the past century in Eastport, Portland, and Boston using the annual time series of winter storm season storm tides at the 0.01 exceedances/year level (hereafter referred to as ST_{0.01}) taken from the qn-SSJPM curves (Fig. 2.5). To represent the three dominant sources of interannual tidal variability in the region (see Ray & Foster, 2016), we fit a harmonic function to the time series with an 18.6-year period, a 4.4-year period, and a linear trend, where ST_{0.01} values are relative to annual MSL, so the linear trend is the increase in tides.
above SLR. The ranges (twice the amplitudes) of the 18.6 and 4.4-year harmonics represent the magnitudes of the tidal cycles’ forcing of flood hazard.

Table 2.2 compares 18.6 and 4.4-year modulations of ST$_{0.01}$ and of the highest predicted tide (the highest tide in a 6-month interval), which are computed directly from harmonic constants at the gauges. The 18.6 and 4.4-year cycles’ forcing of ST$_{0.01}$ is perhaps smaller than that of the highest predicted tide because ST$_{0.01}$ is calculated from observations rather than predictions. Observed water level data include atmospheric effects, which introduce variability that could interfere with tidal modulations. The exclusion of summer-season tides in the winter ST$_{0.01}$ values also likely reduces 4.4-year periodicity in predicted water levels (e.g. Talke et al., 2018). Finally, Peng et al. (2019) showed that the 18.6-year modulation of tides is greater for more extreme high waters (for example, the modulation of monthly maximum high waters is greater than that of monthly 99th percentile high waters). Similarly, modulation of ST$_{0.01}$ potentially reflects less extreme tidal levels than what would be obtained using the 6-month maximum.

The secular increase in tides observed in the M$_2$ tidal constituent (e.g. Ray & Talke, 2019) has driven roughly a 0.6 mm/y increase in ST$_{0.01}$ in Eastport and Portland. In Boston, however, there is a slight negative linear trend in ST$_{0.01}$ of -0.08 mm/y. Thus, the increase in tides has had a minimal decadal-timescale impact on ST$_{0.01}$ compared to other forcings; however, in Eastport and Portland, the total secular increase in ST$_{0.01}$ over the length of the tide gauge record is comparable to decadal nodal variability. There is likely to be a future increase in high water levels with SLR (Greenburg et al., 2012; Pelling & Green, 2013; Schindelegger et al., 2018) and increasing tidal range (Greenberg et al., 2012), but there are no detailed projections for Gulf of Maine tides that consider
additional forcing mechanisms, such as changes in stratification and flooding (Haigh et al., 2020).

The significance of the 4.4 and 18.6-year tidal modulations of $ST_{0.01}$ can best be illustrated by converting the tidal cycle forcing ranges to rates and comparing them to rates of SLR. In Eastport, for example, the average range in 18.6-year forcing of $ST_{0.01}$ is 126 mm (Fig. 2.5). The 18.6-year forcing can be positive or negative, so over any half nodal period in Eastport, the average rate of nodal forcing of $ST_{0.01}$ is $\pm 126$ mm per 9.3 years, or $\pm 13.5$ mm/year. Applying the same calculation to Portland and Boston, the average 18.6-year tidal forcing rates are $\pm 4.0$ mm/year and $\pm 5.9$ mm/year, respectively. 4.4-year tidal forcing rates are a slower $\pm 3.0$ mm/year in Eastport and Boston and $\pm 4.0$ mm/year in Portland. In practice, however, interannual variation in winter MSL (which has historically been on the order of tens of mm) would drown out this shorter-period 4.4-year tidal modulation.

Figure 2.6 provides a visualization of the impact of 18.6-year forcing in the context of SLR. On decadal timescales, the natural variability in $ST_{0.01}$ (and therefore flood hazard) driven by the nodal cycle at the three Gulf of Maine sites has historically been larger than non-stationarity driven by the ~100-year average rate of SLR (black triangles versus asterisks in Fig. 2.6). In the future, even as SLR accelerates to equal or exceed rates of $ST_{0.01}$ nodal forcing, the nodal cycle will continue to force significant decadal-scale variability in the rate that flood hazard will increase. We illustrate this effect through 2100 by adding the $ST_{0.01}$ nodal forcing rate to the projected mean rate of SLR over 9.3-year periods when nodal forcing will be trending positively (i.e. moving from a minimum toward a maximum). Over 9.3-year periods when the nodal cycle will
be trending negatively, we subtract nodal forcing from projected SLR. We use Kopp et al. (2014) probabilistic local SLR projections, but we modify the ice sheet contributions by replacing the Church et al. (2013) likely ranges with Oppenheimer et al. (2019) likely ranges.

The nodal cycle is currently in its negative phase in the Gulf, and until it reaches its minimum in 2025, negative nodal forcing will counteract the SLR-induced increase in flood hazard. Between 2025 and 2034 (and in all decades when the nodal cycle is moving from a minimum to a maximum), however, positive nodal forcing will accelerate the flood hazard increase. Thus, it is critical to consider SLR and nodal cycle forcing together in planning for the transition to chronic flooding that will be driven by SLR in many coastal regions over the next century (e.g. Ray & Foster, 2016; Buchanan et al., 2017; Kopp et al., 2017; Talke et al., 2018; Oppenheimer et al., 2019).

2.7.5 Limitations

We demonstrate that the qn-SSJPM provides more precise and stable storm tide exceedance estimates than the commonly used GPD fit to measured storm tides. However, there are sources of uncertainty in the method, and there are additional forcings of interannual storm tide variation that we do not account for. The skew surge GPD is a significant source of uncertainty, as GPD parameters are sensitive to both the choice of threshold (e.g. Coles, 2001; Arns et al., 2013) and the largest observed skew surge values (e.g. Tawn and Vassie, 1989; Tawn, 1992; Haigh et al., 2010). We show that the qn-SSJPM is stable against a range of skew surge GPD thresholds for Boston through the 0.002 exceedances/year level (Fig. 2.4), and this should always be tested. Furthermore,
the accuracy of skew surge values depends on the accuracy of tidal predictions. The r_t_tide software does not include minor constituents (for example, our Boston r_t_tide predictions use 67 constituents, compared to the 108 used by Ray and Foster, 2016), and our calculations do not include tide prediction errors. The errors, however, are small; for example, M_2 amplitude errors are on the order of 0.1% (~0.001–0.003 meters).

The qn-SSJPM also does not incorporate climatic variability that may impact storm tide hazard relative to annual MSL. For example, the North Atlantic Oscillation drives interannual variation in New England sea levels via northeasterly wind stress anomalies on the upper ocean (Goddard et al., 2015). In the future, increasing sea surface temperatures and changing atmospheric circulation patterns may also drive changes in storm intensity and frequency, but there is low confidence in site-specific projections of future storm behavior (e.g. Knutson et al., 2010; Emanuel et al., 2013), making it difficult to incorporate storm non-stationarity into flood hazard assessment.

Finally, the qn-SSJPM does not consider the impact of wave processes on flood hazard and is therefore most suitable for wave-sheltered harbors and embayments. During flood events, wave set-up elevates the time-averaged water level, and wave run-up periodically further raises water level (Stockdon et al., 2006; O’Grady et al., 2019). These processes must be included for hazard analyses to be reliable at wave-exposed coastlines; for example, Lambert et al. (2020) demonstrate that neglecting waves can lead to overestimating the time it will take for sea-level rise to double the frequency of a given extreme water level. Furthermore, our analysis does not explicitly account for water level oscillations just below wind-wave frequencies in the infragravity spectrum, generally defined between 0.04 and 0.004 Hz (Bertin et al., 2018). Infragravity waves are not only
an important component of wave-induced run-up along open coasts (Stockdon et al., 2006), but can also contribute to flooding in harbors, particularly when amplified by resonance (e.g. Rabinovich, 2010; Bertin et al., 2015).

2.8 Conclusions

We present a new quasi-nonstationary skew surge joint probability method for calculating storm tide exceedances and apply it along the Gulf of Maine coast, where tides are large and vary year-to-year. In addition to providing separate statistical treatment of tides and surge, the qn-SSJPM calculates distinct annual storm tide exceedance curves that account for interannual variation in tides. Each year’s curve is a convolution of 1) predicted high water probabilities, which are known based on that year’s tide predictions, and 2) skew surge probabilities determined from a GPD fit to all skew surges recorded over the length of a tide gauge record.

We use a Monte Carlo validation and a GPD threshold sensitivity test to compare the qn-SSJPM to the commonly used method of fitting a GPD to times series of measured storm tides. We find that the qn-SSJPM provides more precise and stable storm tide frequency estimates because it is less susceptible to being biased by the largest few events within the observational period, and it is more stable with respect to GPD threshold selection. We also show that in Boston, qn-SSJPM-derived storm tide frequency estimates based on the 100-year NOAA record match those based on the extended, 200-year Talke et al. (2018) record.

At all three Gulf of Maine sites, we find that interannual variation in tides significantly impacts design-relevant flood levels, such as winter storm tides at the 0.01
exceedances/year level (ST_{0.01}). The 18.6-year nodal cycle forces decadal oscillations in ST_{0.01} at a rate of 13.5 mm/year in Eastport, 4.0 mm/year in Portland, and 5.9 mm/year in Boston. In comparison, the average historical rate of local SLR over the past century has been between 1.89 and 2.86 mm/year at the three sites. Nodal forcing is currently counteracting the SLR-induced increase in flood hazard; however, in 2025, the nodal cycle will reach a minimum and then begin accelerating flood hazard increase as it moves toward its maximum phase over the subsequent decade.

SLR is driving a transition to severe chronic flooding in many coastal regions (e.g. Oppenheimer et al., 2019). Flooding becomes severe when water elevations cross thresholds defined by local topography and flood defense structures, and the nodal cycle entering a positive phase may drive flood heights above these thresholds sooner than SLR would alone. Thus, considering tidal non-stationarity and SLR together is key to long-term municipal planning and emergency management along meso-to-macrotidal coastlines.
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Table 2.1. Gulf of Maine NOAA tide gauge station info. The two right-most columns show winter and summer seasons omitted from the qn-SSJPM statistical analysis due to missing more than 25% of water level measurements. Two years are listed for each omitted winter season because we define the season as 31 October through 30 April of the following year. Note that all records extend to the present, but we only use data through 2019 in our calculations.

<table>
<thead>
<tr>
<th>Station; NOAA station no.</th>
<th>Approx. location</th>
<th>Mean higher high water (m)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Great diurnal range (m)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Time-span</th>
<th>Omitted winter seasons (&lt; 75% complete)</th>
<th>Omitted summer seasons (&lt; 75% complete)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boston, MA 8443970</td>
<td>42°21.2’N 71°3.0’W</td>
<td>1.545</td>
<td>3.131</td>
<td>1921–2019</td>
<td>1944/1945</td>
<td>1921</td>
</tr>
</tbody>
</table>

<sup>a</sup> Tidal datums are relative to 1983-2001 mean sea level
Table 2.2. Ranges of 18.6 and 4.4-year tidal cycle modulations of the storm tides at the 0.01 exceedances/year level (ST₀.₀₁) and the highest predicted tide.

<table>
<thead>
<tr>
<th></th>
<th>18.6-year modulation range (mm)</th>
<th>Quasi 4.4-year modulation range (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ST₀.₀₁</td>
<td>Highest predicted tide</td>
</tr>
<tr>
<td>Eastport</td>
<td>126</td>
<td>196</td>
</tr>
<tr>
<td>Portland</td>
<td>37</td>
<td>66</td>
</tr>
<tr>
<td>Boston</td>
<td>55</td>
<td>72</td>
</tr>
</tbody>
</table>
Figure 2.1. Gulf of Maine site map, including gauge locations mentioned in the text.
Figure 2.2. Gulf of Maine storm tide exceedance curves. (a) Seasonality of flood hazard. Historical time-averaged qn-SSJPM storm tide exceedance curves are compared for the full year (thick solid line), summer season (dashed line), and winter season (thin solid line). (b) Comparison of winter-season storm tide exceedance curves for the qn-SSJPM and a GPD fit to measured storm tides (GPD\textsubscript{ST}). Thin blue curves show qn-SSJPM-derived curves for each winter storm season in the tide gauge record, and bold blue curves are the time-averaged qn-SSJPM curves based on the entire tide gauge record. Black curves are a GPD\textsubscript{ST} fit to the top 0.3% of storm tides in each tide gauge record, and + signs are empirical exceedances (see equation 2). Lines represent central estimates (50\textsuperscript{th} quantile), and filled regions show the 90% uncertainty range (5\textsuperscript{th}-95\textsuperscript{th} quantiles) for each method.
Figure 2.3. Validation results. (a) Percent of the 1,000 validation trials that contain the truth (empirical value) within the central 67% range of storm tide estimates at the 0.1, 0.01, and 0.002 exceedances/year levels for the qn-SSJPM method (blue) and the GPD<sub>ST</sub> method (gray). (b) Box plot showing the distribution of qn-SSJPM and GPD<sub>ST</sub> biases for the 1,000 validation trials at the 0.1, 0.01, and 0.002 exceedances/year levels. Biases are calculated as the difference between the truth (based on the empirical distribution calculated from the 10,000-year synthetic record) and the central qn-SSJPM estimates (blue) or GPD<sub>ST</sub> estimates (gray). Central marker is the median (with the * symbol showing the mean), and bottom and top box edges are the 25<sup>th</sup> and 75<sup>th</sup> quartiles. Values plotted as outliers (+ markers) fall outside the central 99.3% range.
Figure 2.4. Sensitivity of Boston winter storm tide exceedance curves to GPD threshold selection and comparison to the extended, 200-year Talke et al. (2018) record. The five gray storm tide exceedance curves are calculated using a GPD fit to measure storm tides in the 100-year NOAA record (GPD$_{ST}$ method) with the threshold set as the 99.5\textsuperscript{th}, 99.6\textsuperscript{th}, 99.7\textsuperscript{th}, 99.8\textsuperscript{th}, and 99.9\textsuperscript{th} percentile of measured storm tides. The red shaded region shows GPD$_{ST}$ exceedance curves fit to the 200-year Talke et al. (2018) record using a 2.31-meter threshold (same as Fig. 2b) and a 2.4-meter threshold (value used by Talke et al.). The blue shaded region shows five qn-SSJPM exceedance curves fit to the 100-year NOAA record, with the skew surge GPD threshold set as the same five percentiles of skew surges (99.5\textsuperscript{th}–99.9\textsuperscript{th} percentiles).
Figure 2.5. Interannual variation in the winter storm tides at the 0.01 exceedances/year level (ST\(_{0.01}\)). Time series of qn-SSJPM-derived annual ST\(_{0.01}\) values (black line) with a least squares best-fit harmonic function that represents the region’s dominant tidal forcings (gray curve), which includes an 18.6-year period, a 4.4-year period, and a linear trend. Legends show the ranges (i.e. double the amplitude) of the best-fit sinusoids and the slopes of the linear trends. Note the gap in the Eastport ST\(_{0.01}\) time series where winter seasons were omitted due to less than 75% data completeness (see Tab. 2.1).
Figure 2.6. Joint impact of tidal forcing and sea-level rise on future flood hazard increase. (Top panel) 18.6 and 4.4-year components of the best-fit harmonic function to the winter ST$_{0.01}$ time series from Fig. 5. (Bottom panel) Gray curves show projected rates of local RCP8.5 SLR modified from Kopp et al. (2014) (line = 50th quantile of samples, shading = central 90% range). Over 9.3-year-intervals where the nodal cycle is moving from a minimum to a maximum (indicated by red shading), the average nodal forcing rate (black triangle on y-axis) is added to the average projected rate of SLR over the same 9.3 years (red circles, with bars representing SLR uncertainty). Over intervals when the nodal cycle is trending negatively, nodal forcing is subtracted from the rate of SLR (blue circles and bars). The historical rate of SLR over the past century is also shown for reference (black asterisk on the y-axis).
CHAPTER 3
SOURCES, MECHANISMS, AND TIMESCALES OF SEDIMENT OF SEDIMENT DELIVERY TO A NEW ENGLAND SALT MARSH

3.1 Abstract

The availability and delivery of an external clastic sediment source is a key factor in determining salt marsh resilience to future sea level rise. However, information on sources, mechanisms, and timescales of sediment delivery are lacking for most marsh systems, particularly those in wave-protected mesotidal estuaries. Here we show that marine sediment mobilized and delivered during coastal storms is a primary source to the North and South River, a mesotidal bar-built estuary typical to New England. On the marsh platform, deposition rates, clastic content, and dilution of fluvially-sourced contaminated sediment by marine material all increase down-estuary toward the estuary inlet, consistent with a dominantly marine-derived sediment source. Marsh clastic deposition rates are also highest in the storm season. We observe that periods of elevated turbidity in channels and over the marsh are concurrent with storm surge and high wave activity offshore, rather than with high river discharge. Flood tide turbidity also exceeds ebb tide turbidity during these storm events. Timescales of storm-driven marine sediment delivery range from 2.5 days (5 tide cycles) to 2 weeks, depending on location within the estuary; therefore the phasing of storm surge and wave events with the spring-neap cycle determines how effectively post-event suspended sediment is delivered to the marsh platform. This study reveals that sediment supply and the associated resilience of New England mesotidal salt marshes involves the interplay of coastal and estuarine processes,
underscoring the importance of looking both up- and downstream to identify key drivers of environmental change.

3.2 Plain Language Summary

Salt marshes need an external supply of mineral sediment to survive. Understanding sources and physical mechanisms of sediment delivery is therefore critical to effective salt marsh management. Sediment can be sourced from land and delivered to marshes through rivers, or it can come from the ocean during high tides and storm surges; however, the relative importance of these sediment sources is uncertain for most marshes. Here, we show that ocean sediment mobilized and delivered during coastal storms is the primary source to the North/South River estuary, a typical New England salt marsh system. Within the marsh platform, mineral sediment is most abundant near the ocean, and we find little river-derived sediment beyond the most landward region of the estuary. In estuary channels, we also observe the greatest amounts of suspended sediment when incoming tides flood the estuary during coastal storms. In contrast, we do not observe elevated suspended sediment when river flow is high. Our work shows that coastal and marine processes influence sediment supply and the associated resilience of New England salt marshes, underscoring the importance of looking both up- and downstream to identify key drivers of environmental change.
3.3 Introduction

Tidal salt marshes are critical protectors of the coastal; they buffer against erosion and flooding (Möller et al., 2014), sequester carbon (Chmura et al., 2003), provide habitat to juvenile species and migratory birds (Boesch & Turner, 1984; Hughes, 2004), and filter pollutants and excess nutrients (Sousa et al., 2010). Coastal wetland maintenance involves complex biophysical feedbacks between clastic (i.e. inorganic) sediment supply, nutrients, plant growth, and flooding (Deegan et al., 2012; Kirwan & Megenigal, 2013). Deposition of clastic sediment in the form of clays, silts, and sands allows marshes to accrete faster than would be possible via in-situ organic production alone; thus, the availability and delivery of clastic sediment is a key factor in determining salt marsh resilience to erosion and future sea level rise (e.g. Donatelli et al., 2018; Fagherazzi et al., 2012; Ganju et al., 2017; Ganju, 2019; Kirwan et al., 2010; Liu et al., 2021; Morris et al., 2016; Redfield, 1972).

Clastic sediment can be supplied by external fluvial and marine sources, or it can be derived internally from erosion of tidal flats and the marsh platform. In microtidal embayments (tide range < 2 m) where the marsh edge is exposed to open water, storm surge and waves are dominant agents of erosion of tidal flat and marsh edge sediment and subsequent delivery to the marsh platform (Cahoon, 2006; Fagherazzi & Priestas, 2010; Fagherazzi et al., 2013; Mariotti & Fagherazzi, 2013; Reed, 1989; Turner et al., 2006). In contrast, wave-protected mesotidal marshes (tide range 2-4 m), which account for ~25% of marshes globally, fringe dendritic creek networks rather than large embayments; thus tides, fluvial processes, and channel morphology are additional important controls on sediment distribution (e.g. Fitzgerald et al., 2020a; Hopkinson et al., 2018; Leonard,
1997; Reed, 1999; Ward, 2004). In these mesotidal estuaries, uncertainty around sources, mechanisms, pathways, and timescales of sediment delivery through estuary channels and onto the marsh platform is widely recognized as an impediment to assessing marsh resilience to future sea level rise (Fagherazzi et al., 2018).

Sediment sourcing and delivery mechanisms are especially uncertain in mesotidal Northeastern United States marshes given the heterogeneity of the region’s post-glacial coastline (e.g., FitzGerald & van Heteren, 1999; Woodruff et al., 2021) and the substantial history of human impacts, including damming, deforestation (e.g. Foster & Motzkin, 2003), and coastal construction (e.g. groins, jetties, bulkheads, and revetments). The few existing studies of sediment sourcing to Northeastern marshes have widely ranging conclusions. Kirwan et al. (2011) and Braswell et al. (2020) proposed that deforestation by European colonists provided an upland sediment source that drove Northeastern marsh expansion in the 18th and 19th centuries. At the Webhannet River Estuary in Maine, Ward (2004) also concluded that the uplands were a significant modern-day sediment source based on observations of higher suspended sediment concentrations in the upper estuary channel than in the lower estuary.

In contrast, at the Plum Island Sound estuary in northern Massachusetts, Hopkinson et al. (2018) found that the watershed only supplied 8% of the clastic sediment required for the marsh to build elevation at the rate of present-day sea level rise. Marsh edge erosion supplied an additional 31%. Thus, they inferred that sediment input from tidal flat resuspension and marine environments were likely the most significant sources. Most recently, Fitzgerald et al. (2020a, 2020b) found that sediment-laden ice rafted onto the marsh surface during the winter storm season was a significant source to
Great Marsh in Barnstable, MA (for example, a January 2018 Nor’easter delivered the equivalent of 15 years of clastic sediment).

Here, we combine sub-hourly turbidity observations with measurements of seasonal and centennial-timescale marsh platform clastic deposition to the mesotidal North and South River estuaries in Marshfield and Scituate, Massachusetts. Primary study goals include assessing: 1) the relative significance of marine, fluvial, and internally derived sediment sources; 2) the mechanisms and timescales of sediment delivery to the estuary; and 3) the role of tides and storms in modulating sediment delivery to the tidal creek network and marsh platform. We hypothesize that marine sediment is the primary clastic sediment source to the North and South River estuaries. New England watersheds have relatively low sediment yields (e.g. Meade, 1969; Millman & Farnsworth, 2011; Ralston et al., 2021; Weston, 2014), while high erosion rates along the coastline adjacent to the North and South Rivers (Theiler et al., 2013; U.S. Air Force, 2014) likely provide an important yet to date understudied sediment source. Moreover, we hypothesize that coastal storms combined with high spring tides are the most significant mechanisms of sediment delivery to the system because they drive the greatest flow velocities and water depths in the channel and over the marsh platform.

3.4 Methods

3.4.1 Site description

The North/South River system is ideal for investigating marsh sediment sourcing in New England (Fig. 3.1). The paired estuaries are connected to Massachusetts Bay via a shared barrier beach inlet. The 1898 Portland Gale shifted the inlet 5.6 km to the north (to
its present location) such that the North River estuary was shortened by over 25% (Johnson, 1925), and the elevation of mean high water instantaneously increased 25 cm in the vicinity of the new inlet (Freitas & Ball, 1995; Yellen et al., in prep.). In an accompanying paper, Yellen et al. (in prep.) find that marsh sediment deposition rates near the new inlet have been roughly double the rate of local relative sea level rise since 1898. Some abundant sediment source thus enabled the marsh to rapidly build elevation in response to a sudden increase in high water elevation.

The North River and South River channels are well-defined and constrained by high marsh platform for most of their courses. Channel widths are approximately 100 meters within their seaward reaches and narrow up-estuary. Average thalweg depth is 5 m in the main channel. In the system’s current configuration, the North River estuary has an 11-km salinity reach, a 20-km tidal reach (Fig. 3.1), and contains 6.1 km² of tidal marsh (USFWS, 2013). The South River estuary is shallower and shorter, with thalweg depths of 2-4 m, 5.2 km² of tidal marsh, an 11-km salinity reach, and a 13-km tidal reach. The system has partially progressive, semidiurnal tides. Tide range at the inlet ranges 2 to 3.5 m (Kranenburg et al., 2019), and tidal attenuation results in the elevation of mean high water (MHW) decreasing by roughly 3.5 cm/km up-estuary (Yellen et al., in prep.).

The coastline adjacent to the North and South River estuaries is eroding. Shoreline recession rates range from 0.1 to 0.5 m/year over the past century (Theiler et al., 2013), and approximately 1,150 m³ of sediment per year has been eroding from Fourth Cliff, the 0.5 km of coastline south of the North/South River inlet (Fig. 3.1; U.S. Air Force, 2014). On the upland side, the relatively small 210 km² North River watershed is 38% urbanized (NLCD classes 21-24), with 20% water and wetland cover and 42%
forest cover (USGS, 2016). The even smaller, 60 km² South River watershed is less urbanized (29%) with greater forest and wetland cover (64% and 22%, respectively).

In the estuary, low salt marsh areas are dominated by *Spartina alterniflora*, and high salt marsh is primarily *Spartina patens*. The tidal freshwater marsh is primarily *Typha angustifolia*. The marsh platform is also generally lower elevation in the North River than the South River. Marsh inundation depths are 30-80 cm at mean high water in the North River and 20-50 cm in the South River (Yellen et al., in prep.). Sediment deposition rates vary throughout the estuary. In the South River salt marsh, 100-year average deposition rates are generally equivalent to the 100-year average sea level rise rate at the Boston NOAA tide gauge (2.9 mm/year). In the North River salt marsh, 100-year average deposition rates increase to between 5 and 10 mm/year (Yellen et al., in prep.).

Both tropical and extratropical cyclones impact the region, and the most extreme storm surges reach 1.3 meters (Talke et al., 2018). Extratropical cyclones have historically been the dominant flooding mechanism, as they are more frequent (25-30 tracks crossing northern New England per year; Fitzgerald et al., 2020a) and have longer durations more likely to intersect with high tides (e.g. Baranes et al., 2020; Kirshen et al., 2008; Talke et al., 2018). The 1898 Portland Gale, which drove one of the top-ten storm tides recorded in Boston since 1825 (2.8 m, with a 1.2-m skew surge; Talke et al., 2018) and moved the North/South River inlet 5.6 km to the north, likely represents the storm of record with respect to historical geomorphic alterations to the North/South River system (Fitzgerald, 1993).
3.4.2 Field measurements

3.4.2.1 Field measurements overview

Field measurements from 2018 and 2020 include salt marsh sediment cores; seasonal sediment traps on the salt marsh platform; and water level, velocity, and turbidity measurements from both the channel and the marsh platform (Tab. 3.1, Fig. 3.1). Locations with the subscript “N” are in the North River, and locations with the subscript “S” are in the South River. Distances for North and South Rivers are reported up-estuary from the confluence of the two estuaries at New Inlet (Fig. 3.1).

3.4.2.2 Water column observations

We deployed channel instruments in the spring (March 13-April 20) and fall (October 4-December 6) of 2018. In the spring, pressure transducers for measuring water depth and optical-backscatter turbidity sensors (OBS) were deployed in the North River at 0.1 km and 2.9 km (ch_OBS1_N and ch_OBS2_N, respectively; Fig. 3.1). A Lowell Instruments tiltmeter for measuring water velocity at approximately 0.5 m above bottom was deployed in the South River at 3.6 km (ch_U_S; Fig. 3.1). Measurements of atmospheric pressure were collected with an additional pressure transducer deployed in a nearby parking lot. Elevations of water level loggers deployed on rebar in shallow water were measured with a Real Time Kinematic (RTK) GPS. For deeper moored sites, sensor elevations were determined by measuring water surface elevation with a Post-Processing Kinematic GPS over the mooring for one minute and then subtracting the average sensor-measured water depth during the same time interval.
Over the fall 2018 deployment period, we used the same pressure transducer and optical-backscatter turbidity mooring setup in the South River channel 2.4 km from the mouth (ch_OBS$_S$; Fig. 3.1). We also deployed a bottom mounted Aquadopp acoustic Doppler current profiler (2 MHz) in the North River 0.8 km from the inlet (ch$_U_N$). It provided velocity data at 20 cm increments from 0.6 m above bottom to 1 m below the water surface.

We used significant wave heights from the Boston wave buoy located ~20 km north of the estuary (NDBC buoy 44013) as a proxy for wave activity on the seaward side of the inlet and North River discharge at USGS gauge 01105730 (Fig. 3.1) as proxy for freshwater input to the North and South Rivers. North River discharge is a reasonable proxy for temporal variation in South River discharge given their spatial proximity.

3.4.2.3 Marsh platform observations

In spring 2018, we collected sediment cores at six locations on the North River marsh between 1.3 km and 15.9 km (C1$_N$-C6$_N$; Fig. 3.1) and four locations on the South River marsh between 2.4 km and 11.8 km (C1$_S$-C4$_S$; Fig. 3.1). At each location, we collected a transect of cores perpendicular to the marsh edge using a 6.3-cm-diameter gouge corer. We observed minimal sediment compaction during collection (see also Yellen et al., in prep.).

During the 2020 field seasons, we measured water level, turbidity, and seasonal sedimentation rates on areas of the marsh platform 1.7 km up-estuary from the inlet in the North River and 4.6 km from the inlet in the South Rivers (Fig. 3.1). Sediment traps and sensors were placed within 5 m of the marsh edge such that they would capture a strong
suspended sediment signal when the marsh was flooded from the channel. We mounted Onset HOBO U20L-04 pressure transducers and RBR solo3 OBS sensors on rebar and sunk the rebar into marsh sediment such that the pressure transducer vents and OBS window were 4 cm above the marsh platform. We placed a 0.09 m² ceramic tile underneath the sensors to prevent grass from obstructing the OBS (see Fig. D.1 for a photo of the sensor setup). A field test of two RBR Solo3 OBS deployed in the same location with and without anti-fouling wipers showed that OBS on the marsh platform that go dry every low tide returned similar, high-quality measurements and thus generally did not require wipers. Pressure transducers recorded at a 10-minute interval, and OBS recorded at a 5-minute interval from March 18 through December 9, 2020. Records have one-day lapses on May 29 and September 9 when we serviced and redeployed the instruments. As with the channel measurements, we deployed an additional subaerial pressure transducer to record atmospheric pressure, and we used an RTK GPS to measure the marsh platform elevation at all sediment traps and sensors.

Seasonal sediment traps consisted of 2.7-cm diameter 50 mL plastic centrifuge tubes with ¼-inch plastic mesh secured over their openings with rubber bands to keep out macrofauna such as crabs (Fig. D.1). Three to five replicate traps were sunk into the marsh surface ~10 cm apart such that the lip of each tube was 1 cm above the marsh surface. Results from early deployments showed that measurements were sufficiently reproducible to deploy three tubes per location. We collected and redeployed traps to measure spring (3/18/20–5/29/20), summer (5/29/20–9/9/20), and fall (9/9/20–12/9/20) sedimentation. We could not deploy traps or instruments in the winter due to water freezing in sediment traps and around sensors. Thus, winter sedimentation was not
assessed, and our study excludes sediment delivered to the marsh via ice rafting (Argow et al., 2011; Fitzgerald et al., 2020b).

### 3.4.3 Sedimentary analyses

We assessed sediment cores for downcore chemical variations via X-ray fluorescence (XRF) core scanning (Croudace et al., 2006) then selected one core from each location for further analyses. The selected cores were between 10 and 50 m from the marsh edge and representative of average marsh stratigraphy away from the edge. Proximity to the channel and bank slumping can drive anomalously high sedimentation rates (e.g. Coleman et al., 2020; Mariotti et al., 2016; Reed, 1999; Temmerman et al., 2003). We measured mass fractions of water, organic material, and inorganic sediment at 10 cm intervals in each core via loss on ignition (LOI; Dean, 1974). Sediment core age models were based on visual stratigraphic constraints and downcore profiles of short-lived radionuclides via gamma spectroscopy (see Yellen et al., in prep. for a detailed description).

We measured downcore lead (Pb) concentration in North River cores after XRF profiles revealed a traceable horizon of high Pb counts (Yellen et al., in prep.). In brief, Pb concentrations were measured following USEPA Method 3050B using a hot-plate strong acid digestion. The digestate was diluted with 18.2 MΩ deionized water and analyzed with a Shimadzu 2030 Inductively Coupled Plasma-Mass Spectrometer. Every 25 samples included a duplicate, a standard reference material (NIST 2711b Montana Soil), and a digestion blank. Digestion blank Pb concentrations were < 0.05 ng g⁻¹ measured concentrations, duplicates were within 12%, and NIST Montana Soil 2711b
recoveries were between 87–96% of their certified values. We derived a relationship between XRF counts and Pb concentration via a linear regression of all measurements to estimate the full downcore profile of Pb concentrations from XRF counts (Fig. D.2; DiScenza et al., 2014).

Centrifuge tube sediment traps were capped in the field and brought to the laboratory for measuring clastic deposition rate over each seasonal deployment. We decanted and rinsed samples twice to remove salt, combusted them at 550° C, and weighed them to determine clastic mass via LOI. Clastic deposition rates were calculated as clastic mass divided by sediment trap cross-sectional area, divided by deployment time. To account for variability in the number of spring-neap tide cycles within each deployment, we normalized by the number of days the sediment trap site was inundated (determined via water level loggers deployed adjacent to the traps).

3.4.4 Moored data analyses

Measured pressure in the channel and on the marsh were converted to water depth (d, in m) by:

\[ d = (P_W - P_A) / (\rho_w \times g) \]

where \( P_W \) is water pressure, \( P_A \) is atmospheric pressure, \( \rho_w \) is seawater density (assumed as 1029 kg m\(^{-3}\)), and \( g \) is gravitational acceleration (9.81 m s\(^{-2}\)). For channel data, we calculated the non-tidal residual using a 33-hour low-pass filter.

To clean channel OBS data, we first manually removed time intervals where turbidity rapidly fluctuated between low and anomalously high values. We then ran a wild-point editor ten times that removed outliers greater than 4 standard deviations from
a moving average. To clean marsh platform OBS data, we first used water levels from the same location to set turbidity to zero whenever the sensor was dry. We then manually removed time intervals when the sensor was clearly fouled or blocked, indicated by rapid fluctuations between high and low measurements or background turbidity gradually increasing without dropping back to zero when the sensor was dry at low tide. Turbidity often spiked to high values when the water surface crossed the sensor window on the flood or ebb tide, likely due to floating material at the water surface held by surface tension. We found that applying a 5-point median filter to the 5-minute marsh platform turbidity data removed this effect.

3.5 Results

3.5.1 Channel velocity and turbidity

3.5.1.1 North River channel

We compared the timing of distinct increases in channel turbidity to freshwater discharge and offshore wave height to identify the likely mechanistic driver of sediment delivery to the estuary and tidal marsh. In spring 2018, the time intervals with the highest observed turbidity in the North River at the ch_OBS2N station (2.9 km from the inlet; Fig. 3.1) were all concurrent with high offshore wave activity and a positive non-tidal residual, likely associated with storm surge (March 13-15, March 21-23, March 25-28, and April 15-17; Figs. 3.2a-b). Overall, the onset and timescale of high-turbidity intervals in the North River channel were better aligned with 2 to 3-day coastal storms than with the longer period 2-week spring-neap cycle. River discharge was also elevated during storms over the spring 2018 deployment; however, the timing of high turbidity aligned
closely with increases in offshore wave heights but not spikes in discharge. For example, the onset of high waves and high turbidity occurred on the same day during the March 21 storm and were followed by a more subtle increase in river discharge on March 22. Furthermore, there was no discernable turbidity response to high river discharge April 3-5, whereas all wave events over the deployment were concurrent with high turbidity.

Only the March 13 storm was recorded at the estuary inlet before the ch_OBS1\textsubscript{N} sensor was buried on March 16. For three tide cycles during the storm, there was a strong pulse of turbidity on the flood tide that was greater in magnitude and arrived earlier at ch_OBS1\textsubscript{N} relative to ch_OBS2\textsubscript{N} 2.8 km up-estuary (Fig. 3.2d). Over the subsequent three tide cycles, turbidity declined steeply at ch_OBS1\textsubscript{N} and more gradually at ch_OBS2\textsubscript{N} such that turbidity at ch_OBS2\textsubscript{N} began to exceed that at ch_OBS1\textsubscript{N} on March 15.

We also examined turbidity as a function of tide hour over various time intervals at the ch_OBS2\textsubscript{N} station. For reference, Figure 3.3a shows velocity for a typical tide cycle at ch_OBS2\textsubscript{N}; peak velocity was slightly higher on the flood tide (0.79 m s\textsuperscript{-1}) than on the ebb (-0.76 m s\textsuperscript{-1}), but high flow velocities were more prolonged on the ebb. Figure 3.3b shows ch_OBS2\textsubscript{N} turbidity as a function of tide hour for individual tide cycles during time intervals labeled in Figure 3.2. Intervals 1A and 2A were concurrent with storm surge (i.e. a positive non-tidal residual) for the March 13 and 21 storms, while intervals 1B and 2B spanned the time from the end of surge until the beginning of the next storm. We could not calculate the non-tidal residual for the March 13 storm with a low-pass filter because it fell at the beginning of the deployment; thus we assumed an equivalent 4-tide-cycle surge timescale for the March 13 and 21 storms. Flood tide
turbidity significantly exceeded ebb tide turbidity during surge (intervals 1A & 2A) and became more balanced on the flood and ebb when surge ended (intervals 1B & 2B). Turbidity also remained high over the four tide cycles concurrent with storm surge and began to decline as soon as surge ended.

At the beginning of interval 3, two smaller coastal storms between March 25 and 27 also drove high flood-tide turbidity in the North River channel. Again, we observed turbidity declining when storm surge conditions ended on March 28. Interval 4 captured an extended period of lower wave activity, during which flood and ebb-tide turbidity measurements were roughly symmetric. Interval 5 was defined by a coastal storm with moderate wave heights and a rapid increase in river discharge to the highest values observed during the spring deployment. Turbidity during this period was elevated relative to the prior quiescent interval during both flood and ebb tides.

### 3.5.1.2 South River Channel

We also compared turbidity and water level observations collected from the South River channel during fall 2018 to offshore waves and river discharge (Fig. 3.3). Turbidity and wave heights were generally low over the first three weeks of the fall deployment (October 5-27). An October 12 high discharge event that was equivalent to the peak discharge event observed during the spring deployment did not drive a discernible turbidity increase in the South River channel (Fig. 3.3c). In contrast, a coastal storm on October 28 was concurrent with two tide cycles of anomalously high turbidity and marked a transition to stormier conditions (with wave events beginning October 28 and November 10, 16, and 25) and high turbidity in the South River channel that persisted
through the remaining 5 weeks of the deployment. This prolonged high turbidity differs from spring North River observations, where turbidity dropped directly following surge and wave events (Figs. 3.2, 3.3b).

Figure 3.3 shows South River velocity and turbidity as a function of tide hour. At the moored locations, South River velocity was roughly half that observed in the North River (Fig. 3.3a). Peak ebb velocity (-0.39 m s\(^{-1}\)) exceeded peak flood velocity (0.33 m s\(^{-1}\)), and high flow velocities were more prolonged on the ebb. There were extended periods within the South River deployment where turbidity measurements were noisy, likely due to organic material being trapped on the sensor window; thus, we limit our discussion of turbidity to intervals with high data quality. In the turbidity versus tide hour panels (Fig. 3.3c), Interval 1 represents the period prior to the October 28 storm event when offshore wave heights and turbidity remained relatively low. Within each tide cycle over this initial quiescent interval, the highest turbidity was consistently at the end of the ebb tide. Intervals 2A-B represent observations following the October 28 storm (note that we exclude the two tide cycles concurrent with peak wave activity because turbidity values peaked above 300 NTU, likely due to obstruction of the sensor). Turbidity generally remained elevated and higher on the flood tide than the ebb tide for 5 days following the storm (Interval 2A, 10 tide cycles) before further decreasing and becoming more symmetric on the flood and ebb (Interval 2B). Intervals 3A-B and 4 show turbidity during and following the wave events that began November 16 and 25, respectively. For both events, storm surges (indicated by the positive non-tidal residual in Fig. 3.4) did not align with large turbidity pulses (Intervals 3A, 4); however, a distinct turbidity peak.
persisted on the flood tide for 11 days following the November 16 storm (Interval 3B) and 10 days following the November 25 storm (Interval 4).

3.5.2 Marsh platform turbidity and seasonal deposition

We complement 2018 water column observations from the North and South River channels with similar observations from the marsh platform in 2020 (Fig. 3.5). Water depths measured on the North and South River marsh show that the platform was inundated twice per day during spring tides and remained dry during neap tides (gray and light green filled regions in Fig. 3.5b). Flood depths were generally within a few centimeters at the two sensors, but the South River site was inundated more frequently by low-amplitude high tides. At the location of the South River sensor, which was ~4 km farther up-estuary from the inlet than the North River sensor, tidal amplitude is smaller (due to tidal attenuation). Although marsh platform elevation is generally higher in the South River than the North River, the marsh is 15 cm lower at the particular location of the South River sensor (1.11 m NAVD88) than the North River sensor (1.26 m NAVD88).

The time intervals with the highest measured turbidity on the North River marsh platform aligned with concurrent wave and high discharge events on April 3 and 27 (Figs. 3.5a-b; intervals 1 and 2). During both events, a strong pulse of high turbidity was observed over the North River marsh for 3-5 high tides (approximately the duration of storm surge), after which turbidity declined to background levels within one week (Fig. 3.5c). Sediment delivery to the marsh over this one-week post-event period differed for the April 3 and 27 storms: the April 3 storm occurred immediately before spring tides, so
high spring tides continued driving high turbidity over the marsh directly following storm surge. Conversely, the April 27 event occurred during neap tides, so the marsh was only occasionally inundated over the subsequent five days, and turbidity had returned to lower background values by the following spring tides. The turbidity response during the April 3 and 27 events was more dispersed on the South River marsh than the North River marsh. Initial increases in over-marsh turbidity during these events were lower at the South River site, but the duration of elevated turbidity was longer, extending through the end of the following spring tides (Fig. 3.5c). This corresponded to nine total days of elevated turbidity during and after the April 3 event and fourteen days during and after the April 27 event.

Following these two storms, wave heights and river discharge were generally low mid-May through mid-August of 2020 (Fig. 3.5a). During this quiescent summer interval, turbidity was usually higher over the South River marsh than the North River marsh, particularly over time periods when South River inundation depths were greater (e.g. late-May and mid-July).

Two fall wave events on September 23 and October 30 again drove a greater turbidity response over the North River marsh than the South River marsh (Figs. 3.5a-b). River discharge during the first of these wave events remained low, consistent with wave-induced mobilization and delivery of marine sediment to the estuary rather than fluvial sediment delivery (similar to findings from 2018 observations from the main channel). Both the September 23 and October 30 wave events occurred at the end of spring tides, and we observed no discernable turbidity response beyond the timescale of these events. In contrast to the previous four wave events discussed, offshore wave peaks on December
1 and 5 caused higher turbidity at the South River marsh sensor than the North River marsh sensor. Both these early-winter events were short in duration (1 tide cycle) and occurred during neap tides. Sensors were retrieved for the winter before capturing the post-event response during the spring tide following these December storms.

We complement the 2020 marsh time series data (Fig. 3.5) with seven seasonal sediment traps deployed over the same time intervals (Table 3.2). Integrated seasonal accumulation of clastic material from these traps was consistent with higher sedimentation rates on the marsh platform in the spring and fall relative to the quiescent summer season. Spatial variability in sedimentation rates among the trap locations was influenced by their relative distances from the marsh edge, marsh elevation, and along-channel distance from the sediment source (Temmerman et al., 2003).

### 3.5.3 Sediment core clastic content and Pb concentration

The clastic fraction of marsh platform sediment was highest near the inlet and decreased in the up-estuary direction (Fig. 3.6). At C1N (1.3 km from the inlet), the surficial 50 cm of the marsh was on average 42% clastic, 5% organic, and 53% water by mass. The clastic mass percent then gradually decreased up-estuary to 6% at C6N, 15.9 km from the inlet. Clastic content was similar at equivalent distances from the inlet in the South River.

A concurrent horizon of high Pb concentration dating to the early 1900s (Yellen et al., in prep.) was traceable in North River marsh at all core locations (Fig. 3.7). Concentrations were highest in the upper estuary and decreased significantly in the mid and lower estuary. In the upper estuary landward of the salinity reach, the maximum
measured Pb concentrations in the horizon were 4160 parts per million (ppm) at C6N (15.9 km from the inlet) and 3740 ppm at C5N (12.4 km). In the mid to lower estuary, concentrations monotonically decreased from 690 ppm at C4N (8.4 km) to 310 ppm at C1N (1.3 km). In the South River, we also found an early-1900s Pb horizon at C3S, (8.1 km) and measured a maximum concentration of 260 ppm in the layer. The depth to the concurrent Pb horizon in each core illustrates along-estuary variation in marsh sedimentation rate. North River sedimentation rates near the inlet are roughly double those in the upper estuary, and the lowest sedimentation rates are in the South River (see also Yellen et al., in prep.).

3.6 Discussion

3.6.1 Marine sediment sourcing

Marsh platform and channel observations both support our hypothesis that marine sediment is the primary clastic sediment source to the North and South River estuaries. In estuary channels, we directly observe coastal storms (indicated by periods of high waves and a positive non-tidal residual) rather than periods of elevated river discharge, driving the highest measured turbidity over the 2018 channel deployments. The highest-turbidity time intervals in the North River channel align with high offshore waves and storm surge (Fig. 3.2a-b, Intervals 1a, 2a & 3) and are characterized by higher turbidity on the flood tide than the ebb tide (Fig. 3.3). During the March 13-15 storm, before the ch_OBS1N sensor was buried at the inlet (Fig. 3.1), we also observe large flood-tide turbidity peaks at the inlet that appear two hours later and are smaller in magnitude at ch_OBS2N 2.8 km up-estuary (Fig. 3.2d). This delay and damping of turbidity are consistent with marine
sediment entering through the inlet and being advected up-estuary on the flood tide. In the South River channel, turbidity does not fluctuate on the timescale of individual storm events, but a series of storms beginning on October 28 are concurrent with a prolonged 5-week period of high turbidity (Fig. 3.4, intervals 2-4). Throughout the North and South River channel deployments, discharge is also often elevated during storms; however, high discharge intervals that do not align with coastal storms (e.g. April 3 and October 12) do not drive a significant turbidity response in the channels relative to the wave event response. Furthermore, the initial pulse of high turbidity during the March 21 (Fig. 3.2c) and October 28 (Fig. 3.4c) storms clearly precedes the rise in discharge.

We were unable to measure turbidity or suspended sediment concentration on the seaward side of the inlet during storms; however, a pair of cloud-free Landsat 8 satellite images of the North/South River estuary from October 16 and November 17, 2018, clearly show waves elevating offshore turbidity (Fig. 3.4d). The October 16 image falls within the initial low-wave, low-turbidity, high-discharge period of our fall 2018 deployment. Ocean water is relatively clear, and the dark ebb plume, indicating higher concentrations of dissolved organic matter and lower concentrations of suspended sediment exiting the estuary through the inlet (e.g. Chen et al., 2020; Martinez et al., 2009), are consistent with our observation that discharge events do not deliver large sediment loads to the estuary. The November 17 image immediately follows high offshore waves and storm surge on November 15 to 16 and falls within a period of high turbidity in the South River channel (Fig. 3.4). Coastal waters are filled with light-colored suspended sediment, and again, a dark ebb plume is visible exiting the estuary. These images further support coastal and near-shore erosion as the primary sediment source.
during storms, rather than upland sediment delivered via rivers or sediment derived internally from tidal flat and marsh edge erosion.

We had also hypothesized that storms and high spring tides would both be dominant mechanisms of sediment delivery to the North/South River estuary. We observe storms driving high turbidity in the channels, but we do not see evidence for two-week-timescale turbidity fluctuations that align with the spring-neap tidal cycle. This finding that storms deliver sediment to the North/South River estuary is significant because past observations (Fagherazzi & Prietas, 2010) and conceptual theory (Fagherazzi et al., 2013) have shown that storms driving strong tidal currents can also export significant amounts of sediment. We do not attempt the complex endeavor of quantifying sediment flux in tidal channels during storms (e.g. Ganju et al., 2013, 2017), but multiple lines of evidence support storms primarily being a mechanism for sediment delivery to the North/South River estuary. First, time intervals with the highest measured channel turbidity align with coastal storms (Figs. 3.2 & 3.4) and are characterized by higher turbidity on the flood tide than the ebb (Fig. 3.3b-c). The November 17 satellite image is consistent with storms not exporting significant amounts of sediment in showing a dark ebb plume entering sediment-laden coastal waters immediately following the November 15-16 storm (Fig. 3.4d). Lastly, clastic deposition rates on the marsh are higher in the stormy spring and fall seasons than the quiescent summer season (Tab. 3.2).

Marsh platform stratigraphy reinforces channel observations in supporting the hypothesis that marine sediment is a significant source to the North and South River estuaries. The early-1900s Pb contaminant horizon traces the limited spatial extent of fluvial sediment contributions. A former munitions manufacturing, testing, and disposal
facility (called “The Fireworks Site”) located on a tributary to the North River in Hanover, MA is the most likely Pb source (Fig. 3.1). The Fireworks Site began operations during World War I (1914-1918) and is known to have used Pb and mercury in its manufacturing processes (Town of Hanover, 2008) that has since been found in high concentrations in surrounding surface water, sediment, and fish tissue (Tetra Tech, 2005). We observe high Pb concentrations (~4000 ppm) in the upper North River estuary freshwater tidal marsh platform above the salinity reach at C5N and C6N (Fig. 3.7). In the mid-to-lower estuary, the combination of declining Pb concentration (Fig. 3.7), increasing clastic content (Fig. 3.6), and increasing sedimentation rates (Fig. 3.7; Yellen et al., in prep.) suggests significant dilution of contaminated fluvial sediment by a dominating marine clastic sediment source. In the South River marsh, we also observe an increase in clastic content toward the inlet that is consistent with marine sediment sourcing. Compared with the North River, the early-1900s Pb peak is more subtle in the South River, further supporting The Fireworks Site as the probable Pb source (Fig. 3.7).

The relatively minor contribution of fluvial sediment in the North/South River estuary is consistent with findings at the Plum Island Sound estuary (~60 km to the north) that rivers only supply 8% of the clastic sediment required for the marsh to maintain its elevation relative to present sea level rise (Hopkinson et al., 2018). We do not measure fluvial suspended sediment concentrations, but sediment yields are relatively low throughout the New England region (e.g. Meade, 1969; Millman & Farnsworth, 2011; Ralston et al., 2021; Weston, 2014), and the North and South River watersheds have similar characteristics to the watersheds supplying Plum Island Sound in that they are low relief with relatively high freshwater wetland and forest land cover. By process of
elimination, Hopkinson et al. (2018) infer that the combination of external marine and internal tidal flat sediment is the most significant sediment source to the Plum Island Sound estuary; however, they do not provide observational evidence for or delineate between the two sources due to the hydrodynamic complexity of the inlet (Zhao et al., 2010). In the smaller North-South River estuary, it is simpler to constrain transport and show that external marine sediment is the system’s primary source, resulting in what we believe is the first observational study from the region to confirm marine sourcing.

### 3.6.2 Sediment delivery timescales and marsh platform deposition

The spring-neap cycles is a dominant influence on sediment delivery from estuary channels to the marsh platform. Both in the channel and over the marsh, measured storm turbidity peaks are higher-magnitude and shorter in duration from sensors in the North River when compared to those deployed in the South River. In the North River channel, turbidity rapidly declines over 1-2 days after surge ends (e.g. Fig. 3.3, intervals 1b & 2b).

As a result of this short duration of elevated sediment concentrations in the channel, the phasing of storm surge with the spring-neap cycle determines whether post-event suspended sediment is delivered to the marsh platform. For example, during spring tides we measure high turbidity at the North River marsh platform sensor for ~3 days following the April 3 storm (Fig. 3.5b, interval 1). In contrast, the April 27 storm occurred during neap tides, and by the time spring tides returned to inundating the marsh platform on May 2\textsuperscript{nd}, turbidity had dropped to background levels (Fig. 3.5b, interval 2).

At the South River sensors, we observe high turbidity persisting for 5-11 days following storms in the channel (Fig. 3.4, intervals 2a-b, 3a-b & 5) and 9-14 days on the
marsh (Fig. 3.5b), albeit at roughly half the turbidity values observed at our North River channel location. This longer period of elevated turbidity makes sediment delivery to the marsh platform less dependent on the phasing of events with the spring-neap cycle. In the case of the April 27 storm, high turbidity persists over the South River marsh platform for the entire spring tide following the storm (in contrast to the North River site), despite the storm occurring during neap tides.

Understanding the geomorphic drivers of the varying turbidity timescales between the North and South Rivers would require a greater spatial distribution of moored observations over concurrent deployments. However, we hypothesize that the lower elevation of the North River marsh relative to mean high water is a potential explanation. When the 1898 Portland Gale shifted the North/South River inlet 5.6 km to the north, North River mean high water elevation instantaneously increased because the truncated length of the estuary reduced tidal attenuation. Although North River sedimentation rates have been roughly double those observed in the South River since the inlet switch, the system is still adjusting (Yellen et al., in prep.). It is well established that greater marsh platform inundation depths enhance deposition (e.g. Bricker-Urso et al., 1989; Marion et al., 2009; Pethick, 1981; Temmerman et al., 2003), so higher inundation depths on North River marsh platform may shorten the duration of high suspended sediment concentrations the channel due to enhanced trapping on the marsh. The relatively higher marsh elevations in the South River estuary lower the rate of sediment trapping. Storm-induced pulses of sediment should therefore be expected to remain in the South River channel for longer, explaining the longer storm response timescale of suspended sediment. The higher marsh platform also may explain the greater relative ebb turbidity
in the South River under non-storm conditions. If less sediment is trapped on the marsh platform, more sediment must be exported to the ocean during non-storm conditions to approach a net sediment balance.

3.6.3 Implications of coastal armor ing

An implication of externally derived marine sediment supplying the North and South River estuaries is that coastal and nearshore sediment supply and erosion rates influence marsh accumulation. In New England, surficial sediment sources in coastal and nearshore regions are primarily glacial-fluvial and glacial-lacustrine deposits (e.g. Woodruff et al., 2021). In the case of the North and South Rivers, adjacent shoreline recession (Theiler et al., 2013) and the rapid erosion of Fourth Cliff (Fig. 3.1; U.S. Air Force, 2014) are potentially significant sediment sources.

Human decision-making impacts erosion at the coast and thus has the potential to impact marsh sediment supply. As of 2013, nearly 27% of the Massachusetts coastline was armored by some form of coastal protection (Fontenault et al., 2013). The impact of armoring on sediment budgets of adjacent estuaries has not been documented, but our findings show that armoring could reduce the ability of marshes to keep pace with future sea level rise in systems like the North/South River estuary that rely on an external marine sediment supply.

3.7. Conclusions

This study provides clear evidence that marine sediment is the major clastic sediment source to marshes in a small, mesotidal estuarine system characteristic of the
New England coastline. Spatial variation in marsh sediment clastic content and fluvially-sourced Pb pollution show that marine-sourced clastic sediment has been the primary external sediment source in the mid-to-lower North and South River estuaries. We also observe sediment advected through the inlet during coastal storms as the primary driver of high turbidity in estuary channels and over the marsh platform. Thus, our observations are among the first to show external marine sediment mobilized during storms as the primary sediment source to the estuary, rather than terrestrial sediment delivered via rivers or internally derived sediment resuspended from tidal flats or eroded from the marsh edge.

Suspended sediment in the estuary is a highly non-stationary quantity, with timescales of sediment delivery range from 2.5 days to 2 weeks depending on the location within the estuary. In locations with shorter sediment residence times, the extent of sediment delivery from the channel to the marsh platform is dependent on timing of storms relative to the spring-neap tide cycle. This study reveals that sediment supply to and associated resilience of New England mesotidal salt marshes involves the interplay of coastal and estuarine processes, underscoring the importance of looking both up- and downstream to identify key drivers of environmental change.
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Table 3.1. Timetable of channel and marsh platform measurements. Black bars are North River measurement locations, and white bars are South River locations (see Fig. 3.1).

<table>
<thead>
<tr>
<th></th>
<th>2018</th>
<th>2020</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Spring  Mar 13–Apr 20</td>
<td>Fall  Oct 4–Dec 6</td>
</tr>
<tr>
<td>Marsh platform</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sediment cores</td>
<td>C1S–C6S</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C1S–C4S</td>
<td></td>
</tr>
<tr>
<td>Channel turbidity &amp;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>water level</td>
<td>ch_OBS1S</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ch_OBS2S</td>
<td></td>
</tr>
<tr>
<td>Channel current</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ch_U6S</td>
<td></td>
</tr>
<tr>
<td>Marsh platform</td>
<td></td>
<td></td>
</tr>
<tr>
<td>turbidity &amp; water level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marsh platform</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sediment traps</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table 3.2. Seasonal clastic sedimentation rates on the marsh platform edge measured by sediment traps. See Fig. 3.1 for locations.

<table>
<thead>
<tr>
<th>Site</th>
<th>North River</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ST&lt;sub&gt;1N&lt;/sub&gt;</td>
<td>1.27</td>
<td>0.20</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>ST&lt;sub&gt;2N&lt;/sub&gt;</td>
<td>0.79</td>
<td>0.37</td>
<td>1.40</td>
</tr>
<tr>
<td></td>
<td>ST&lt;sub&gt;3N&lt;/sub&gt;</td>
<td>0.19</td>
<td>0.16</td>
<td>0.20</td>
</tr>
<tr>
<td>South River</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST&lt;sub&gt;1S&lt;/sub&gt;</td>
<td>0.40</td>
<td>0.15</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>ST&lt;sub&gt;2S&lt;/sub&gt;</td>
<td><em>not recovered</em></td>
<td>0.25</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>ST&lt;sub&gt;3S&lt;/sub&gt;</td>
<td>0.26</td>
<td>0.11</td>
<td>0.24</td>
<td></td>
</tr>
<tr>
<td>ST&lt;sub&gt;4S&lt;/sub&gt;</td>
<td>0.25</td>
<td>0.11</td>
<td>0.85</td>
<td></td>
</tr>
</tbody>
</table>

Clastic sedimentation rate (g/cm<sup>2</sup>/y)
Figure 3.1. North and South River estuaries site map, showing locations of all field measurements. Italicized numbers in the parentheses following measurement location names indicate the distance up-estuary from the inlet in kilometers.
Figure 3.2. North River channel measurements for the spring 2018 deployment at ch_OBS2N. Vertical dashed lines and labels above panel a mark time intervals in Figure 3.3. (a) Tide range (gray shading) and the non-tidal residual (black line) calculated from the water level time series. (b) Channel turbidity (gray line) relative to offshore significant wave height at the Boston wave buoy (blue line; see Fig. 3.1 for buoy location). (c) Channel turbidity relative to North River discharge measured at the USGS gauge (red line; see Fig. 3.1 for gauge location). (d) Close-up of the March 13 coastal storm, which was the only event recorded at ch_OBS1N (0.1 km from the inlet) before the sensor was buried, showing turbidity at ch_OBS1N (green line) and ch_OBS2N (gray line) along with ch_OBS2N water level (black line). Vertical dashed lines mark high water for each tide cycle.
Figure 3.3. Turbidity and velocity versus tide hour at the ch_OBS2N (North River) and ch_OBS8 (South River) sensors. (a) Velocity versus tide hour for a typical tide cycle at each sensor location, derived via harmonic analysis of water levels. Tide hour 0 is the beginning of flood tide at the inlet, and maximum and minimum velocities within the tide cycle are labeled. (b) North River ch_OBS2N turbidity versus tide hour, where panels correspond to time intervals labeled in Figure 3.2. Each curve represents one tide cycle; the first tide cycle over each time interval is black, and lines get progressively lighter over subsequent tide cycles. The vertical dashed line in each panel delineates the flood and ebb tide. (c) South River ch_OBS8 turbidity versus tide hour, where panels correspond to time intervals labeled in Figure 3.4.
Figure 3.4. South River channel measurements for the fall 2018 deployment at ch_OBSs. Vertical dashed lines and labels above panel a mark time intervals in Figure 3.3, and green and purple circles in panels b-c mark timing of satellite images in panel d. (a) Tide range (gray shading) and the non-tidal residual (black line). (b) Channel turbidity (gray line) relative to offshore significant wave height at the Boston wave buoy (blue line). (c) Channel turbidity relative to North River discharge measured at the USGS gauge (red line). (d) Landsat 8 satellite images of the North and South River estuaries during non-storm (left) and storm (right) conditions.
Figure 3.5. 2020 marsh platform moored observations at mp_OBS\textsubscript{N} and mp_OBS\textsubscript{S}. (a) Offshore wave heights at the Boston wave buoy (blue line) and North River discharge at the USGS gauge (red line). (b) Water depths over the North and South River marsh platforms (gray and green filled regions, respectively) and the maximum turbidity value measured over each tide cycle (black and green lines). Laboratory calibrations of these turbidity sensors show suspended sediment concentrations are roughly 1.8 times measured turbidity. (c) Enlarged time series for three offshore wave and high discharge events, with number labels corresponding to panels a-b. Note that the thin black and green lines show the full turbidity time series.
Figure 3.6. Variation in marsh platform sediment composition in percent mass with distance from the inlet in the North River (circles) and South River (squares). Point markers show mean mass percent of clastic sediment, organic material, and water, determined by loss-on-ignition of roughly 5 samples from the upper 50 cm of each core. Lines are one standard deviation of the mass percent data at each location.
Figure 3.7. Pb concentration depth profiles from six representative North River cores (left six panels) and one South River core (rightmost panel) collected on the marsh platform. Concentrations are derived from an XRF counts-to-concentration calibration (Fig. D.2), and the dashed line marks the onset of and early-1900s contaminant horizon in each core (see Yellen et al., in prep. for age models). For reference, the mean and standard deviation percent clastic mass in the upper 50 cm of each core (relative to total wet mass) is listed below the core name in each panel.
CHAPTER 4
REFLECTIONS AND FUTURE DIRECTIONS

4.1 Chapter one

Humans live in the physical footprint of natural hazards on most of Earth; thus the study of natural hazards is closely connected with and often cannot be separated from human vulnerability. Conducting research around natural hazards far from one’s own community and without strong ties to the vulnerable population is therefore challenging. Our demonstrated method for constructing earthquake models by scaling coupling to slip has broad applicability; however our finding that localized subsidence may drive high tsunami hazard in northwestern Shikoku (close to the island’s sole nuclear power plant) has significant implications for local risk management. Given our minimal connections to the local decision-makers and community members, our research team was not equipped to leverage our finding toward risk mitigation action.

Climate change is driving and unprecedented increase coastal risk globally, and there is an urgent need for actionable coastal hazard assessments. As I continue in this field, I will aim to shape and conduct my research in collaboration with vulnerable communities so that I can better contribute to the urgent need for building resilience at the coast.

4.2 Chapter two

The quasi-nonstationary skew surge joint probability method (qn-SSJPM) presented in Chapter 2 has exciting implications for improving flood hazard assessments
along the Gulf of Maine coast. The primary limitation of the method as it exists is that it can only be used to calculate flood exceedance curves at locations with long-term tide gauges. For example, the method provides improved flood hazard assessment at the location of the Boston NOAA tide gauge in the Seaport area of the city, but results cannot be extrapolated to East Boston, the Massachusetts South Shore, or any location not in the immediate vicinity of the tide gauge. Spatially continuous flood projections require hydrodynamic simulations; however, it takes tremendous human and computational resources to develop flood simulations that include statistically representative sets of storms, tides, and sea level rise scenarios.

The qn-SSJPM could be adapted and used in combination with hydrodynamic modeling results to provide flood projections with unprecedented accuracy for the Gulf of Maine. The U.S. Army Corps of Engineers (USACE) as a part of their North Atlantic Coast Comprehensive Study (NACCS) provides flood statistics under present-day conditions and 1 meter of sea level rise from Virginia to Maine. Publicly available NACCS model results include simulated storm surge and wave setup for 100 historical extratropical cyclones and 1,050 synthetic tropical cyclones; one month of simulated tides; and a parameterization of non-linear effects due to sea level change (Nadal-Caraballo et al., 2015; results available on the Coastal Hazards System data portal).

NACCS flood statistics were obtained by combining storm simulations with 96 tidal alignments over just one month in September 2010. Joint tide-surge probability assessments indicate that this 1-month duration is far too short to adequately assess flood frequencies for meso-to-macrotidal regions like the Gulf of Maine. As an example, at the location of the Eastport, ME tide gauge, September 2010 tides fail to capture the largest
2% of tides over a complete nodal cycle. As a result, the NACCS model underpredicts flood levels by nearly 0.5 meters for most return periods when compared to both unbiased (i.e. empirical) return periods calculated from the Eastport tide gauge record and Baranes et al. (2020) statistics, which have been extensively validated.

We have tested a technique for combining NACCS modeled surge plus wave setup distributions with predicted water levels over a full nodal cycle, following a modified qn-SSJPM methodology. This pilot technique combines the efficiency of the qn-SSJPM with spatial coverage from hydrodynamic simulations, and the preliminary resultant flood hazard curve at the Eastport gauge nearly overlaps with independent, unbiased observations. We plan to develop this methodology further and apply it throughout the Gulf of Maine.

4.3 Chapter three

Spatially heterogenous channel and marsh platform morphology are a primary challenge working in salt marsh estuaries. It is difficult to choose representative locations where measurements can be used to make broad, system-wide interpretations. I underappreciated this challenge early on and prioritized long deployment periods at fewer locations over shorter deployment periods at more locations. If I were to redesign the study, I would have measured turbidity at a minimum of two locations (but ideally three or four) in both the North and South Rivers.

Looking ahead, we plan to geographically expand this research. Our findings in Chapter 3 are the first to document and confirm marine sediment sourcing to a New England salt marsh. Conducting similar studies at regional estuaries with varying
oceanographic conditions (e.g. tide range, storm conditions, wave climate), geologic settings, and marsh-channel morphologies contribute to answering the following questions relevant to coastal management: How much control does sediment supply have on the ecological integrity and resilience of New England marshes? Across various oceanographic and geologic settings, what are the primary sources and mechanisms of sediment delivery? What limits sediment supply? What is the impact of upland and coastal human modifications (e.g. tidal restrictions, coastal armoring, damming, and land use change)? What are the implications for sediment-based restoration techniques? Despite the elementary state of scientific knowledge around these questions, managers are already investing in sediment-based restoration techniques. With close monitoring, ongoing projects provide potential opportunities for investigating sediment sourcing.
APPENDIX A

CHAPTER 1 SUPPORTING INFORMATION

A.1 Introduction

Text S1-S5 contain detailed descriptions of methods for constructing coupling-based rupture scenarios, setting up and running tsunami inundation simulations, and evaluating historical observations. Figure A.1 shows topography and bathymetry grids used in tsunami inundation simulations. A dataset containing ground surface displacement grids for the four coupling-based rupture scenarios is available with the online publish manuscript (Dataset S1).

A.2 Interseismic coupling-based rupture models (Text S1)

We generate four coupling-based rupture models by assuming that coseismic slip is proportional to estimated interseismic coupling. We use the trench-coupled and trench-creeping ISC distributions from Loveless and Meade (2016) (Figure 1.1c), which are constrained by GEONET GPS observations from 1996-2015 (Geodetic Observation Center, 2015; Sagiya et al., 2000) and estimated using an elastic block model. The Nankai subduction interface is represented by 1,902 triangular dislocation elements (TDEs) embedded in a homogenous elastic half-space that capture its geometry from 0-50 km depth, based on slab contours from Furuse and Kono (2003). A coupling fraction, defined as the ratio of slip deficit to relative plate motion between the Philippine Sea Plate and southwest Japan forearc, is estimated for each TDE, where coupling fractions range from -0.96 to 1.62 for the trench-coupled case and from -0.37 to 1.37 for the
trench-creeping case. TDEs with negative values represent sections of the trench that are slipping aseismically. Some elements have coupling fractions >1 or <0 because when estimating slip deficit rates, rather than applying bounds to the rates, Loveless and Meade (2016) chose a smoothing constraint that resulted in no more than 10% of TDEs having slip deficit rates exceeding the plate convergence rate.

When scaling coupling to slip, we assign a slip magnitude of 0 to all elements with coupling fractions ≤ 0.3, guided by the spatial correlation between coupling fractions ≥0.3 and the extent of rupture of the 2011 Mw 9.1 Tohoku-oki earthquake (Loveless & Meade, 2011). We then apply a linear scaling for TDEs with coupling fractions between 0.3 and the maximum (1.62 for the trench-coupled case or 1.37 for the trench-creeping case, where Loveless and Meade (2016) limit coupling values >1 to isolated TDEs in the geometrically complex northeast region of the Nankai subduction interface). We create our set of four coupling-based rupture models by using two methods to determine the rake of slip (as described in the main text) for both the trench-coupled and trench-creeping coupling distributions. The two rakes are similar on strongly-coupled TDEs, but partially-coupled elements feature differing slip deficit and relative plate motion rakes. For each of the four rupture scenarios, we run tsunami simulations for a range of peak slip values, and we choose the value that produces the best match between modeled tsunami heights and historical observations of the 1707 tsunami (explained below).
A.3 Earthquake sources for tsunami simulations (Text S2)

We simulate the resultant tsunami inundation for the Hyodo et al. (2014) scenario (H14) and the four coupling-based rupture scenarios. Initiating a tsunami simulation from an earthquake model requires calculating vertical displacement of the earth’s surface from coseismic slip. For the H14 scenario, the 1-arc-minute resolution topography displacement file used to initiate tsunami simulations was provided by the authors (Figure 1.1b). For the coupling-based scenarios, we calculate partial derivatives relating unit strike-slip and unit dip-slip on each TDE to horizontal and vertical displacement at the surface of a homogeneous elastic half-space (Meade, 2007). We then multiply the slip on each TDE by the partial derivatives to analytically calculate vertical coseismic surface displacement on a grid that matches the H14 displacement grid (Figure 1.1d). Ground surface displacements for the four coupling-based models are in Dataset S1.

A.4 GeoClaw numerical model (Text S3)

We perform tsunami inundation simulations using version 5.3.0 of the open source tsunami model GeoClaw (Berger et al., 2011; Clawpack Development Team, 2015; Mandli et al., 2016), which is a subset of Clawpack. GeoClaw models flow over varying topography using high-resolution finite volume methods to solve the nonlinear shallow water equations and has undergone extensive validation testing with real events and synthetic test problems (Arcos & LeVeque, 2015; González et al., 2011; LeVeque & George, 2008; LeVeque et al., 2011). The Manning coefficient \( n \), which is determined by surface roughness, is the only adjustable parameter in the model’s governing
equations. We use the constant value of $n = 0.025 \, \text{m}^{1/3}$ for the seafloor, which is common in tsunami modeling (Arcos & LeVeque, 2015).

All GeoClaw simulations are initiated by instantaneously displacing the ocean floor, following the distributions of vertical coseismic surface deformation described above and illustrated in Figures 1.1b and 1.1d. As the tsunami propagates across the ocean, GeoClaw uses a block-structured adaptive mesh refinement (AMR) algorithm that increases grid resolution and decreases the time step around the tsunami (LeVeque et al., 2011). We use a $0.5^\circ$ (~50 km) grid resolution at the coarsest level, and four nested AMR levels increase resolution to ~100 m around the Kyushu, Shikoku, and Honshu coasts. Around Lake Ryuuoo, we add one additional level that increases resolution to ~5 m. Bathymetric data sources are provided in the topographic model section below. GeoClaw automatically refines the timestep to achieve a Courant number of 0.75.

Initial low-resolution model runs revealed that the first wave consistently produces the largest inundation depth within 2 hours of model initialization, so we run all of our simulations for 3 hours. We use GeoClaw’s fixed grid monitoring tool to output maximum water surface elevations around the Pacific coastlines of Kyushu, Shikoku, and Honshu (Figure 1.2). We also place model gauges that monitor water surface elevation around Ikata Power, Uwajima, and Lake Ryuuoo (Figure 1.3).

A.5 Topographic model (Text S4)

We merge seven topography and bathymetry datasets to create uniformly spaced, rectangular land surface elevation grids at the four different resolutions within the tsunami simulation domain of 129 to 141°E and 30 to 37°N (Figure S1). All topography
and bathymetry data are adjusted in reference to mean sea level. A 1-arc-minute (~1,600 m) grid, created from the 1-arc-minute ETOPO1 global topography and bathymetry model (Amante & Eakins, 2011), covers the entire computational domain. We add two sets of finer grids with 0.005° (~500 m) and 0.001° (~100 m) resolution around the Kyushu, Shikoku, and Honshu coastlines. For the 0.005° grids, we merge the J-EGG500 500 m resolution bathymetric grid, published by the Japan Oceanographic Data Center, with the Global 30 Arc-Second Elevation (GTOPO30) topography dataset, available from the U.S. Geological Survey. For the 0.001° grids, we merge charts from the M7000 map series, which are sets of digital bathymetric contours provided by the Marine Information Research Center (MIRC) of the Japan Hydrographic Association (JHA), with version 2 of the 1-arc-second (~30-m) Advanced Spaceborne Thermal Emission and Reflection Radiometer Global Digital Elevation Model (ASTER GDEM). ASTER GDEM is a product of NASA and METI. Around Lake Ryuuoo, we also create a 0.00005° (~5 m) grid in order to resolve inundation of the lake’s barrier in detail. We use high-resolution bathymetric data from a C3D multi-beam survey performed by Arc Geo Support Co., Ltd. on July 21, 2014 and merge it with a 5 m digital elevation model published by the Geospatial Information Authority of Japan.

When merging and interpolating gridded topography and bathymetry datasets onto a new grid for tsunami modeling, it is important to preserve the coastline’s location. For the 0.005°, 0.001°, and 0.00005° grids we use to resolve inundation in our simulations, the coastline is better-defined by the topography data; thus, before interpolating onto the final combined grid, we extract the 0-m-elevation contour from the topography. We then convert the 0-m contour and all of the gridded topography and
bathymetry data to XYZ point data (all referenced to mean sea level), combine the point data into a single set of X, Y, and Z vectors, and interpolate the point data onto the final combined topography/bathymetry grid used in our simulations.

A.6 1707 Hōei tsunami historical observations (Text S5)

We compare our simulated tsunami heights to historical observations of tsunami inundation from the 1707 Hōei earthquake. Historical seismologists have compiled descriptions of sites inundated by past tsunamis from old documents and monuments and conducted leveling surveys to determine historical flood elevations. We compare our simulations to a subset of historical observations from a compiled list of all observations from Hatori (1974), Hatori (1985), and Murakami et al. (1995), provided by Dr. Kentaro Imai. We only use observations that are within 1 km of the shoreline in order to avoid issues related to complexities in modeling overland flow. When multiple observations are clustered within 1 km of one another, we remove them if they differ by 100% or more, and we average them if they are generally consistent. For cases where one observation is located directly inland of another, we use the observation closer to the shoreline. To account for uncertainty in observation locations relative to grid positioning, we find all simulation grid points that are along the coast and within 1 km of each observation. This yields a set of ~5-10 model tsunami heights from each rupture scenario for comparison with the observation.
Figure A.1. Tsunami simulation domain and topography grids. A ~1,600 m-resolution topography grid covers the entire simulation domain, and resolution gradually increases to ~500 m (gray rectangles), ~100 m around the coastlines (red rectangles), and ~5 m around Lake Ryuuoo (blue rectangle).
Table B.1 contains results of the Kendall’s tau correlation test for the top 1% of skew surges and their associated predicted high waters (following Williams et al., 2016). Table B.2 contains details of the GPD threshold sensitivity test described in the main text.

Table B.1. Results of Kendall’s tau correlation test, using the top 1% of skew surges and their associated predicted high waters.

<table>
<thead>
<tr>
<th></th>
<th>Summer</th>
<th>Winter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>tau</td>
<td>p-value</td>
</tr>
<tr>
<td>Eastport</td>
<td>0.02</td>
<td>0.59</td>
</tr>
<tr>
<td>Portland</td>
<td>-0.01</td>
<td>0.80</td>
</tr>
<tr>
<td>Boston</td>
<td>0.05</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table B.2. Threshold values and number of observations included in threshold sensitivity test (see Fig. 4 in main text).

<table>
<thead>
<tr>
<th>Threshold percentile</th>
<th>Skew GPD (qn-SSJPM)</th>
<th>Storm tide GPD (GPDs1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Threshold (m)</td>
<td># Values above threshold</td>
</tr>
<tr>
<td>99.5</td>
<td>0.57</td>
<td>170</td>
</tr>
<tr>
<td>99.6</td>
<td>0.60</td>
<td>134</td>
</tr>
<tr>
<td>99.7</td>
<td>0.63</td>
<td>101</td>
</tr>
<tr>
<td>99.8</td>
<td>0.68</td>
<td>69</td>
</tr>
<tr>
<td>99.9</td>
<td>0.77</td>
<td>33</td>
</tr>
</tbody>
</table>
C.1 Key Findings

- Most of Greater Boston's extreme flooding events are caused by winter storms (extratropical cyclones) coinciding with anomalous high tides. Recent studies have not found significant evidence for future changes in Greater Boston storm surge linked to changing storm climatology; however, sea level rise will substantially increase the frequency of extreme coastal flooding in the 21st century, regardless of the emissions scenario followed.
- Under all emissions scenarios, what is now a one in 10-year winter storm flood will likely become an annual event by mid-century. Flood projections begin to diverge under different emissions pathways around 2050. Beyond 2050, greenhouse gas emissions will determine if increasing flood hazard plateaus toward the end of the century (RCP2.6) or continues to accelerate. The equivalent of today’s one in 100-year flood event will likely become an annual event by 2100 under RCP8.5.
- The height of the tide largely controls the severity of flooding during a given storm in Greater Boston. Tide range (the difference between low and high tide) varies year-to-year in the region as a function of natural planetary cycles, dominated by the 18.6-year lunar nodal cycle related to motion of the moon's elliptical orbit. Eight of Boston's top-ten historic flood events over the past 200 years (including two record-setting Nor'easters in January and March of 2018) occurred during a peak in this 18.6-year
cycle, demonstrating the need for tidal variability to be considered in Greater Boston flood projections.

- Future increases in flood hazard driven by sea level rise will plateau during decades when the lunar nodal cycle is in a negative phase and the reduced tide range counteracts sea level rise (2019-2017 and 2037-2046). However, as the nodal cycle enters a positive phase in the following decade (2028-2036 and 2047-2055), the larger tide range combined with sea level rise will accelerate the increase in flood hazard. Beyond mid-century, the influence of these tidal variations on flood projections becomes less important, as background sea level rise becomes the dominate control on flooding.

- Boston Harbor will see an increasing number of high tide ‘nuisance’ flooding days, defined as days when at least one hourly water level measurement exceeds local flooding thresholds defined by NOAA (215 cm above 2000 mean sea level for minor flooding or 241 cm for moderate flooding). Based on projections by Thompson et al. (2021), Boston’s minor flood threshold will be exceeded on roughly half the days of each year by the early-2050s under the NOAA Intermediate sea level rise scenario (which is between median RCP4.5 and RCP8.5 sea level projections provided in this report). Under the NOAA Intermediate Low sea level rise scenario (similar to median RCP2.6 projections in this report), this will occur between 2070 and 2090. Boston’s moderate flood threshold will be exceeded on half of days around 2070 under the NOAA Intermediate sea level rise scenario, but will only reach 48-87 exceedance days per year (10th-90th percentile range) by the end of the century (2100).

- Seasonal to decadal timescale sea level fluctuations unrelated to background sea level rise cause inevitable extreme months of clustered high tide flooding. Over 5-year
periods in Boston, the peak flooding month often experiences more than double the number of high tide flooding days than the average month. Thus, we reinforce that planning for the “typical” future month or year leads to substantial underestimation of flood hazard in the occasional, yet inevitable, periods of severe flooding, when cyclical contributions to sea level constructively interfere.

C.2 Introduction

Relative sea level rise is increasing the frequency of coastal flooding on a global scale (e.g. Oppenheimer et al., 2019). Even under a regime of slow and steady sea level rise (SLR), flood frequency increases rapidly because lower-magnitude events with higher probabilities (i.e. routine storms that commonly impact the region) can cross flood thresholds on top of a higher baseline sea level (see Fig. C.1 for an illustration of this nonlinear response). Much of the discussion on specific mechanisms of coastal flooding in the 2016 BRAG report remains valid. Here, we use recent advances in flood hazard research to provide updated flood projections that incorporate the new probabilistic sea level rise scenarios presented above. Advances since the 2016 report include a reconstruction of Boston tidal and extreme water level measurements extending back to 1825 (Talke et al., 2018); statistical methods that incorporate the impact of Boston’s large and time-varying tides on extreme flood frequencies (Baranes et al., 2020); updated extreme flooding projections for all of Massachusetts based on hydrodynamic modeling from Woods Hole Group; an improved understanding of mechanisms driving minor high tide flooding (also called “nuisance” flooding) in Boston (Ray & Foster, 2016); high tide flooding projections for Boston (Thompson et al., 2019; Sweet et al., 2018, 2020); and
regional projections for the impacts of future changes in storm climatology on flood heights for both extratropical (Lin et al., 2019) and tropical cyclones (Marsooli et al., 2019).

Here, we 1) outline mechanisms of extreme coastal flooding in the Boston region; 2) describe the impacts of climatic and tidal variability on flood hazard; 3) provide context for two extreme flood events that impacted the region in January and March of 2018; and 4) provide projections of extreme flooding through 2100 at the location of the Boston tide gauge by combining the Baranes et al. (2020) methodology with probabilistic sea level rise projections. Lastly, we discuss mechanisms and recent projections of high tide “nuisance” flooding in Boston (e.g., Thompson et al. 2019; Sweet et al. 2020).

C.3 Mechanisms of coastal flooding

Extreme sea levels are caused by the combined impacts of rising sea level, high tides, storm surge, and waves. Storm surge is the rise in water level above the predicted tide, caused by storms centered off the coast driving ocean water toward land. Low atmospheric pressure, wave set-up, wave run-up, and rainfall can further contribute to observed storm-induced increases in water elevation (Harris and Bureau, 1963). The term storm tide refers to the combined impact of storm surge and the astronomical tide. Note the difference between peak measured high water and peak predicted high tide is defined as skew surge, which is often employed for developing flood statistics because the more standard storm surge term can include a partial dependence on tidal stage (e.g. (Williams et al., 2016)).
The largest storm surge recorded in Boston over the last 100 years is 1.9 meters (e.g., Catalano and Broccoli, 2018), and the largest recorded skew surge is 1.3 meters (Talke et al., 2018); however, the 3.1-meter rise and fall of sea level twice per day due to tides is significantly larger. Most of Boston’s extreme coastal flooding events are therefore caused by the overlap of storm surge with an anomalously high tide (Baranes et al., 2020; Kirshen et al., 2008; Talke et al., 2018). This is in contrast to the south-facing shoreline of Massachusetts and New York City, where tide range is smaller and the most extreme storm surges are greater due to coastal orientation and morphology (Boldt et al., 2010; Castagno et al., 2020; Orton et al., 2012). Comparing the relatively minor flooding in Boston caused by Hurricane Sandy in 2012 to severe flooding during the January 4, 2018 Nor’easter (which set the record for highest water level recorded at the Boston tide gauge in 100 years) illustrates the relative impacts of high tide and storm surge on total flood height (Fig. C.2). Maximum storm surge during Hurricane Sandy was 50 cm higher than the 2018 event, yet maximum storm tide was 70 cm lower. This is because storm surge peaked around low tide during Sandy, whereas in 2018, peak surge coincided with a significantly larger-than-average high tide.

While multiple conditions can produce storms across the northeastern United States, the primary drivers of coastal flooding are large, synoptic-scale (hundreds of miles) atmospheric disturbances, or cyclones, with surface winds that rotate counterclockwise around low-pressure centers. Cyclones can originate from various dynamic processes. Tropical cyclones (TCs) form at low latitudes over warm water where atmospheric conditions are favorable to convection. Near-surface winds spiral inward toward a low-pressure center and draw moisture from the ocean upward into the cyclone.
In the North Atlantic, tropical cyclones are called hurricanes once they reach a sustained wind speed of more than 74 mph. Extratropical cyclones (ETCs) form at mid-latitudes and are generally driven by latitudinal (north-south) temperature gradients that give rise to strong winds between cold and warm air masses. The term Nor’easter is commonly used in the Northeast to describe ETCs because the most damaging winds often come from the northeast on the western side of the passing low.

TCs impact the Northeast between August and October, while ETCs are most common in the cold-season months of November through April. ETCs have historically been the dominant flooding mechanism in Boston and the rest of northern New England, as they are 1) more frequent, 2) follow tracks more favorable to intense flooding north of Cape Cod, and 3) generally have longer durations that make them more likely to overlap with high tides (e.g. (Kirshen et al., 2008; Talke et al., 2018)). Along the south-facing shorelines of Massachusetts, Rhode Island, Connecticut, and New York, ETC-induced flooding is also most common for all but the most extreme flood events (Catalano and Broccoli, 2018). However, TCs have caused the largest historical flood events for locations like New York City (Talke et al., 2014), because of the region’s coastal morphology, position relative to direct TC landfalls, and significantly smaller tidal range.

C.4 2018 Nor’easters

Extreme coastal flooding caused by two Nor’easters in 2018 illustrate the primary influence of tides in determining flood severity around Boston. Table C.1 describes the January 4th and March 3rd floods by various metrics; notably, the two storms caused the highest and third-highest water levels recorded within the ~100-year-long record from the
Boston National Oceanic and Atmospheric Administration (NOAA) tide gauge. Although sea level rise has increased the frequency of extreme flooding over the past century (Talke et al., 2018), adjusting the 100-year NOAA water level time series to annual MSL (i.e. comparing storm tides) only decreases the 2018 flood ranks from first and third to second and third (with the Blizzard of 1978 beating out the January 2018 Nor’easter in the annual MSL-adjusted storm tide time series). The metrics in Table C.1 also show that storm surge was not the primary cause of the record-breaking flooding, particularly for the January storm. The 0.85-meter January surge ranks 79th within the NOAA record (close to the annual storm), and the 1.08-meter March surge ranks 20th.

It was the unusually high tides coinciding with the storms that caused severe flooding in 2018. The two storms’ timing was unfortunate in three respects: 1) they occurred in 2018, near the peak of the 18.6-year nodal cycle (Fig. C.3); 2) the January and March storms coincided with the 3rd and 12th-highest tides of the 2018 storm season respectively, which were 0.55 m and 0.43 m above the year’s mean higher high water (MHHW; the average of the higher high tide for each day (Table C.1)); and 3) the timing of peak surge was nearly aligned with the timing of high tide during both events (Fig. C.2). Using the Baranes et al. (2020) methodology, which accounts for the known high tides in 2018, we calculate that there was only a 0.056% chance of both events occurring during that storm season; thus, although the storms themselves were not record-breaking, their timing relative to the anomalously large tides was unprecedented.
C.5 Climate-driven changes in extratropical and tropical cyclone characteristics

While there is evidence for future changes in ETC and TC activity globally, most recent studies have not found statistically significant evidence for future changes in Boston storm surge linked to either changing ETC (Lin et al., 2019) or TC (Marsooli et al., 2019) climatology.

Marsooli et al. (2019) uses a well-vetted hurricane and hydrodynamic model to generate a large number of representative North Atlantic TCs and resulting storm tides under both present (1980-2005) and late-21st-century (2070-2095, RCP8.5) conditions. These TC ensembles include changes in TC frequency, intensity, and size. Future changes in flood heights due solely to projected TC activity are compared to changes associated with both TC activity and future regional sea level rise based on the sea level rise projections by Kopp et al. (2014). TC contributions to increasing flood heights are found to be substantial along the Gulf and southern East Coast of the US; however, their contribution decreases northward along the eastern seaboard, particularly for points north of Cape Cod, where TC impacts become minimal. Specific to coastal counties in the greater-Boston region, changing TC activity accounts for roughly 1% of the total increase in the 100-yr flood height, with the remaining 99% due to projected sea level rise. The exception to this result is Plymouth County, where TC contributions increase to roughly 9%, mainly due to the fraction of the county being located south of Cape Cod at the head of Buzzards Bay, where the morphology and southern-facing orientation of the coast substantially enhances TC-induced storm surges (Boldt et al., 2010; Cheung et al., 2007; Redfield and Miller, 1957). TC-related contributions were found to be less for higher-
frequency events impacting Plymouth county, including a contribution of 2% to the 10-yr flood height.

Lin et al. (2019) investigates future climate-driven changes in ETC storm surge by comparing hydrodynamic simulations of Boston flooding for the historical (1979-2012) and mid-to-late-21st-century (2054-2079) periods. Results suggest a modest 5% increase in the 10-year storm surge height and a 1% increase in the 50-year storm surge height between the historical and future time periods due to changing ETC climatology. However, depending on the climate model used to define future ETC characteristics, results vary significantly with a range of -2% to +21% for the 10-year storm surge and -11% to +20% for 50-year storm surge.

C.6 Tidal variability and extreme flooding

Natural planetary cycles cause tidal magnitude (the vertical distance between high and low tide) to vary year-to-year in Boston, enhancing flood hazard in years when tides are larger (Baranes et al., 2020; Eliot, 2010; Haigh et al., 2020; Peng et al., 2019; Ray and Foster, 2016; Talke and Jay, 2020; Talke et al., 2018; Woodworth et al., 2019). The moon’s elliptical orbit revolving in space (the lunar nodal cycle) causes Boston’s largest high tides to cyclically increase and decrease by ~7 cm (just under a quarter foot) every 18.6 years (Ray and Merrifield, 2019), which is roughly equivalent to 25% of the total relative sea level rise that has occurred in Boston over the last 100 years. Eight of Boston’s top-ten storm tides over the past 200 years have occurred during decades when the 18.6-year nodal cycle’s positive phase forces a larger tidal range (Fig. C.3; Talke et al., 2018).
There has also been a secular increase in tide range throughout the Gulf of Maine (the basin between Cape Cod and the Bay of Fundy), widening the difference between low and high tide elevations by a few (~ 4cm) in Boston over this past century (Godin, 1992, 1995; Ray, 2006; Ray and Foster, 2016; Ray and Merrifield, 2019). The increase in tides has increasing impact north of Boston toward the Bay of Fundy. In Greater Boston, future flood risk is dominated by projected rates of background sea level rise followed by secondary impacts associated with the nodal cycle (Baranes et al., 2020).

Recent work by Baranes et al. (2020) focusing on Boston and the greater Gulf of Maine region presents a new statistical approach for assessing flood hazard that accounts for tidally driven interannual variability associated with the 18.6-year nodal cycle. The technique demonstrates the effect of the nodal cycle in driving significant historical oscillations in flood hazard metrics, such as the height of the 100-year flood. Interaction between the nodal cycle and sea level rise also has significant implications for future flood hazard in Boston. Currently (in 2020), the negative phase of the nodal cycle is counteracting the sea level rise-induced increase in flood hazard; however, in 2025, the nodal cycle will reach a minimum in the region and then begin to accelerate flood hazard as it moves toward its maximum over the subsequent decade when both sea level rise and larger tides are constructional.

**C.7 Future Flooding**

**C.7.1 Methods**

Similar to the 2016 BRAG report, the frequency of extreme coastal flood heights at the Boston tide gauge are projected under three future RCP emission scenarios:
RCP2.6, RCP4.5, and RCP8.5. Probabilistic sea level rise projections for each scenario are combined with future predicted high tides and tide gauge-derived extreme value statistics of skew surge. Like many tide gauges, the Boston gauge is located in a wave-sheltered harbor and measures the contributions of storm surge, tides, and mean sea level to flood level but excludes direct wave impacts. Thus, the projections provided here are for extreme still water levels and do not include waves. These projections also do not include seasonal-to-decadal fluctuations in sea level caused by temperature, salinity, wind, atmospheric pressure, and ocean currents (see the “Minor High Tide Flooding” section for a more in-depth discussion of these drivers of sea level variability).

We substantially improve upon the 2016 BRAG projections by applying a quasi-nonstationary joint probability approach (Baranes et al., 2020) that 1) provides more accurate estimates of annual flood exceedances, which is the expected number of times extreme sea levels will exceed a given height in a year; and 2) yields an annually varying flood height–annual exceedance relationship (hereafter referred to as a “flood exceedance curve”) that changes based on the predicted tides for each year. Note that exceedances/year is the inverse of recurrence interval (or return period); for example, the storm tide with a 100-year recurrence interval has 0.01 expected exceedances/year.

We also separate winter and summer season projections because the region’s large storm events mostly occur in the winter season (Talke et al., 2018), while summertime tide levels are larger on average (Ray and Foster, 2016). At present, the summer season contribution to annual extreme flood hazard is negligible (Fig. C.4; Baranes et al., 2020), so it is important to view full-year flood exceedance curves for Boston with that caveat in mind. We define the winter storm season as October 31 to
April 30 and the summer season as May 1 to October 20 (consistent with Talke et al., 2018 and Baranes et al., 2020).

The joint probability approach employed here fits separate probability distributions to predicted high tides and the 100-year record of skew surge from the Boston NOAA tide gauge following methods in Baranes et al. (2020). The joint tide-surge distribution thus accounts for the possibility of storm surges aligning with any tidal condition. Projections are quasi-nonstationary because each future year’s flood exceedance curve is calculated by combining projected mean sea level and tides specific to that year with the probability distribution fit to all historical skew surges observed over the 100-year NOAA record. Annual tide predictions at the Boston gauge for 1921-2100 are from Ray and Foster (2016). Thus, we allow tides and sea level to vary through time but consider storm characteristics to be stationary. This approach reflects our assessment that 1) future impacts to the Boston region by changes in extratropical and tropical cyclone activity are at present considered minimal, albeit with ongoing uncertainty (see above); and 2) the largest drivers of future change in coastal flood hazard are sea level rise and natural tidal cycles.

Uncertainty ranges in our projections include both statistical uncertainty in the skew surge distribution that characterizes their probabilities based on a limited 100-year record of observations, and probabilistic uncertainty in sea level rise projections. As discussed in Douglass et al. (2016), using probabilities of sea level rise in flood risk assessment is extremely important because uncertainty in background sea level increases the median estimate of extreme flood levels. Steady sea level rise forces a nonlinear increase in flood hazard (Fig. C.1), so the number of additional flood exceedances
introduced by the possibility of larger-than-expected sea level rise is greater than the reduction in flood exceedances due to smaller-than-expected sea level rise.

Statistical uncertainty in the skew surge distribution is represented by 1,000 Generalized Pareto Distributions (GPDs) with equal probabilities, while sea level rise uncertainty is represented by 10,000 scenarios with equal probabilities under each RCP. For each season (summer and winter) and for each RCP, we 1) use a Latin hypercube sampling scheme to sample 1,000 sets of skew surge GPDs and sea level rise scenarios, 2) add the 1,000 selected sea level rise scenarios to future predicted tides, and 3) calculate annually varying flood exceedance projections for each of the 1,000 selected GPD and sea level rise projection sets (Baranes et al., 2020).

C.7.2 Flood projections

Fig. C.5 shows historical (1921-2019) and projected (2020-2100) winter and summer season flood heights for the 10-year flood (0.1 expected exceedances/year) and the 100-year flood (0.01 expected exceedances/year). An illustration of the 18.6-year tidal modulation of storm tides is plotted below the flood height curves in each panel of Fig. C.5. Tables C.2 and C.3 show present-day and projected flood heights, averaged over each nodal cycle phase (labeled present, 1-, 1+, 2-, etc. in Fig. C.1; with minus and plus signs denoting negative and positive nodal phases). Note that present-day flood levels are determined by averaging over 2000–2019, a 19-year period that encompasses a full 18.6-year nodal cycle. All flood heights are relative to 2000 MSL.

Sea level rise has clearly been driving an accelerating increase in flood hazard since the early-20th century. Flood projections do not begin to diverge under different
emissions pathways until about 2050, after which human decision-making determines whether the increase in flood hazard plateaus at the end of the century (RCP2.6), or continues to accelerate (RCP8.5). The decadal, cyclical variation in flood heights through 2100 also demonstrates the impact of the 18.6-year nodal cycle on flood hazard. Importantly, the long-term increase in flood hazard driven by sea level rise temporarily plateaus during decades when the nodal cycle is in a negative phase, and the smaller tide range counteracts sea level rise. However, as the nodal cycle enters a positive phase in the following decade, the increased tide range on top of sea level rise leads to a more rapid increase in flood hazard. Progressing forward from present (year 2020), the nodal cycle will be in a negative phase until 2027, so flood hazard will remain steady compared to the previous decade even though sea level is continuing to rise. However, one should expect flood hazard to increase more rapidly over the 2028-2036 decade when the nodal cycle switches to its positive phase. Fig. C.5 also shows a 4.4-year cycle of variation in the 10 and 100-year flood heights. This is also due to predictable interannual variation in the magnitude of Boston’s tides, caused by perigean spring tides coinciding with the winter or summer solstice on a 4.4-year cycle (see Ray & Foster, 2016 for a detailed explanation). We do not focus on this 4.4-year effect because in practice, it would be drowned out by inter-annual variability in MSL, which has historically been on the order of several cm (Baranes et al., 2020).

Tables C.4 and C.5 provide guidance on the annual exceedances of future flood levels (we use 2.6–3.0 m for the winter season and 2.4–2.7 m for the summer season relative to 2000 MSL) that currently have recurrence intervals between ~10 and ~100 years under low and high-emissions scenarios. The tables show the central 66% “likely”
range of projected annual exceedances (where, for example the 100-year flood has 0.01 expected annual exceedances), and do not extend beyond exceedances of 1 (i.e. the annual event). As an example, it is projected that for the period between 2047-2055 (nodal cycle “2+”), the present-day winter season 100-year flood (at ~3 m above 2000 MSL) will likely have a recurrence interval of 6-to-33 years under the low-emissions RCP2.6 scenario (0.03-0.18 annual exceedances), and 3-to-20 years under the RCP8.5 high-emissions scenario (0.05-0.38 annual exceedances), where recurrence interval is the inverse of annual exceedances (Tab. C.4). By 2100, this same 3-m flood level will likely be the annual event under RCP8.5 (0.85 to >1 annual exceedances), or between the annual and 14-year event under RCP2.6 (0.07 to >1 annual exceedances). Note that the projected range of exceedances in Tables C.2 and C.3 can be wide because at extreme flood levels in Boston, small changes in flood height lead to large variation in exceedances (Buchanan et al., 2016).

C.7.3 Comparison with BRAG

Table C.6 compares projections of the winter 100-year flood height from this report to projections from the 2016 BRAG report (Table 2-1 in Douglas et al., 2016). The winter season flood exceedance curve almost exactly matches the annual curve (Fig. C.4), supporting our comparison of winter season results to the annually derived statistics in BRAG. It is important to note that the 2016 report provided mean projected flood heights, whereas in Tables C.2 and C.3, we provide median (50th percentile) flood heights. As explained above, the number of additional flood exceedances introduced by the possibility of larger than expected sea level rise is not offset by the reduction of
exceedances introduced by the possibility of smaller than expected sea level rise, even if the sea level rise distribution is near-normal; thus, those additional positive exceedances will cause mean projected flood heights to exceed the median. Differences between median and mean values are generally within a few cm, reaching a maximum of 4 cm at the end of the 21st century under RCP8.5.

Our present-day 100-year flood height estimate is slightly higher in part due to our including the two 2018 nor’easters in our extreme value statistical analysis. Through 2050, our projected flood heights are higher than the 2016 projections (2–16 cm higher under RCP4.5 and 5–26 cm for RCP8.5), whereas in 2100, our projections are lower (16–20 cm lower for RCP4.5 and 8–59 cm for RCP8.5). As discussed above, these differences are mainly caused by our revised GBRAG baseline sea level projections that use updated land ice contributions provided by IPCC SROCC (Oppenheimer et al., 2019). In 2030 and 2050, the nodal cycle is in its positive phase which also contributes to higher GBRAG flood projections.

C.7.4 Hydrodynamic models

In this report, we estimate extreme flood frequencies by fitting probability distributions to measured skew surges at the Boston tide gauge and combining those distributions with tide predictions and probabilistic sea level projections. Flood frequencies can also be estimated from hydrodynamic model simulations of water levels (Lin et al., 2019; Marsooli et al., 2019). Hydrodynamic modeling has the advantages of 1) providing spatially continuous flood elevations and flow velocities down to the spatial scales (<1 m) relevant to specific infrastructure such as roads and bridges, 2) explicitly
modeling wave impacts, 3) accounting for nonlinear impacts on tides and surge from rising sea level, and 4) considering potential changes in storm climatology. However, these models are computationally intensive (particularly when implemented at the infrastructure scale), and as is the case with most numerical models, rely on uncertain parameterizations, bathymetry, and assumptions (Lin et al., 2010; Vousdoukas et al., 2016). Furthermore, generating a modeled flood exceedance distribution requires an ensemble of many simulations representing essentially all possible flood scenarios. Thus, individual flood statistics at infrastructure and community scales for the entire Greater Boston region is currently only feasible by combining hydrodynamic modeling ensembles with a limited set of tidal conditions and discrete sea level scenarios, rather than full sets of probabilistic sea-level projections.

The Massachusetts Coast Flood Risk Model (MC-FRM) is currently the most sophisticated hydrodynamic model for assessing future changes in flood hazard along the Massachusetts coastline due to the combination of sea level rise and changing storm climatologies. The MC-FRM was developed by Woods Hole Group for the Massachusetts Department of Transportation and is an expansion of the Boston Harbor Flood Risk Model (Bosma et al., 2015). MC-FRM simulations are in progress, and results are being distributed through MassDOT, Massachusetts CZM, and MassGIS as they become available. The U.S. Army Corps of Engineers North Atlantic Coast Comprehensive Study (NACCS) also provides hydrodynamic modeling-based flood statistics for the greater-Boston area (Nadal-Caraballo et al., 2015). However, the NACCS only considers a 1-m sea level rise scenario, and its domain includes Virginia
through Maine, so the model is not optimized for Massachusetts like the MC-FRM. Thus, we focus our discussion on the MC-FRM.

The MC-FRM is a coupled ADCIRC-UNSWAN model that includes the impacts of sea level, tides, storm surge, wave setup, riverine flows, and dam operations on coastal flooding. Its domain includes all Massachusetts coastlines and estuaries and has spatial resolution reaching 5-10 feet in populated overland regions. The model also includes dynamic run-up and accounts for overtopping of coastal structures such as seawalls. MC-FRM results provide flood heights and flood frequencies across the model domain for the present-day and for future horizons in 2030, 2050, and 2070.

The model uses 99.5\textsuperscript{th} percentile RCP8.5 relative sea level rise projections because it evaluates MassDOT critical infrastructure, such as Boston’s central artery highway/tunnel system. Baseline sea level projections used in the MC-FRM analysis are shown in Table C.6 and are the same as those in Kopp et al. (2017). For practitioners using both MC-FRM flood projections (as they become available) and the GBRAG projections provided here, we compare baseline sea levels at 2030, 2050, and 2070 relative to both the MC-FRM and GBRAG vertical datums (feet above NAVD88 and meters above 2000 MSL, respectively). We offer this comparison of baseline sea levels because GBRAG sea level projections are considerably higher than those used by the MC-FRM beyond 2030. Note, however, that it is not appropriate to compare the two sets of flood projections, as the MC-FRM is designed to give a detailed assessment of a few discrete scenarios, whereas GBRAG projections are designed to describe all possible scenarios at a single location.
For each future climate horizon, the MC-FRM evaluates flooding from both TCs and ETCs. Modeled ETCs are based on storms observed within instrumental and historical records, an approach that is consistent with our evaluation of there being no clear evidence for future changes in extratropical frequency or intensity. Modeled TCs, however, are drawn from a set of over 500,000 synthetic storms with characteristics that vary over time as climatological conditions change, following a similar methodology to Marsooli et al., (2019). MC-FRM and Marsooli et al. (2019) are consistent in their projections for future increases in tropical cyclone activity contributing to the increase in future flood hazard along Massachusetts’ south-facing shorelines, where TCs are the primary cause of severe flooding.

For ETC simulations, the MC-FRM randomly phases storms with the tidal cycle such that flood projections account for the possibility of peak storm surge occurring over a range of tidal levels. However, the modeled tides used in the MC-FRM are from a single month in 2008. The 2018 Nor’easters demonstrated that the height of high tide on the particular day a storm hits is an important determination of flood severity. Therefore, proper statistical representation of 2018-type events requires sampling from a full nodal cycle (18.6 years) of tidal conditions. This is not computationally feasible for a hydrodynamic modeling study with a storm set as large as the MC-FRM’s.

Compared with hydrodynamic model-based projections, the tide gauge-based flood projections (Fig. C.5, Tables C.2-C.5) have the advantages of 1) incorporating full probability distributions of sea level rise under multiple emissions scenarios, 2) providing a statistically robust treatment of tides, and 3) being grounded in observations. However, the analysis only provides flood hazard information at a single wave-sheltered location.
(the Boston tide gauge). These GBRAG tabulated flood heights can be used for decision-making near the tide gauge and as validation for hydrodynamic flood modeling. The MC-FRM results also have the potential to provide complementary guidance on the impact of waves and spatial variability in flood magnitude between the Boston tide gauge and specific locations of interest within the Greater Boston domain. At present, there are no flood projections that are both spatially continuous and fully probabilistic. Synthesizing computationally expensive hydrodynamic model output with more complete (statistically based) tidal and sea level rise distributions is an ongoing area of research that will improve flood projections in the future.

C.7.5 Minor high tide flooding

High tide flooding, also often called “nuisance” flooding, is defined as more routine, low-magnitude flooding that is not a serious threat to public safety, but can overwhelm stormwater drainage systems, close roads, and deteriorate infrastructure not designed to be submerged or exposed to salt (Moftakhari et al., 2015; Sweet et al., 2020; Sweet et al., 2018; Sweet and Park, 2014; Thompson et al., 2021). In Boston, the NOAA-defined threshold for minor high tide flooding is 63 cm above the present mean higher high water (MHHW) datum (where “present” is the 1983-2001 average), or 215 cm above 2000 MSL. The Boston moderate flooding threshold is 89 cm above present MHHW.

1 This threshold is based on an empirical relationship between tide range and high tide flooding, which was developed by NOAA for consistently determining minor flood thresholds across U.S. tide gauges (Sweet et al., 2018). The estimated 62.5-cm Boston threshold for nuisance flooding is used in recently published projections (Thompson et al., 2019; Sweet et al., 2020); however, an observation-based Boston minor flood threshold of 68 cm above MHHW has also been established by the NOAA National Weather Service (NWS) Weather Forecasting Office (WFO) based on available flood observations for the city. This 68-cm threshold is used in Sweet et al. (2014), Spanger-Siegfried et al. (2014), and Ray & Foster (2016); however,
Astronomical (i.e. tidal) and climatic processes that modulate sea level over seasonal to decadal timescales control the frequency of high tide flooding. In Boston, the relative amplitudes of the major tidal constituents cause high tide flooding events to occur most often around the summer solstice (see Ray & Foster, 2016 for a detailed explanation). On interannual timescales, the 18.6-year nodal cycle (Fig. C.3) and the 4.4-year cycle of lunar perigee, caused by perigean spring tides coinciding with the winter or summer solstice twice per 8.85 years, also cause high tide flood events to cluster in certain years when the two cycles constructively interfere to increase high tide levels (Ray and Foster, 2016; Thompson et al., 2019, 2021). Interannual and higher-frequency fluctuations in temperature, salinity, wind, atmospheric pressure, and ocean currents also change sea level and impact the timing of flooding (e.g. Thompson et al., 2021). For example, at the Boston Harbor tide gauge, the present amplitude of the seasonal sea-level cycle is ~3.5 cm (such that June sea level is ~7 cm higher than January sea level). On decadal timescales, Boston sea level can vary by an additional 10-15 cm. However, it is difficult to attribute this longer-timescale variability to a particular forcing mechanism because multiple, interacting processes are at play (Sweet et al., 2009).

The long-term secular increase in sea level rise underlies all above-mentioned cyclical variations in water level and is accelerating the frequency of high tide flood events (see Fig. C.1 for an explanation of the nonlinear flood response). In Boston, 2011 was the first year that spring high tides alone exceeded the city’s local nuisance flood threshold without the additional influence of storms. Using the empirical, 63-cm

NOAA prefers the empirically derived, nationally consistent threshold because local thresholds are often only valid in particular parts of a city (Sweet et al., 2018).
threshold, Sweet et al. (2020) found that in 2017, near the peak of the 18.6-year nodal cycle, Boston experienced a record-breaking 22 high tide flood events. In 2019, the nodal cycle entered its negative phase, and they found that high tide flood events were reduced to 7 flood days in 2019 and a projected 11-18 flood days in 2020.

Thompson et al. (2021) provide the best available projections of future high tide flooding at 89 U.S. tide gauge locations, including Boston. They combine three discrete sea level rise scenarios with localized ensemble projections of 21st century monthly mean sea level and astronomical tides. Sea level projections are the NOAA Intermediate Low, Intermediate, and Intermediate High local relative sea level rise scenarios for Boston, which include local effects of glacial isostatic adjustment and gravitational and rotational effects from ice melt (Sweet et al., 2017; Supplemental dataset 1). In comparison with updated projections provided in this report, the NOAA Intermediate Low scenario is similar to our median (50th percentile) RCP2.6 projections, and the NOAA Intermediate and Intermediate High scenarios fall between our median RCP4.5 and RCP8.5 projections. Thompson et al. (2021) high tide flooding projections therefore account for sea level rise and daily-to-decadal timescale sea level variability driven by tides, atmosphere-ocean dynamics, and internal climatic variability. Note that the projection ensembles do not represent the full range of uncertainty in flooding given that each ensemble only considers a single sea level rise scenario (rather than a set of probabilistic projections, such as those provided in this report).

Figure C.6 shows projections of high tide flooding days per year (i.e. days where at least one hourly sea level value exceeds a flood threshold) at the location of the Boston tide gauge. Projections for the NOAA Intermediate Low and Intermediate sea level rise
scenarios are included for both the NOAA minor and moderate flood thresholds
(Supplemental dataset X contains tabulated annual projections and includes the additional
NOAA Intermediate High sea level rise scenario). Under all sea level rise scenarios,
Boston can expect an acceleration in the number of high tide flooding days throughout
the century. Boston’s minor flood threshold will be exceeded on roughly half the days of
each year by the early-2050s under the NOAA Intermediate sea level rise scenario. Under
the Intermediate Low scenario, this will occur between 2070 and 2090. Boston’s
moderate flood threshold will be exceeded on half of days around 2070 under the
Intermediate sea level rise scenario, but will only reach 48-87 exceedance days per year
(10th-90th percentile range) by the end of the century (2100).

Thompson et al. (2021) define the year of inflection as the year marking a
transition from a regime of gradually increasing flooding to one of rapidly increasing
flooding. They identify the decade that experiences a quadrupling or more of the number
of high tide flooding days compared to the prior decade, based on the 50th percentile
curve from each projection ensemble. The year of inflection divides these two decades,
and Thompson et al. suggest that it should be a decision point for updating policy and
management strategies to prepare for future rapid increases in flooding.

Under the NOAA Intermediate Low sea level rise scenario, the year of inflection
is 2041 for the minor flood threshold and 2059 for the moderate flood threshold. The
number of high tide flooding days per year increases by 39 days for the minor threshold
and 22 days for the moderate threshold in the decade following the year of inflection.
Under the NOAA Intermediate sea level rise scenario, years of inflection are 2023 for the
minor threshold and 2041 for the moderate threshold. Annual high tide flooding days
increase by 46 days per year for both thresholds in the decade following the year of inflection. In Boston, the 18.6-year nodal cycle strongly modulates interannual variation in high tide flooding (Fig. C.6). Years of inflection for all scenarios therefore occur near nodal cycle minima, where tide range is near its minimum and will increase over the subsequent decade.

Seasonal to decadal timescale sea level fluctuations unrelated to background sea level rise cause inevitable extreme months of clustered high tide flooding (Thompson et al., 2019, 2021). Given that high tide flooding impacts are cumulative in nature (Moftakhari et al., 2017, 2018; Ghanbari et al., 2020), only considering projected high tide flooding days per year (or per some longer time interval) for decision-making will underestimate flood impacts during extreme months (Thompson et al., 2021). In addition to annual projections, Thompson et al. therefore also provide projections of high tide flooding days per month for both an average month and the most extreme month in each future 5-year period (Fig. C.7; Supplemental Data X). Over 5-year periods in Boston, the peak flooding month often experiences more than double the number of high tide flooding days than the average month. Thus, we reinforce that planning for the “typical” future month or year leads to substantial underestimation of flood hazard in the occasional, yet inevitable, periods of severe flooding, when cyclical contributions to sea level constructively interfere (Thompson et al., 2019, 2021).

**C.8 Outlook and Ongoing Challenges**

Sea level and flooding projections continue to evolve as illustrated by the difference between this GBRAG assessment and the previous BRAG report.
Reliable flood projections in Greater Boston must properly account for tidal variation while incorporating the most up-to-date sea level guidance. We provide such projections at a single location (the Boston Harbor tide gauge); however, these projections have three important disadvantages: 1) they become less reliable with increasing distance from the tide gauge, 2) the methodology is not directly applicable to wave-effected areas, and 3) they do not account for nonlinear impacts on tides and storm surge from rising sea level.

Meteorologic-hydrodynamic models can provide spatially continuous flood hazard information at fine spatial scales, while accounting for waves and nonlinear interactions among tides, surge, and sea level. However, they are too computationally intensive to incorporate probabilistic sea level rise (i.e. the full range of possible sea level scenarios, rather than a few discrete scenarios) and sufficient assessment of the timing of storms relative to tides. Hybrid methods are required that provide the spatial coverage of detailed hydrodynamic modeling studies, while taking advantage of computationally inexpensive probabilistic approaches that jointly combine tide-surge probabilities with updated sea level rise projections and associated uncertainties.
Table C.1. Metrics describing the two Nor’easters that caused record-breaking flooding on the Massachusetts coast during the winter of 2018.

<table>
<thead>
<tr>
<th></th>
<th>January 4, 2018 Nor’easter</th>
<th>March 3, 2018 Nor’easter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storm tide, m above 2018 MHHW m above 2018 MSL</td>
<td>1.36 m 2.95 m</td>
<td>1.22 m 2.81 m</td>
</tr>
<tr>
<td>Storm tide rank, 1921-2020 (i.e. not including SLR)</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Total water level rank, 1921-2020 (i.e. including SLR)</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Maximum storm surge</td>
<td>0.85 m</td>
<td>1.08 m</td>
</tr>
<tr>
<td>Storm surge rank, 1921-2020</td>
<td>79</td>
<td>20</td>
</tr>
<tr>
<td>Predicted high water at peak storm tide, m above 2018 MHHW m above 2018 MSL</td>
<td>0.55 m 2.14 m</td>
<td>0.43 m 2.02 m</td>
</tr>
<tr>
<td>Predicted high water rank, 2018 winter storm season</td>
<td>3</td>
<td>12</td>
</tr>
</tbody>
</table>
Table C.2. Projections of 10-year and 100-year winter flood heights, averaged across each nodal cycle phase (see Fig. C.4). We show median flood heights and central 90% ranges (values in parentheses). All flood heights are in meters above 2000 MSL.

<table>
<thead>
<tr>
<th>Nodal period</th>
<th>Years</th>
<th>Heights for 10-\text{y winter} flood (m, 2000 MSL)</th>
<th>Heights for 100-\text{y winter} flood (m, 2000 MSL)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RCP2.6</td>
<td>RCP4.5</td>
</tr>
<tr>
<td>Present</td>
<td>2000–2018</td>
<td>2.66 (2.61–2.71)</td>
<td>2.96 (2.88–3.08)</td>
</tr>
<tr>
<td>1-</td>
<td>2019–2027</td>
<td>2.74 (2.66–2.83)</td>
<td>2.74 (2.66–2.82)</td>
</tr>
<tr>
<td>1+</td>
<td>2028–2036</td>
<td>2.83 (2.71–2.96)</td>
<td>2.83 (2.72–2.95)</td>
</tr>
<tr>
<td>2-</td>
<td>2037–2046</td>
<td>2.86 (2.71–3.03)</td>
<td>2.87 (2.74–3.03)</td>
</tr>
<tr>
<td>2+</td>
<td>2047–2055</td>
<td>2.95 (2.75–3.17)</td>
<td>2.98 (2.80–3.19)</td>
</tr>
<tr>
<td>3-</td>
<td>2056–2064</td>
<td>2.98 (2.74–3.24)</td>
<td>3.02 (2.80–3.29)</td>
</tr>
<tr>
<td>3+</td>
<td>2065–2074</td>
<td>3.06 (2.80–3.36)</td>
<td>3.14 (2.87–3.47)</td>
</tr>
<tr>
<td>4-</td>
<td>2075–2083</td>
<td>3.08 (2.79–3.42)</td>
<td>3.18 (2.86–3.58)</td>
</tr>
<tr>
<td>4+</td>
<td>2084–2091</td>
<td>3.14 (2.82–3.55)</td>
<td>3.27 (2.90–3.74)</td>
</tr>
<tr>
<td>5-</td>
<td>2092–2100</td>
<td>3.17 (2.82–3.60)</td>
<td>3.32 (2.91–3.84)</td>
</tr>
</tbody>
</table>
Table C.3. Projections of 10-year and 100-year *summer* flood heights, averaged across each nodal cycle phase (see Fig. C.4). We show median flood heights and central 90% ranges (values in parentheses). All flood heights are in meters above 2000 MSL.

<table>
<thead>
<tr>
<th>Nodal period</th>
<th>Years</th>
<th>RCP2.6</th>
<th>RCP4.5</th>
<th>RCP8.5</th>
<th>RCP2.6</th>
<th>RCP4.5</th>
<th>RCP8.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2.43</td>
<td></td>
<td>2.69</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.36–2.50)</td>
<td></td>
<td>(2.59–2.85)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>2000–2018</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1–</td>
<td>2019–2027</td>
<td>2.50</td>
<td>2.49</td>
<td>2.50</td>
<td>2.75</td>
<td>2.75</td>
<td>2.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.41–2.59)</td>
<td>(2.41–2.58)</td>
<td>(2.40–2.61)</td>
<td>(2.64–2.93)</td>
<td>(2.64–2.92)</td>
<td>(2.63–2.95)</td>
</tr>
<tr>
<td>1+</td>
<td>2028–2036</td>
<td>2.58</td>
<td>2.58</td>
<td>2.60</td>
<td>2.85</td>
<td>2.85</td>
<td>2.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.45–2.72)</td>
<td>(2.47–2.72)</td>
<td>(2.46–2.77)</td>
<td>(2.69–3.05)</td>
<td>(2.70–3.05)</td>
<td>(2.70–3.09)</td>
</tr>
<tr>
<td>2–</td>
<td>2037–2046</td>
<td>2.61</td>
<td>2.62</td>
<td>2.66</td>
<td>2.88</td>
<td>2.89</td>
<td>2.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.45–2.79)</td>
<td>(2.48–2.79)</td>
<td>(2.49–2.87)</td>
<td>(2.69–3.11)</td>
<td>(2.72–3.12)</td>
<td>(2.73–3.18)</td>
</tr>
<tr>
<td>2+</td>
<td>2047–2055</td>
<td>2.71</td>
<td>2.73</td>
<td>2.79</td>
<td>2.98</td>
<td>3.00</td>
<td>3.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.51–2.93)</td>
<td>(2.55–2.96)</td>
<td>(2.59–3.08)</td>
<td>(2.75–3.24)</td>
<td>(2.80–3.28)</td>
<td>(2.83–3.38)</td>
</tr>
<tr>
<td>3–</td>
<td>2056–2064</td>
<td>2.74</td>
<td>2.79</td>
<td>2.87</td>
<td>3.00</td>
<td>3.05</td>
<td>3.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.56–3.00)</td>
<td>(2.56–3.06)</td>
<td>(2.61–3.23)</td>
<td>(2.74–3.30)</td>
<td>(2.81–3.36)</td>
<td>(2.87–3.52)</td>
</tr>
<tr>
<td>3+</td>
<td>2065–2074</td>
<td>2.82</td>
<td>2.89</td>
<td>3.02</td>
<td>3.09</td>
<td>3.16</td>
<td>3.29</td>
</tr>
<tr>
<td>4–</td>
<td>2075–2083</td>
<td>2.84</td>
<td>2.94</td>
<td>3.12</td>
<td>3.11</td>
<td>3.21</td>
<td>3.40</td>
</tr>
<tr>
<td>4+</td>
<td>2084–2091</td>
<td>2.91</td>
<td>3.03</td>
<td>3.27</td>
<td>3.18</td>
<td>3.31</td>
<td>3.54</td>
</tr>
<tr>
<td>5–</td>
<td>2092–2100</td>
<td>2.92</td>
<td>3.08</td>
<td>3.37</td>
<td>3.20</td>
<td>3.35</td>
<td>3.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.57–3.36)</td>
<td>(2.67–3.60)</td>
<td>(2.85–4.17)</td>
<td>(2.82–3.64)</td>
<td>(2.92–3.89)</td>
<td>(3.09–4.44)</td>
</tr>
</tbody>
</table>
Table C.4. Projections of winter season annual exceedances for flood heights of 2.60 m (roughly the present-day 10-year flood height), 2.80 m, and 3.00 m (roughly the present-day 100-year flood height). Flood heights are relative to 2000 MSL, and ranges of exceedances represent the central 66% “likely” range. Note that “annual” represents an exceedance value greater than or equal to 1.

<table>
<thead>
<tr>
<th>Nodal period</th>
<th>Years</th>
<th>2.60 m</th>
<th>2.80 m</th>
<th>3.00 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>2000–2018</td>
<td>0.13–0.19</td>
<td>0.03–0.04</td>
<td>0.004–0.011</td>
</tr>
<tr>
<td>1-</td>
<td>2019–2027</td>
<td>0.20–0.43</td>
<td>0.19–0.47</td>
<td>0.04–0.10</td>
</tr>
<tr>
<td>1+</td>
<td>2028–2036</td>
<td>0.32–ann.</td>
<td>0.35–ann.</td>
<td>0.07–0.21</td>
</tr>
<tr>
<td>2-</td>
<td>2037–2046</td>
<td>0.35–ann.</td>
<td>0.47–ann.</td>
<td>0.08–0.32</td>
</tr>
<tr>
<td>2+</td>
<td>2047–2055</td>
<td>0.57–ann.</td>
<td>annual</td>
<td>0.12–0.81</td>
</tr>
<tr>
<td>3-</td>
<td>2056–2064</td>
<td>0.56–ann.</td>
<td>annual</td>
<td>0.12–ann.</td>
</tr>
<tr>
<td>3+</td>
<td>2065–2074</td>
<td>annual</td>
<td>annual</td>
<td>0.21–ann.</td>
</tr>
<tr>
<td>4-</td>
<td>2075–2083</td>
<td>0.98–ann.</td>
<td>annual</td>
<td>0.21–ann.</td>
</tr>
<tr>
<td>4+</td>
<td>2084–2091</td>
<td>annual</td>
<td>annual</td>
<td>0.29–ann.</td>
</tr>
<tr>
<td>5-</td>
<td>2092–2100</td>
<td>annual</td>
<td>annual</td>
<td>0.31–ann.</td>
</tr>
</tbody>
</table>
Table C.5. Projections of summer season annual exceedances for flood heights of 2.40 m (roughly the present-day 10-year flood height), 2.55 m, and 2.70 m (roughly the present-day 100-year flood height). Flood heights are relative to 2000 MSL, and ranges of exceedances represent the central 66% “likely” range. Note that “annual” represents an exceedance value greater than or equal to 1.

<table>
<thead>
<tr>
<th>Nodal period</th>
<th>Years</th>
<th>RCP2.6</th>
<th>RCP8.5</th>
<th>RCP2.6</th>
<th>RCP8.5</th>
<th>RCP2.6</th>
<th>RCP8.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>2000–2018</td>
<td>0.09–0.19</td>
<td>0.02–0.05</td>
<td>0.005–0.015</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-</td>
<td>2019–2027</td>
<td>0.17–0.77</td>
<td>0.17–0.98</td>
<td>0.03–0.10</td>
<td>0.03–0.12</td>
<td>0.01–0.02</td>
<td>0.01–0.03</td>
</tr>
<tr>
<td>1+</td>
<td>2028–2036</td>
<td>0.37–ann.</td>
<td>0.44–ann.</td>
<td>0.06–0.41</td>
<td>0.07–0.66</td>
<td>0.02–0.06</td>
<td>0.02–0.09</td>
</tr>
<tr>
<td>2-</td>
<td>2037–2046</td>
<td>0.48–ann.</td>
<td>0.88–ann.</td>
<td>0.07–0.90</td>
<td>0.11–ann.</td>
<td>0.02–0.11</td>
<td>0.02–0.22</td>
</tr>
<tr>
<td>2+</td>
<td>2047–2055</td>
<td>annual</td>
<td>Annual</td>
<td>0.17–ann.</td>
<td>0.47–ann.</td>
<td>0.03–0.58</td>
<td>0.07–ann.</td>
</tr>
<tr>
<td>3-</td>
<td>2056–2064</td>
<td>annual</td>
<td>annual</td>
<td>0.18–ann.</td>
<td>annual</td>
<td>0.04–ann.</td>
<td>0.13–ann.</td>
</tr>
<tr>
<td>3+</td>
<td>2065–2074</td>
<td>annual</td>
<td>annual</td>
<td>0.41–ann.</td>
<td>annual</td>
<td>0.07–ann.</td>
<td>0.50–ann.</td>
</tr>
<tr>
<td>4-</td>
<td>2075–2083</td>
<td>annual</td>
<td>annual</td>
<td>0.47–ann.</td>
<td>annual</td>
<td>0.07–ann.</td>
<td>annual</td>
</tr>
<tr>
<td>4+</td>
<td>2084–2091</td>
<td>annual</td>
<td>annual</td>
<td>annual</td>
<td>annual</td>
<td>0.13–ann.</td>
<td>annual</td>
</tr>
<tr>
<td>5-</td>
<td>2092–2100</td>
<td>annual</td>
<td>annual</td>
<td>annual</td>
<td>annual</td>
<td>0.13–ann.</td>
<td>annual</td>
</tr>
</tbody>
</table>
Table C.6. Comparison of 10\textsuperscript{th}-90\textsuperscript{th} percentile 100-year flood height projections in BRAG (2016) and GBRAG (2021). BRAG values are reported in feet relative to NAVD88 and meters relative to 2000 MSL while GBRAG values are only reported in meters relative to 2000 MSL. We also compare median (50\textsuperscript{th} percentile) sea level estimates, with positive values indicating higher GBRAG estimates and negative values indicating higher BRAG estimates.

<table>
<thead>
<tr>
<th></th>
<th>2016 BRAG 100-y flood height</th>
<th>2020 GBRAG Winter 100-y flood height</th>
<th>50\textsuperscript{th} percentile sea level rise difference (GBRAG minus BRAG, m)</th>
<th>Nodal cycle phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>10\textsuperscript{th} – 90\textsuperscript{th} percentile</td>
<td>ft, NAVD88</td>
<td>m, 2000 MSL</td>
<td>m, 2000 MSL</td>
<td></td>
</tr>
<tr>
<td>Present</td>
<td>9.2</td>
<td>2.87</td>
<td>2.88–3.08</td>
<td></td>
</tr>
<tr>
<td>2030 RCP4.5</td>
<td>9.5–10.1</td>
<td>2.96–3.14</td>
<td>3.03–3.28</td>
<td>+0.04</td>
</tr>
<tr>
<td>2030 RCP8.5</td>
<td>9.5–10.1</td>
<td>2.96–3.14</td>
<td>3.02–3.32</td>
<td>+0.05</td>
</tr>
<tr>
<td>2050 RCP4.5</td>
<td>9.8–10.8</td>
<td>3.05–3.35</td>
<td>3.07–3.51</td>
<td>+0.02</td>
</tr>
<tr>
<td>2050 RCP8.5</td>
<td>9.8–10.8</td>
<td>3.05–3.35</td>
<td>3.10–3.61</td>
<td>+0.01</td>
</tr>
<tr>
<td>2100 RCP4.5</td>
<td>10.8–14.1</td>
<td>3.35–4.36</td>
<td>3.19–4.16</td>
<td>-0.37</td>
</tr>
<tr>
<td>2100 RCP8.5</td>
<td>12.1–17.4</td>
<td>3.75–5.37</td>
<td>3.67–4.78</td>
<td>-0.44</td>
</tr>
</tbody>
</table>

Nodal cycle phase: Positive, Neutral
Table C.7. Comparison of relative sea level rise projections used by MC-FRM (based on (Kopp et al., 2017) and those developed for GBRAG flood projections. Note that sea level projections are not influenced by tides.

<table>
<thead>
<tr>
<th>Year</th>
<th>MC-FRM sea-level rise RCP8.5, 99.5th percentile</th>
<th>2020 GBRAG RCP8.5, 99.5th percentile</th>
<th>GBRAG percentile of MC-FRM 99.5th percentile SLR (RCP8.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ft, NAVD88</td>
<td>m, 2000 MSL</td>
<td>ft, NAVD88</td>
</tr>
<tr>
<td>2030</td>
<td>1.2</td>
<td>0.43</td>
<td>1.24</td>
</tr>
<tr>
<td>2050</td>
<td>2.4</td>
<td>0.79</td>
<td>2.95</td>
</tr>
<tr>
<td>2070</td>
<td>4.2</td>
<td>1.34</td>
<td>5.34</td>
</tr>
</tbody>
</table>
Figure C.1. Illustration of a nonlinear increase in flood hazard driven by relative sea level rise. (a) Binned counts of high-water elevations per 19 years relative to the Boston threshold for high tide flooding (2.15 m above 2000 MSL; (Sweet et al., 2018). 2001-2019 high waters are measured values from the Boston tide gauge (gray-shading). Blue and red shading show hypothetical future high-water elevations with 0.35 and 0.70 meters of sea level rise relative to 2001-2019 (similar to median RCP4.5 projections for 2050 and 2100). Sea level rise causes the high-water distributions to shift to the right, such that each 0.35-meter shift accelerates the number of high waters exceeding the nuisance flood threshold. This non-linear response is represented by an increasingly large area under the curve falling to the right of the flood threshold line. (b) Hypothetical sea level rise versus 19-yr total number of high waters exceeding the nuisance flood threshold (i.e. area under curve to the right of the flood threshold line in a). The steeper slope between the blue and red points illustrates the nonlinear increase in flood hazard driven by a constant rate of sea level rise.
Figure C.2. Comparison of flooding during the record-breaking January 2018 Nor’easter and Hurricane Sandy in 2012. Measured water level relative to annual mean sea level (i.e. storm tide; black curve) is broken down into predicted water level (i.e. the tidal contribution; gray curve) and storm surge (calculated as observed water level minus the predicted tidal level; gray dashed curve). Annual mean higher high water (MHHW) is shown to compare high tide on the day of the storm to average high tide conditions. Water level measurements are from tidesandcurrents.noaa.gov.
Figure C.3. Timing of Boston’s top-ten storm tides relative to the 18.6-year tidal nodal cycle. The annual 90th percentile of high waters relative to annual MSL (black curve) are plotted as a function of time and clearly show the influence of the 18.6-year nodal cycle. Red circles mark the years of the ten largest historical Boston storm tides. Eight of the top ten events (including the two 2018 floods) occurred in years where the nodal cycle was in its positive phase (indicated by red circles falling above the horizontal dashed line; source (Talke et al., 2018)).
Figure C.4. Seasonal differences and winter dominance in Boston flood hazard. The summer season flood exceedance curve (dashed line) has a negligible contribution to the full-year curve (thick light-gray line), whereas the winter season curve (thin black line) nearly matches the full year. Flood exceedance distributions represent average flood hazard over the past 100 years relative to annual mean sea level and are calculated following Baranes et al. (2020).
Figure C.5. Historical and projected 10-year (top panels) and 100-year (bottom panels) flood heights in meters above 2000 MSL for the summer (left-hand panels) and winter (right-hand panels) seasons. Purple, green, and orange lines show median projections for RCP2.6, RCP4.5, and RCP8.5 emissions concentration pathways, and bars on the right-hand-side show the central 90% ranges at 2100. These ranges include both statistical uncertainty in storm tides and uncertainty in sea level rise projections. Thick black lines show historical flood heights, and gray shading represents the central 90% range of statistical uncertainty (shading is not visible in the upper panels because there is less uncertainty in estimating the 10-year flood). The thin gray sinusoid is an illustration of 18.6-year nodal cycle amplitude and phase (note that positive-phase years are shaded in gray), offset from the flood height curves for visualization. Nodal cycle phase labels (present, 1-, 1+, etc.) correspond to Tables C.1 and C.2.
Figure C.6. Thompson et al. (2021) projections of high tide flooding days per year at the Boston NOAA tide gauge. Projections are shown for the NOAA minor flood threshold (63 cm above MHHW; top panel) and the NOAA moderate flood threshold (89 cm above MHHW; bottom panel) under two future sea level rise scenarios: NOAA Intermediate Low (blue) and NOAA Intermediate (red). The 50th percentile from the ensemble of projections (line) and 10th-90th percentile range (shaded regions) show the number of high tide flooding days increasing with time for both flood thresholds and both sea level rise scenarios. The 18.6-year nodal cycle (gray line) clearly modulates the increase in high tide flooding days, with the most rapid accelerations occurring over decades when the nodal cycle is increasing from its minimum to maximum amplitude. This is consistent with the year of inflection (black circle; see text for an explanation) occurring at a nodal cycle minimum for all projections scenarios. Data shown here are tabulated in Supplemental Dataset 2.
Figure C.7. Thompson et al. (2021) projections of high tide flooding days per month over 5-year periods at the Boston NOAA tide gauge for the NOAA minor (top panel) and moderate (bottom panel) flood thresholds and under the NOAA Intermediate Low (blue markers) and Intermediate (red markers) sea level rise scenarios. Over each 5-year period, circles show the average high tide flooding days per month, and triangles show the number of high tide flooding days in the peak flooding month within the 5 years. Markers represent the 50th percentile for each ensemble of projections, and lines are the 10th-90th percentile range. Data shown here are tabulated in Supplemental Dataset 3.
Figure D.1. Field photographs showing (a) setup of marsh platform pressure transducers and water level loggers, and (b) netted centrifuge tube sediment traps deployed in low marsh in the North River estuary.
Figure D.2. Pb XRF counts to concentration calibration.
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