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Quantum criticality in low-dimensional quantum systems is known to host exotic behaviors. In quantum one-dimension (1D), the emerging conformal group contains infinite generators, and conformal techniques, e.g., operator product expansion, give accurate and universal descriptions of underlying systems. In quantum two-dimension (2D), the electronic interaction causes singular corrections to Fermi-liquids characteristics. Meanwhile, the Dirac fermions in topological 2D materials can greatly enrich emerging phenomena. In this thesis, we study the symmetry-breaking effects of low-dimensional quantum criticality. In 1D, we consider two cases: time-reversal symmetry (TRS) breaking in the Majorana conformal field theory (CFT) and the absence of conformal symmetry in the $z = 2$ Lifshitz criticality. In both cases, universal features of quantum criticality exhibit exotic behaviors, e.g., the finite-size amplitude and entanglement entropy. In 2D, we study the effect of a weak perpendicular magnetic field on the doped graphene. We establish the chiral symmetry breaking mechanism induced by the field and explore its many-body consequences, e.g., thermodynamics and magnetoresistance.
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INTRODUCTION

Low-dimensional quantum systems exhibit exotic behaviors and have attracted much attention in the last several decades\cite{1, 2, 3, 4, 5, 6, 7, 8, 9}. One specialty of quantum 1D is the failure of the Fermi-Liquid theory. The failure originates from the total nesting properties of the Fermi surface and is observed by the ultraviolet and infrared divergence of perturbative Feynman diagrams. The other specialty of quantum 1D is the emerging two-dimensional conformal symmetry group. The group substantially constrains behaviors of quantum systems since the 2D conformal group contains infinite generators. Thus the symmetry analysis can give accurate and universal data describing the underlying quantum theory, e.g., via the operator product expansion (OPE) technique. The properties of quantum 2D electronic systems can be described by the non-analytical corrections to Fermi-liquid characteristics. Non-analyticities originate from the backscattering process in interacting electronic systems. The backscattering manifests itself in the $k = 2k_F$ polarization operator in quantum many-body physics, and its static component possesses a singularity, which is the discontinuity at the derivative. This discontinuity, known as the Kohn anomaly, leads to the Friedel oscillations as the signature of the Fermi surface. The singularity of the polarization operator plays an important role in renormalizing the electron-electron interaction and causes singular corrections to Fermi-liquid characteristics.

Topology plays an important role in modern condensed matter physics\cite{10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22}. Back in 1980s, it was found that the topological invariant, the Chern number, describes the quantized conductance in quantum Hall effects\cite{12}. Topology, as the global feature of physical systems, manifest itself in many
The definition of an invariant is usually up to two factors: dimension and symmetry. For example, the $\mathbb{Z}_2$ Pfaffian invariant is constructed in the Kitaev chain and this invariant ensures emergence of Majorana boundary modes\cite{14}. This is the case in one-dimension and with particle-hole symmetry. The winding number $\mathbb{Z}$ invariant is realized in the Su-Schrieffer–Heeger (SSH) model\cite{23}. This is one dimensional situation with chiral symmetry. Other famous examples are Chern insulators\cite{13} (two dimensions, no symmetry) and topological insulators\cite{20} (two dimensions, time-reversal symmetry). The pioneering work of Kitaev\cite{24} shows that all different cases of non-interacting fermions can be unified into a single mathematical framework, algebraic K-theory\cite{25}. In the theory, physical systems are treated as irreducible representations of Clifford algebra\cite{26}. It uncovers the deep correlation between the dimension, symmetries and topology via Bott periodicity\cite{27}.

The interplay of topology and many-body effects greatly enriches emerging phenomena. For example, in the monolayer graphene, the Dirac fermions with the quantized Berry phase can be realized near the half-filling\cite{28}. The fate of Coulomb interaction in the topological material is unlike in the conventional 2D Fermi liquids. There are two reasons: (1) the Fermi surface consists of discrete points instead of a continuous circle. This leads to the vanishing density of states at the Fermi surface (points). Thus the interaction is not screened and has a long-range nature\cite{29}. (2) The interacting theory has a coupling constant $\alpha \sim 1$ instead of $1/137$ since the Fermi velocity is only around $1/100$ of the speed of light\cite{30}. The interaction has a non-perturbative nature due to $\alpha \sim 1$ coupling constant. The interacting theory in the graphene is considered to be an example of non-Fermi liquids\cite{31}.

The exotic properties of low-dimensional systems and the emergence of new topological phenomena motivate us to study the topological phenomena in low-dimensional systems. In quantum 1D, we study exotic behaviors of the system around two types of criticalities in topological chains. One criticality is described by the bulk Majorana
CFT and the boundary Majorana modes. The other criticality is not described by CFT theory but separates two topologically different CFTs. The consideration of two types of criticalities serves as Part I of the thesis. In quantum 2D, we study the effects of a weak perpendicular magnetic field on Dirac electrons. We establish the mechanism of the semi-classical chiral symmetry breaking (CSB) induced by the magnetic field and thoroughly explore its many-body effects on Dirac electrons. The study of CSB is presented in Part II of the thesis.

The thesis is organized into five chapters. Part I consists of Chapters 1 and 2. In Chapter 1, we show that the boundary Majorana fermions and the time-reversal symmetry breaking field can change the universal amplitude $\pi/24$ of CFT in a boundary renormalization group flow. In Chapter 2, we establish the universal features of $z = 2$ Lifshitz criticality, where the conformal symmetry is absent. The second part consists of Chapters 3, 4 and 5. In Chapter 3, we establish the mechanism of chiral-symmetry breaking (CSB) and present a new form of Friedel oscillations in graphene. In Chapter 4, we explore the consequences of this symmetry breaking for the interaction effects in graphene, including quasiparticle lifetime, ballistic zero-bias anomaly, and thermodynamic characteristics of graphene. In Chapter 5, we further explore the effect of CSB on the transport properties of graphene.
PART I: SYMMETRY BREAKING EFFECTS IN TOPOLOGICAL CHAINS
CHAPTER 1
CRITICALITY IN MAJORANA CHAINS AND
TIME-REVERSAL SYMMETRY BREAKING EFFECTS

The text of this chapter has been adapted from Ref [32].

1.1 Introduction

Finite-size corrections to the ground state energy in 1+1D conformal field theories[1, 2, 3] (CFT) have been shown to be universal and were studied in various systems since mid 1980s. Recently, it has been shown[33] that the finite size corrections to the ground-state energy across topological phase transitions can differentiate between different topological and topologically trivial phases. These include transitions within phases classified by the group \( \mathbb{Z} \) of topological invariants (from phase characterized by topological index \( n \) to the phase characterized by index \( (n - 1) \)), or transitions from phases with the \( \mathbb{Z} \) indices and phases with \( \mathbb{Z}_2 \) indices. Importantly, it has been shown that the finite-size scaling function is universal for all five topological symmetry classes in 1+1D (AIII, BDI, CII, D, DIII), tabulated according to Cartan’s classification of symmetric spaces[34, 14, 35, 36]

Although the fact of distinct universality of the scaling function across a continuous phase transition between phases characterized by \( \mathbb{Z} \) and/or \( \mathbb{Z}_2 \) index classification is amazing, the question arises whether these scaling properties survive in the presence of tricriticality. Different scaling properties can be expected for example when there is a tricritical point in the phase diagram separating three different phases: a topologically ordered phase[37], a time-reversal symmetry protected topological (SPT)
phase[15, 16, 17, 18, 19, 20, 21, 22], and a trivial phase. Such a situation shows up if the transition between phases is accompanied by the time-reversal symmetry (TRS) breaking. Examples include transitions between topological phases belonging to the BDI class classified via \(Z\) index and the TRS broken phase belonging to the D class classified via \(Z_2\) index.

In this chapter, we answer this question through confining our focus on coupled 1+1D Kitaev-Majorana superconducting wires [38, 39, 40, 41, 42, 43, 44, 45] (throughout this article referred to as Majorana chains) from the abovementioned symmetry classes. The transition from a BDI phase to a D phase is characterized by a generic TRS breaking field, which we denote by B and which will be specified for all models considered in this work. The universal properties around tricriticality between BDI, D, and trivial phases are described by the low-energy excitations around the Fermi surface, which we will discuss here in detail.

For a 1+1D critical quantum system, the CFT predicts a universal finite size scaling of the ground state energy with open boundary conditions,[3]

\[
E(N) = N\epsilon + b - \frac{c}{N}\frac{\pi}{24} + \mathcal{O}(N^{-2}),
\]

where \(c\) is the central charge[1, 46] of the CFT, \(E(N)\) is the ground state energy of the system with size \(N\), \(\epsilon\) is average bulk energy, \(b\) is the boundary energy.

Around topological quantum phase transition in 1 + 1D, the CFT result Eq.(1.1) is generalized to[33]

\[
E(N, m) = N\epsilon(m) + b(m) - \frac{c}{N} f(Nm) + \mathcal{O}(N^{-2}),
\]

where \(f(Nm)\) is shown to be a universal function of its argument for five different symmetry classes. This is achieved in the double scaling limit, when \(N \to \infty, m \to 0,\)
while \( w = Nm \) is kept constant. This result is derived from 1+1D Majorana field theory, which describes the critical phases of free fermion models.

While the finite-size scaling across the topological quantum phase transition is now well understood, we will show that the situation is different around the tricriticality, where there are two extra Majorana edge modes near the Fermi surface. There are two categories of states determining the low-energy sector: (i) The states described by the 1+1D massive (with the excitation gap, \( m \)) bulk Majorana field theory (MFT). (ii) A boundary Hamiltonian describing an even number of localized Majorana edge modes with localization lengths \( \xi \). Once the TRS breaking field is introduced, it can drive the boundary RG flow\[47\] from the tricriticality (gapless SPT phase)\[48, 49\] to the criticality without edge modes (gapless trivial phase). Such non-trivial boundary effects can exhibit themselves in the scaling properties of finite size corrections to the ground state energy. This is the effect that we are going to explore here.

In this chapter, we derive the finite size scaling function around the tricriticality, which is strongly influenced by the TRS breaking field, \( B \). We show that the result Eq.(1.2) is generalized to

\[
E = N\epsilon + b - \frac{c}{N} f(Nm, \alpha \sqrt{NB}) + \mathcal{O}(N^{-2}).
\]  

(1.3)

where \( E = E(N, m, B) \) is the ground state energy that now also depends on \( B \), \( c = 1/2 \), and \( \alpha(\xi) \) is a function of the localization length of the Majorana edge modes, \( \xi \), at the tricriticality. The function \( \alpha(\xi) \) depends on the details of the lattice model, but \( \alpha(0) \equiv 1 \) for all of them. The finite size scaling function \( f(w, g) \) is now a function of two variables: \( w = Nm \) and \( g = \alpha \sqrt{NB} \). Under two simultaneous double-scaling\[50\] limits: a) \( N \to \infty, m \to 0 \) with \( w = const \) and b) \( N \to \infty, B \to 0 \), with \( g = const \), the function \( f(w, g) \) is a universal function of \( w \) and \( g \). This is the main result and will be obtained below both, analytically and numerically. We will also
discuss the implications of the new emergent scale on the numerical simulations of many-body systems with TRS breaking.

The universality of the double-scale function \( f(w, g) \) is shown for a parent Hamiltonian representing a pair of coupled Majorana chains (discussed in Sect.(1.2)), with three different symmetry breaking fields \( B \):

(i) We consider two Majorana chains coupled to each other with a complex pairing-potential \( \Delta_v = \Delta_v^R + i\Delta_v^I \)[41] along the vertical rungs. The TRS breaking field, in this case, is identified with \( B \equiv \Delta_v^I/(2t) \), where \( t \) is the nearest-neighbor hopping parameter. In this model, the function \( \alpha(\xi) \) is found to be \( \alpha(\xi) = \sqrt{\coth(1/2\xi)} \). The Hamiltonian of the model, its solution, along with the detailed analysis of the ground state energy is discussed in Sect.(1.3.1).

(ii) We consider coupled Majorana chains in a uniform external magnetic field[42]. The Flux can be realized by complex hopping \( te^{i\theta/2} \) along the horizontal chains. The TRS breaking field in this case is identified with \( B = \frac{1}{2} \sin(\theta/2) \). This model is analysed in Sect.(1.3.2).

(iii) We study coupled Majorana chains in the presence of a staggered magnetic flux, \( \pm\theta \), threading square plaquettes of the lattice. The Flux can be realized by alternating complex hopping \( t_v e^{\pm i\theta/2} \) along the vertical rungs. In this model, \( \alpha(\xi) = \sqrt{\tanh(1/2\xi)} \). The TRS breaking field in this case is identified with \( B = t_v \sin(\theta/2)/(2t) \). This model is analysed in Sect.(1.3.3).

The scaling of finite-size correction to the ground state energy in all three models under consideration is shown to obey the universal behavior determined by function \( f(w, g) \). Particular cases corresponding to \( w = 0 \) (critical phase) and finite \( w = 2 \) (gapped phase) are shown in Figs. (1.1) and (1.2) respectively.

Although \( f(0, 0) = \pi/24 \), which directly follows from CFT calculations, the scaling function \( f(0, g) \) exhibits nontrivial behavior. Interestingly enough, this function,
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Figure 1.1: (Color online) Universal finite size scaling function $f(w = 0, g)$ plotted at criticality, $w = 0$, versus $g$. The function is nonmonotonic and exhibits a strong $g$-dependence. It starts decreasing from the Ising CFT value, $f(0, 0) = \pi/24$, and undergoes a minimum at $g = 0.5$. At $g \gg 1$, it gradually converges to the CFT result, $f(0, g \to \infty) = \pi/24$. 
Figure 1.2: (Color online) The universal finite size scaling function \( f(w,g) \) is plotted vs. \( g \) at \( w = 2 \) (gapped phase) for three models with different origin of TRS breaking field, \( B \).

plotted in Fig.(1.1), appears to be nonmonotonic and strongly \( g \) dependent. The small and large \( g \) asymptotes are found to be

\[
f(0,g) \approx \begin{cases} 
\frac{\pi}{24} + \frac{1}{\sqrt{\pi}} g^2 \log g, & g \ll 1 \\
\frac{\pi}{24} - \gamma g^2, & g \gg 1.
\end{cases}
\]

Here \( \gamma \) is a constant, numerical value of which is found to be \( \gamma \approx 0.24 \).

To complete the theoretical picture, we derive the low-energy effective theory describing the symmetry-breaking effect. The theory enables one to analytically uncover the scale, \( g \), which describes physics around the tricriticality, and extract the asymptotic behavior of the finite size scaling function, \( f \). We start with the full-symmetry parent Hamiltonian from BDI class and find its phase diagram in Sect.(1.2). In Sect.(1.3), we define three different symmetry-breaking models where Majorana tri-
critical points emerge. In Sect.(1.4), we numerically show the emergence of $g$ in finite-size scaling function and plot $f(w, g)$ in several different cases. In Sections (1.5) and (1.6), we derive the low-energy theory near the tricriticality and provide its solution. We also show the universal behavior of the boundary entropy in all three models.

1.2 Parent Hamiltonian from BDI symmetry class

In this section, we write down the "parent" Hamiltonian with $T$, $P$, and $TP$ symmetries. We show that this model can support three different phases. These are (i) a trivial gapped phase; (ii) a topologically ordered phase supporting two boundary Majorana modes; (iii) symmetry protected topological phase supporting four boundary Majorana modes. At the end of this section, we analytically derive the low-energy effective theory describing the finite-size scaling effect around special critical points which belong to the XY universality class.

We start with two identical Majorana chains with full symmetries of the BDI class:

$$H = H_1 + H_2 + H_{\text{interchain}} \quad (1.5)$$

where $H_1$ and $H_2$ are two Hamiltonians, each representing a 1+1D chain. The $H_{\text{interchain}}$ describes coupling between two chains that has the form of interleg hopping and pairing:

$$H_m = -\sum_j \mu \hat{a}^\dagger_{j,m} \hat{a}_{j,m} - \sum_j (t \hat{a}^\dagger_{j+1,m} \hat{a}_{j,m} + h.c.)$$

$$+ \sum_j (\Delta \hat{a}_{j,m} \hat{a}_{j+1,m} + h.c.), \quad m = 1, 2 \quad (1.6)$$

$$H_{\text{interchain}} = \sum_j (-t_v \hat{a}^\dagger_{j,1} \hat{a}_{j,2} + \Delta_v \hat{a}_{j,1} \hat{a}_{j,2} + h.c.). \quad (1.7)$$
Here $\hat{a}_{j,m}^{(\dagger)}$ are fermion annihilation (creation) operators, index $j = 1 \ldots L$ labels the position of a fermion, index $m$ labels the chains, $\mu$ is the chemical potential for each of the chains, $\Delta$ ($\Delta_v$) is the intrachain (interchain) pairing potential, and $t$ ($t_v$) is the intrachain (interchain) hopping parameter. One can safely set pairing $\Delta$ to be real since its complex phase can be absorbed into fermion operators. In the presence of TRS (and obviously PHS) symmetry, $t$, $t_v$ and $\Delta_v$ are all real.

To obtain the single-particle spectrum, one may introduce the momentum-space fermion operators

$$\hat{a}_{k,m} = \frac{1}{\sqrt{N}} \sum_j \hat{a}_{j,m} e^{i k j} \quad (1.8)$$

where the lattice constant is set to be unity. Then $H$ can be represented in the momentum space as

$$H = \frac{1}{2} \sum_k \hat{\psi}_k^\dagger h(k) \hat{\psi}_k, \quad \text{with}$$

$$h(k) = (-2t \cos k - \mu)\sigma_z \otimes 1_2 + 2\Delta \sin k \sigma_y \otimes 1_2 - t_v \sigma_z \otimes \tau_x + \Delta_v \sigma_y \otimes \tau_y \quad (1.9)$$

where $\hat{\psi}_k^\dagger = (\hat{a}_{k,1}^\dagger, \hat{a}_{-k,1}^\dagger, \hat{a}_{k,2}^\dagger, \hat{a}_{-k,2}^\dagger)$, $\sigma$ are Pauli matrices in Nambu space and $\tau$ are Pauli matrices in the space of $m = 1, 2$ Majorana chains. The time reversal symmetry is seen from the commutativity of the anti-unitary operator $T$ with the Hamiltonian, $THT^{-1} = H$, where $T$ acts on spinless fermions as $T\hat{a}_{j,i}T^{-1} = \hat{a}_{j,i}$. Similarly, the particle-hole-symmetry is implied by the operator $P = \tau_x K \otimes 1_2$ in BdG-formalism, where $K$ is the operator of complex conjugation. Thus, one may show that $Ph(-k)P^{-1} = -h(k)$, where $h(k)$ is the $k$-space hamiltonian in Eq.(1.10).

Diagonalization of $h(k)$ is achieved through the Bogoliubov transformation, yielding the single-particle excitation spectrum

$$E_s(k) = \sqrt{\xi_1(k) + 2s\xi_2(k)} \quad (1.10)$$
where $\xi_1 = (2\Delta \sin k)^2 + (2t \cos k + \mu)^2 + t_v^2 + \Delta_v^2$, $\xi_2 = \sqrt{4\Delta^2 \sin^2 k \Delta_v^2 + \Delta_v^2 t_v^2 + (2t \cos k + \mu)^2 t_v^2}$ and $s = \pm$. Given the spectrum, one can obtain the phase boundaries (critical lines in the phase space of model parameters) by solving the equation, $E_s(k) = 0$, for some $k$. This yields

$$(2t \cos k + \mu)^2 + \Delta_v^2 - t_v^2 = 0, \quad (2t \cos k + \mu) \sin k = 0. \quad (1.11)$$

One can further simplify Eqs. (1.11) to obtain the phase boundaries (where the spectral gap closes) at $k = 0; \pi$ as

$$\Delta_v^2 + (2t \pm \mu)^2 = t_v^2. \quad (1.12)$$

The third phase boundary corresponds to momenta solving the equation $\cos k = \pm \mu/2t$, and parameters satisfying the condition

$$t_v^2 + \frac{\Delta^2}{t^2} (2t + \mu)(2t - \mu) = \Delta_v^2, \quad (1.13)$$

where $2w > \mu$.

In this work, we are interested in characterizing the topological states via the edge Majorana modes (and thus, we do not explicitly evaluate the topological quantum numbers from the bulk wavefunctions). Since a number of stable edge modes characterize topological phases, below, we will calculate the localization lengths of Majorana modes from the lattice Hamiltonian.

Let us adopt the following notations for Majorana fermion operators

$$c_{2j-1,m} = \hat{a}_{j,m} + \hat{a}_{j,m}^\dagger, \quad c_{2j,m} = \frac{\hat{a}_{j,m} - \hat{a}_{j,m}^\dagger}{i}$$
where anticommutator \( \{c_{j,m}, c_{l,n}\} = 2\delta_{j,l}\delta_{m,n}\). Using these notations, the Hamiltonian can thus be represented in the Majorana basis. The intra-chain part is given by

\[
H_m = \frac{i}{2} \sum_j \{-\mu c_{2j-1,m}c_{2j,m} + (\Delta + t)c_{2j,m}c_{2j+1,m} + (\Delta - t)c_{2j-1,m}c_{2j+2,m}\}. \tag{1.14}
\]

The interchain part is written as

\[
H_{\text{interchain}} = \frac{i}{2} \sum_j (\Delta v - t v)c_{2j-1,1}c_{2j,2} + (\Delta v + t v)c_{2j,1}c_{2j-1,2}. \tag{1.15}
\]

Using the Majorana representation of the Hamiltonian, we can diagonalize it and find the Majorana zero energy states that are localized at the boundaries of the chain. We show that the question of the existence of Majorana zero-energy states reduces to the estimation of the localization length \(\xi_{\pm}\). The latter is found from the wavefunction that decays into the bulk exponentially as \(\exp\{-x/\xi_{\pm}\}\), with

\[
\xi_{\pm}^{-1} = \ln \frac{2t}{\mu \pm \sqrt{t^2_v - \Delta^2_v}}. \tag{1.16}
\]

Here, if the argument of the logarithm is negative, \(\xi_{\pm}^{-1}\) obtains a complex phase, \(i\pi\), indicating an oscillatory wavefunction. Thus,

- (i) if \(\xi_+ > 0\) and \(\xi_- > 0\), the system is in the gapped phase with four localized zero-energy Majorana modes.

- (ii) if \(\xi_+ > 0(\xi_+ < 0)\) and \(\xi_- < 0(\xi_- > 0)\), the system is in the gapped phase with two localized zero-energy Majorana modes.

- (iii) if \(\xi_+ < 0\) and \(\xi_- < 0\), the system is in the trivially gapped phase with no localized zero-energy Majorana modes.
There are three different phases 0-MF, 2-MF and 4-MF. Critical points in the phase diagram are Ising universality with central charge $c = 1/2$, but intersection points of two critical lines are XY-universality with central charge $c = 1$. Two special intersection points located at $(0, ±1)$ are emphasized as red triangle points. Two relevant perturbations, given by the change of critical $\mu$ and $2w$, will drive the system away from criticality: tuning $\mu$ opens a gap to 2-MF; tuning $2w$ opens a gap to 4-MF or 0-MF.

These three different phases are shown on the phase diagram Fig. (1.3) in the space of rescaled energies $w$ and $\mu$. Throughout this section, we will adopt the notation “$n$-MF” to represent the gapped phase with $n$ localized zero-energy Majorana modes (below we will deal with cases with $n = 0, 2, 4$).

The critical lines (or, in other words, the phase boundaries) in the phase diagram Fig. (1.3) belong to the Ising universality class with central charge $c = 1/2$. The exceptions are the intersection points of two critical lines, which belong to the XY universality with central charge $c = 1$. Two relevant perturbations, given by the change of critical $\mu$ and $2w$, will drive the system away from criticality. Tuning of parameter $\mu$ opens a gap and drives the system into 2-MF state. Tuning of $2w$ opens a gap, and the system finds itself either in 4-MF or 0-MF state.

One can calculate the finite size corrections to the ground state energy around the XY criticality. To this end, we define two masses $m_{\pm}$.
\[ m_\pm = \frac{2t \pm \mu - \sqrt{t_v^2 - \Delta_v^2}}{2t}. \]  

(1.17)

The magnitudes of \( m_+ \) and \( m_- \) are the spectral gaps measured at \( k = 0 \) and \( k = \pi \) respectively. Interestingly, the low-energy effective theory around the criticality is given by a direct sum of two massive Majorana field theories:

\[ H_{\text{low}} = \sum_{s=\pm} \frac{iv_F}{2} \int dx \eta_s^T \begin{pmatrix} \partial & m_s \\ -m_s & -\partial \end{pmatrix} \eta_s, \]  

(1.18)

where \( \eta_s \) is a two-component Majorana field operator. To evaluate the finite-size scaling function corresponding to a single copy of Majorana field from Eq. (1.18), one may double the number of degrees of freedom in Majorana field theory above and form a 1 + 1D massive Dirac field. Then one will recover the finite-size scaling function, \( f_D(w) \) (defined in Eq. (1.2)), for 1 + 1D Dirac field theory.

In the present situation, for low-energy Hamiltonian Eq. (1.18), we obtain that finite size scaling function \( \tilde{f} \) becomes function of two masses, \( w_+ = Nm_+ \) and \( w_- = Nm_- \):

\[ \tilde{f}(w_+, w_-) = \frac{1}{2} \{ f_D(w_+) + f_D(w_-) \}, \]  

(1.19)

where the factor 1/2 eliminates the double counting of degrees of freedom in Dirac field theory, as the latter is equivalent to the direct sum of two Majorana field theories.

Instead of plotting \( \tilde{f}(w_+, w_-) \) in a 3D space as a 2D surface parametrized by two scales \( w_+, w_- \), we chose \(|w_+| = |w_-| = w \) and plot \( \tilde{f}(w, w) \) vs \( w \). This plot will bear all the necessary information about the nature of the phases as follows:

- i) From definition of masses in Eq.(1.17), we see that if \((w_+, w_-) = (w, w)\) with \( w > 0 \), then both masses are positive and the system is in the 4-MF phase.
Below we will use the notation $f_4(w) \equiv \tilde{f}(w, w)$, for the finite size scaling function in the 4-MF phase.

- ii) If $(w_+, w_-) = (w, -w)$ (or $(-w, w)$), $w > 0$, then one of the masses is positive (indicating the existence of two localized Majorana modes) while the other is negative (indicating a trivial boundary). In this case one has the 2-MF phase. Below we will use the notation $f_2(w) \equiv \tilde{f}(w, -w) = \tilde{f}(-w, w)$ for the finite size scaling function in 2-MF phase.

- iii) Finally, when $(w_+, w_-) = (-w, -w)$, $w > 0$, one obtains a trivial 0-MF phase. The corresponding finite size scaling function is denoted as $f_0(w) \equiv \tilde{f}(-w, -w)$.

Thus we obtain three finite size scaling functions, $f_0$, $f_2$ and $f_4$, of a single variable $w$. These functions are depicted in Fig. (1.4). We see that $f_4$ is has a pronounced maximum at the topological 4-MF phase; $f_2$ exhibits a less pronounced maximum in the 2-MF phase; and $f_0$ is a featureless decaying function in the trivial 0-MF phase.

The inset to Fig. (1.4) shows the small $w$ behavior of $f_2$ suggesting that it is completely regular and $df_2/dw|_{w=0} = 0$. The latter property is expected from Eq.(1.19).

Properties of $\tilde{f}(w_+, w_-)$ follow from the fact that we have a direct sum of non-interacting Hamiltonians at intersections of two critical lines in Fig. 1.3. The same procedure is straightforwardly generalized to more complex situations, where one has $N$ intersecting critical lines, each represented by a central charge $c_i$, $i = 1 \ldots N$, (e.g., if there are many coupled Majorana chains). In this case the finite size scaling function becomes multi-variable, and equal to $\tilde{f}(w_1, w_2, \ldots, w_n) = \sum_{i=1}^{N} c_i f_D(w_i)/\sum_{i=1}^{N} c_i$.

1.3 Models with broken time-reversal symmetry

In the above section, we discussed and solved models whose parameters are real, and whose Hamiltonian operators preserve time-reversal symmetry (TRS). In this
Figure 1.4: (Color online) Finite size scaling functions, $f_n(w)$, for $n = 0, 2, 4$ around the criticality marked by the (red) triangle in Fig.1.3. Inset: The behavior of $f_2$ at small $w \ll 1$. The finite size scaling function clearly distinguishes all three different phases around the criticality.

section, we will consider two-leg ladder models, where the TRS is explicitly broken. This can be achieved, e.g., through endowing a complex phase to model parameters in such a way that it cannot be gauged out. We introduce three different TRS breaking models and prove the existence of Majorana tricriticality between topologically ordered, SPT, and trivial phases in each of them. Consequently, we trace the evolution of the single-particle spectrum with varying the TRS breaking field, $B$, around the tricriticality.

1.3.1 Model I: Ladder with complex vertical pairing potential

The complex phase of the pairing potential, $\Delta$, in the single Majorana chain, can be gauged out (through absorbing it into fermion operators). However, if one starts with the parent Hamiltonian Eq. (1.5) and introduces complex phases to $\Delta$ and $\Delta_v$, then only one of these two phases can be gauged out (the complex phases of $\Delta$ and $\Delta_v$ cannot be simultaneously absorbed into fermion operators). Below we will work in the gauge where $\Delta$ is real while $\Delta_v$ is a complex number: $\Delta_v = |\Delta_v|e^{i\theta} = \Delta_v^R + i\Delta_v^I$. The parameter $\theta$ is thus the phase difference between $\Delta$ and $\Delta_v$. The corresponding
Hamiltonian reads

\[
H_{\text{interchain}} = \frac{i}{2} \sum_{j} (\Delta^R_v - t_v) c_{2j-1,1} c_{2j,2} + \frac{i}{2} \sum_{j} (\Delta^R_v + t_v) c_{2j,1} c_{2j-1,2} \\
+ \frac{i}{2} \sum_{j} \Delta^I_v (c_{2j-1,1} c_{2j-1,2} - c_{2j,1} c_{2j,2})
\]  

(1.20)

In this model, the TRS breaking field \( B \) is identified with \( B \equiv \Delta^I_v / 2t \), as the vertical complex pairing terms, \( \propto c_{m,1} c_{m,2} \), do break the TRS.

The Hamiltonian, \( H \), is represented in momentum space as follows

\[
H = \frac{1}{2} \sum_{k} \hat{\psi}^\dagger_k h(k) \hat{\psi}_k, \\
h(k) = (-2t \cos k - \mu) \sigma_z \otimes 1_2 + 2\Delta \sin k \sigma_y \otimes 1_2 \\
- t_v \sigma_z \otimes \tau_x + \Delta^R_v \sigma_y \otimes \tau_y - \Delta^I_v \sigma_x \otimes \tau_y.
\]  

(1.21)

Complex \( \Delta^I_v \) completely changes the structure of the single-particle excitation spectrum. We apply the Bogoliubov transformation to diagonalize \( h(k) \) to get the spectrum \( E_s(k) \) as

\[
E_s(k) = \sqrt{\xi_1^p(k) + 2s \xi_2^p(k)}, \quad \xi_1^p = (2\Delta \sin k)^2 + (2t \cos k + \mu)^2 + t_v^2 + |\Delta_v|^2
\]

and \( \xi_2^p = \sqrt{4\Delta^2 \sin^2 k (\Delta^R_v)^2 + |\Delta_v|^2 t_v^2 + (2t \cos k + \mu)^2 t_v^2}, \ s = \pm \). As the next step, we proceed with the identification of the 0-MF, 2-MF, and 4-MF phases. This can be achieved by following the procedure outlined for the parent Hamiltonian in Sec. 1.2: upon solving the equation \( E_s(k) = 0 \), one obtains

\[
(2t \cos k + \mu)^2 + |\Delta_v|^2 - t_v^2 = 0 \\
(\Delta^I_v \sin k)^2 + (2t \cos k + \mu)^2 \sin^2 k = 0.
\]  

(1.23)
Figure 1.5: (Color online) Phase diagrams of (a) Model I, (b) Model II, and (c) Model III. All three phase diagrams support the tricriticality, marked by a bold (red) dot. It separates 4-MF, 2-MF and 0-MF phases. In all three diagrams, the 4-MF phase resides on the dashed (yellow) line. It is smoothly connected to 0-MF when the field $B$ is added, while 2-MF is robust to TRS-breaking perturbation.

Then the phase boundaries of the phase diagram are given in terms of parameters $|\Delta_v|$, $t$, $\mu$, and $t_v$ satisfying the equation

$$|\Delta_v|^2 + (2t \pm \mu)^2 = t_v^2. \quad (1.24)$$

Along these boundaries, the spectral gap closes at momenta $k = 0, \pi$.

As the next step, we diagonalize the Hamiltonian (1.5) with $H_{\text{interchain}}$ given by Eq. (1.20) in the Majorana basis with open boundary conditions. Subsequently we numerically analyse the eigenvalues of the Hamiltonian and obtain complete information on the zero-energy boundary modes. The phase diagram is plotted in Fig (1.5a) in the space of rescaled parameters $w_v$ and $\Delta_v'$. All three different phases, namely 4-MF, 2-MF and 0-MF phases exist in this phase diagram:

- The 4-MF, is an SPT phase characterized by the $\mathbb{Z}_2^T$ quantum number. It can be smoothly connected to the topologically trivial phase without closing a gap in the presence of the TRS-breaking field. Thus the 4-MF SPT phase resides only on the dashed (yellow) line of the diagram, while to the left/right of it, the TRS is broken, and the phase is trivial.
The 2-MF phase is topologically ordered. It is robust to TRS breaking perturbation, and the Majorana modes are immune to $B$.

• The 0-MF phase is topologically trivial.

1.3.2 Model II: Ladder in a uniform magnetic field

The ladder model has square plaquettes that can be threaded by magnetic fluxes and around which a fermion can rotate. In this subsection, we will consider a model that corresponds to the parent Hamiltonian (1.5) in the presence of an external constant magnetic field. Thus each square plaquette of the ladder is penetrated uniformly by the flux, $\theta$, as shown in Fig. (1.6)a. The gauge field, which generates the uniform flux, couples to fermion hoppings along the links. For simplicity, we chose to work in the gauge where the complex phase is added to the intra-chain hopping, $t$: $te^{i\theta/2}$ in
$H_1$ and $te^{-i\theta/2}$ in $H_2$. The Hamiltonian of Model II is thus given by Eq. (1.5), where $H_{\text{iterchain}}$ is unchanged and

\[
H_1 = \sum_j \mu \hat{a}_{j,m}^\dagger \hat{a}_{j,m} + (\Delta \hat{a}_{j,m} \hat{a}_{j+1,m} + \text{h.c.}) - (te^{i\theta/2} \hat{a}_{j+1,m}^\dagger \hat{a}_{j,m} + \text{h.c.})
\]

\[
H_2 = \sum_j \mu \hat{a}_{j,m}^\dagger \hat{a}_{j,m} + (\Delta \hat{a}_{j,m} \hat{a}_{j+1,m} + \text{h.c.}) - (te^{-i\theta/2} \hat{a}_{j+1,m}^\dagger \hat{a}_{j,m} + \text{h.c.}).
\] (1.25)

Here the intra-chain terms $H_{1,2}$ reduce to the parent Eq.(1.6) at $\theta = 0$. We remind the reader that the uniform flux $\theta$ breaks the TRS and thus the TRS breaking field $B$ here is identified with $B \equiv \frac{1}{2} \sin(\theta/2)$. The momentum space representation of the Hamiltonian in the Majorana basis helps to trace the modification of i) the boundary modes, and ii) of the bulk spectrum.

The phase diagram of the uniform-flux model under consideration contains three different phases: a trivial 0-MF phase, a topologically ordered 2-MF phase, and an SPT 4-MF phase that is situated on a line. All three phases come together, giving rise to a tricritical point. The two phase boundaries of the model are given by the equation

\[
(2t_R \pm \mu)^2 = t_v^2 - \Delta_v^2 \quad (1.26)
\]

where $t_R = t \cos \theta/2$. It is clear that $t_I$ does not influence the phase boundary equation in any way. The phase diagram in the space of parameters $t_I$ and $t_v$ is shown in Fig. 1.5b.

1.3.3 Model III: Ladder in a staggered magnetic field

One can break the TRS also by introducing a staggered magnetic field, instead of the uniform magnetic flux discussed in the previous section. Here we consider a staggered $\theta$ flux threading each of the square plaquettes of the ladder, whose signs
are alternating. An example of a certain lattice segment with fluxes is shown in Fig. 1.6b. The staggered disposition of the sign of $\theta$ implies doubling of the unit cell, the net flux through which is zero. The corresponding single particle Hamiltonian, based on the parent model 1.5, can be written in gauge where alternating complex phases are attached to vertical interchain hopping parameters: $t_v \rightarrow t_v e^{\pm i\theta/2}$ with alternating signs. Thus, the full Hamiltonian is still given by Eq. (1.5), with the interchain Hamiltonian being

$$H_{\text{interchain}} = - \sum_{j=2n-1} t_v \sin(\theta/2)\hat{a}_{j,1}^\dagger \hat{a}_{j,2} - \sum_{j=2n} t_v \cos(\theta/2)\hat{a}_{j,1}^\dagger \hat{a}_{j,2} + \sum_j \Delta_v \hat{a}_{j,1}^\dagger \hat{a}_{j,1} + h.c.$$ (1.27)

where the staggered field $\theta$ breaks the TRS. Thus, we identify the TRS breaking field $B$ here with $B \equiv t_v \sin(\theta/2)/(2t)$.

As the next step, we study bulk and boundary spectra of the model. To derive the bulk spectrum, we perform Fourier transformation in Eq. (1.27), which diagonalizes the Hamiltonian.

The outlined analysis helps us to study the phase diagram of the model systematically. The phase boundaries separating the trivial 0-MF phase, a topologically ordered 2-MF phase, and an SPT 4-MF phase are given by

$$(2t \pm t_v^R \pm \Delta_v)^2 + (t_v^I)^2 = \mu^2.$$ (1.28)

Here $t_v^I$ does enter into the expression for phase boundaries, which now in the space of parameters $t_v^I$ and $t_v^R$ becomes very interesting. It is shown in Fig. (1.5c), from which we see that it is topologically different from the one corresponding to the uniform magnetic field. In particular, the space corresponding to the 2-MF state is now compact.
1.3.4 Phase diagrams of models with broken TRS

In this subsection, we will discuss common features of all three phase diagrams corresponding to the models I, II, and III defined above. In each phase diagram, shown in Fig. (1.5a), Fig. (1.5b), and Fig.(1.5c), there is a peculiar 4-MF phase, which resides on a dashed (yellow) line. The dashed line itself also represents a first-order phase transition line. It has the following description: when the TRS breaking field, \( B \), is added to the 4-MF state, the ground state degeneracy is lifted. This happens because the zero-energy boundary modes obtain finite energy proportional to \( B \). Then the spectrum develops a level-crossing, signaling the first-order phase transition. There are phase boundaries corresponding to the second-order phase transitions between 2-MF and trivial phases shown in Fig. (1.5) by full lines (blue and red). Interestingly enough, the tricriticality happens as the intersection of the first-order transition line and the second-order transition line. The study of the universal properties around this tricriticality, shown by bold (red) dots in Fig. (1.5), is the main focus of the present chapter.

The tricriticality separates three different phases: 4-MF (characterized by \( \mathbb{Z}_2^T \) topological invariants of the SPT theories), 2-MF (fermionic topologically ordered phase) and 0-MF (trivial phase).

- In 4-MF phase, near the tricriticality, two Majorana edge modes have localization lengths \( \xi_+ \) while the other two have localization length \( \xi_- \), see Eq.(1.16) for definitions.

- The Majorana edge modes in a 2-MF phase, near the tricriticality, are characterized only by one localization length.

- At the tricriticality, there are two Majorana edge modes, with the same localization lengths \( \xi \). As one departs from tricriticality in Fig. (1.5), and moves along the gapless phase boundary (the blue line), one immediately enters the trivial
gapless phase with no boundary Majorana modes. To achieve such a nontrivial transition, one will have to tune the model parameters correspondingly. Unlike this critical line, the tricriticality does support two Majorana modes, and as such, it represents an example of the gapless SPT phase.

The phase diagram Fig.(1.5a) has two tricritical points positioned at \((\Delta^I v, t_v) = (0, 1)\) and \((\Delta^I v, t_v) = (0, -1)\) (measured in units of \(\mu = t\)). The Majorana localization lengths at the former is \(\xi_-\) while at the latter it is \(\xi_+\). In two other TRS breaking situations, only one tricritical point is shown, however, there are two such points as the phase diagrams are symmetric with respect to the vertical axis.

In all three situations with TRS breaking and the tricriticality, we define the universal dimensionless scale \(g\) as:

\[
g = \alpha(\xi)\sqrt{NB}.
\]  

(1.29)

The function, \(\alpha(\xi)\), is model dependent. The reason it enters into the universal scale, \(g\), is the following. Besides the diverging correlation length, \(\xi_{\text{cor}} = \infty\), there is one more length scale, the localization length \(\xi\), around the tricriticality. The models under consideration are described by short-ranged hoppings and pairings. These short-ranged terms are characterized by the lattice constant \(a\), which is set to be unity throughout this section. The universal phenomena at criticalities emerge when \(1 \ll \xi_{\text{cor}}\). However, the new length scale \(\xi\), which appears to be finite, needs to be carefully treated and compared with the existing scales: i) when \(\xi \ll 1 \ll \xi_{\text{cor}}\) the short-ranged properties, characterized by the lattice spacing \((\sim 1)\), can be captured by neither the localization length \(\xi\) nor the correlation length \(\xi_{\text{cor}}\). Thus \(\alpha(\xi = 0) \equiv 1\), which is universal for all three models; ii) when \(\xi \sim 1\), i.e, the localization length is comparable with lattice spacing, the short-ranged physics matters. That is the reason why the model-dependent function \(\alpha(\xi)\) determines the scale, \(g\).
In the next section, we will show how the scale $g$ naturally emerges in the universal finite-size scaling corrections to ground state energy.

1.4 Universal finite-size scaling

In this section, we will show the emergence of the universal scale $g$ describing the finite size correction to the ground state energy around the tricriticality. Namely, we will show that the finite size correction to the ground state energies of models I, II, and III has the universal form given by Eq. (1.3).

Further, we will show that in two simultaneous double-scaling limits: a) $N \to \infty, m \to 0$ with $w = \text{const}$ and b) $N \to \infty, B \to 0$, with $g = \text{const}$, the function $f(w, g)$ is a universal function of two variables (in Eq. (1.3). To uniquely identify $f(w, g)$ around the tricriticality, we adopt the following convention: we chose the sign of $m$ to be $m > 0$ for 4-MF and for 0-MF, while $m < 0$ for 2-MF).

1.4.1 Numerical approach

Here we outline the numerical approach for the calculation of the ground state energy, $E(N, m, B)$. We obtain it by performing a summation of the occupied single-particle energy levels corresponding to the Hamiltonian under open boundary conditions. The per-particle average bulk energy, $\epsilon(m, B)$, is obtained upon summing up the occupied energies and dividing the result by $N$. This procedure yields

$$\epsilon = -\frac{1}{4\pi} \int_{BZ} dk \sum_s E_s(k) \quad (1.30)$$

where $BZ$ stands for the Brillouin zone, $E_s(k)$ is single-particle excitation energy in the $k$-space corresponding to band $s$. For example, in case of model I, one has 2
energy bands and thus $s$ acquires only two values $s = \pm$ (for this model, $E_s(k)$ is given by Eq.(1.23)). The boundary energy, $b(m, B)$, is then given by

$$b = \lim_{N \to \infty} (E(N, m, B) - N\epsilon(m, B)).$$  \hfill (1.31)

Having identified all the necessary ingredients, the finite size scaling function $f$ is obtained from

$$f = \lim_{n \to \infty} n \cdot (E(n, m, B) - n\epsilon(m, B) - b).$$  \hfill (1.32)

Numerically, we pick a large system with $N_0 = 1000$ and compute $\tilde{b} = E(N_0, m, B) - N_0\epsilon(m, B)$. Having evaluated the boundary energy, $\tilde{b}$, we take $n_0 = 100$ to evaluate the finite size scaling function, labeled by $\tilde{f}$: $\tilde{f} = n_0 \cdot \left(E(n_0, m, B) - n_0\epsilon(m, B) - \tilde{b}\right)$. The outlined computation is based on two approximations: i) The evaluated boundary energy $\tilde{b}$ generates an error $e_1 \sim \mathcal{O}(n/N)$ that contributes to $\tilde{f}$. ii) The higher order terms are ignored, which yields an error $e_2 \mathcal{O}(n^{-1})$ to $\tilde{f}$. The total error is thus $f - \tilde{f} \sim \mathcal{O}(n/N) + \mathcal{O}(n^{-1})$. By keeping track of these errors and accumulating statistics, one can obtain an accurate data for $f$ with controlled precision.

1.4.2 Emergence of the new scale $g$

In this subsection, we take the model I: coupled Majorana chains with complex vertical pairing potential as an example and use the method of Sec.(1.4.1) to evaluate its finite scaling $f$. Then we show that $f$ is a double scaling function of two variables, the standard variable $Nm$ and a completely new emergent scale $g$.

There are several important quantities around the tricriticality: i) The spectral gap $m$, (which is identified with the mass of the low-energy effective field theory); ii) The localization length, $\xi$, of Majorana edge modes existing at the tricriticality, which characterize the topological properties of the tricritical point; iii) The system
Figure 1.7: (Color online) The finite size scaling function $f$ is plotted as a function of $g$ for Model I. Fig.(1.7a) corresponds to $w = 2$ and Fig.(1.7b) corresponds to $w = -2$. These curves have been obtained for nine different values of $\alpha = \sqrt{\coth 1/2\xi}$ and $N$.

size, $N$, which is the essential ingredient for studies of finite size effects; iv) The symmetry-breaking field $B$, which induces the tricriticality. We find that the finite scaling $f$ does explicitly depend on certain combinations of $m$, $N$, $\xi$ and $B$: if we vary $m$, $N$, $\xi$ and $B$ keeping $g = \sqrt{N \coth(1/2\xi)}B$ (for Model.I) and $w = Nm$ constant, $f$ always yields exactly the same value. This means that $f \equiv f(w, g)$ is only a function of two variables, $w$ and $g$. This observation puts forward the definition of the scale $g$ in Eq.(1.29). The scale $w = Nm$ is consistent with previous papers on the finite-size scaling effect with no TRS breaking [2, 33].

Figs.(1.7a) and (1.7b) give concrete results to support that $f$ is a function of $g$: $f$ yields the same value if we keep $g$ to be constant simultaneously changing $N$, $\xi$, and $B$. In the remainder of the chapter, we will use $f(w, g)$ to represent the finite-size scaling around the tricriticality.

1.4.3 Universality

We calculate the scaling function $f$ for all three models introduced in Sect.(1.3). We show the universality nature of $f(w, g)$ for all of them. In each model, symmetry-
breaking $B$ is realized in different ways by involving different lattice parameters: $\Delta^I_v$ is imaginary part of the vertical pairing potential for model I in Sec.(1.3.1), $t^I$ is imaginary part of the intra-chain hopping for model II in Sec.(1.3.2), and $t^I_v$ is imaginary part of vertical hopping for model III in Sec.(1.3.3).

We find that all three models yield the same finite-size scaling function $f(w, g)$, although the field $B$ has different origins in them. Fig.(1.1) depicts $f(w = 0, g)$ at criticality for all three models, and Fig.(1.2), depicts $f(w = 2, g)$ corresponding to the gapped phase for all of them. These plots support the universality, either at the criticality or for the gapped phase. The finite size scalings $f(w, g)$, calculated for three models, provide the same sets of curves.

### 1.4.4 Features of the finite size scaling function $f(w, g)$

Here we analyse the features of $f(w, g)$. The function itself is given by a 2D surface in a 3D space of $(w, g, f)$. We depict some of the curves residing on this surface: for each value of $w$, we plot $f(w, g)$ as function of $g$. We use the parameters of the complex-vertical pairing model I as an example to present $f(w, g)$ (although $f$ is universal, for simplicity of the presentation we work in the parameter space of this model).

The results are as follows: Figs.(1.8) and (1.9) show the behavior of $f(w, g)$ with $w$ ranging between $1 \leq w \leq 5$ and $-5 \leq w \leq -1$. When $w$ belongs to these intervals, $f(w, g)$ is a monotnoic function of $g$. In the first interval, $f(+|w|, g)$ decays exponentially as a function of $g$, while in the second one, $f(-|w|, g)$ converges slowly (which is in fact $\propto g^{-2}$ at large $g$). Figs. (1.10) and (1.11) show the behavior of $f(w, g)$ in the interval $-0.1 < w < 0.1$ For small $|w| < 0.1$, $f(w, g)$ is a non-monotnoic function of $g$. At the criticality, $w = 0$, the finite size scaling $f(0, g)$ strongly depends on the scale $g$. Fig.(1.12) shows that the function $f(w, g)$ saturates to a constant value as $\propto g^{-2}$ at large $g$. 
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At this stage, it is interesting to compare our universal finite-size scaling function $f(w, g)$ with the result of Ref. [33] for the scaling function, $f_D(w)$. The latter was calculated in a situation, where there were no tricriticalities. From all the curves above, we confirm the role of $g$: $g$ provides interpolation between $f_D(w)$ and $f_D(-w)$ by $f(w, g = 0) = f_D(w)$ and $f(w, g = +\infty) = f_D(-w)$. For example, it is shown in Ref. [33] that $f_D(1) \approx 0.6$ in a 1D topological phase while $f_D(-1) \approx 0$ in a trivial phase. The curve with $w = 1$ in Fig.(1.8) provides the decaying function $f(1, g)$ from 0.6 (that is the value of $f_D(1)$) to 0 (value of $f_D(-1)$).

1.5 Low-energy effective theory around the tricriticality

In the section, we start from the parent Hamiltonian $h(-i\partial_x)$, given by Eq. (1.10), which supports the low-energy Majorana field theory and two Majorana edge modes. As the first step, we rewrite the symmetry-breaking Hamiltonian $H_{\text{interchain}}(B)$ —
Figure 1.9: (Color online) The finite size scaling function at $w \leq -1$. The left figure depicts the scaling function when $g$ varies from 0 to 12, while the right figure depicts the behavior when $0 \leq g \leq 0.4$.

Figure 1.10: (Color online) The finite size scaling function at $-0.1 < w < 0.1$. 
Figure 1.11: (Color online) The finite size scaling function at criticality ($w = 0$) plotted for three different values of $N$.

Figure 1.12: (Color online) The linear fit of $f(w, g)$ versus $g^{-2}$ is shown at $g \gg 1$: $f(w, g) = f(w, \infty) - \beta/g^2$. Figures depict the function $\delta = f(w, \infty) - f(w, g)$ versus $g^{-2}$. The $g$-independent shift $f(w, \infty)$ is given by the constant part in the linear fit.
$H_{\text{interchain}}(B = 0)$, where $H_{\text{interchain}}(B)$ is given by Eq. (1.20), in the momentum representation. This yields $h_B = -B \sigma_x \otimes \tau_y$, that acts as a perturbation to the parent Hamiltonian. Then we consider the low-energy sector of the perturbed theory by calculating the matrix elements of $h_B$ using the low-energy eigenstates of the full parent Hamiltonian (note that in this basis the parent $h(-i\partial_x)$ is diagonal). At this level, we explicitly show the emergence of the new scale, $g$, in the low-energy effective matrix. Finally, we obtain the spectrum of the effective matrix and analyze the essential properties around the tricriticality.

1.5.1 Low-energy sector

Here we identify the low-energy eigenstates of the parent Hamiltonian $h(-i\partial_x)$, around the tricriticality. Diagonalization of $h(-i\partial_x)$ yields two energy bands that are above the chemical potential. The lower one corresponds to the low energy states being described by the 1 + 1D Majorana field theory. The higher energy band also brings upon states supporting and protecting Majorana zero-energy edge modes. In this way, we obtain two sets of low-energy states: i) states that are described by 1 + 1D Majorana field theory. We call these states MFT-states. ii) zero-energy edge modes that are protected by the topological number of the higher energy band of the ladder model.

We take Model I with the complex-vertical pairing potential as an example, and start from the Hamiltonian $h(-i\partial_x)$:

$$
\begin{align*}
h(-i\partial_x) &= (-2t \cos(-i\partial_x) - \mu)\sigma_z \otimes 1_2 \\
&\quad + 2\Delta \sin(-i\partial_x)\sigma_y \otimes 1_2 - t_v \sigma_z \otimes \tau_x
\end{align*}
(1.33)
$$

where we took $\Delta_v = 0$ for simplicity (as it does not affect the universal properties under consideration).
Around the criticality, the wavefunction of the lower band can be obtained from linearization of $h(-i\partial_x)$. The operator $h(-i\partial_x)$ has two energy bands above the chemical potential, with the lowest one being $E_k = \sqrt{m^2 + k^2}$ with $m = (2t - \mu - w_v) / (2t)$, at $\mu, w > 0$. The corresponding eigenstates are the MFT-states. For an infinite system (no imposed boundary conditions), these MFT states are characterized by good quantum numbers $k$ (momentum) and $n$ (energy):

$$h(-i\partial_x)e^{ikx}u(n, k) = n \cdot 2t\sqrt{m^2 + k^2}e^{ikx}u(n, k) \quad (1.34)$$

where in principle, $k$ can be either real or imaginary and $u(n, k)$ is a four-component vector function of $n$ and $k$. Now, we impose the following geometry constraints: assume the system has a finite length $(0, N)$ and four-component eigenstates of $h(-i\partial_x)$, $\varphi_i(x)$, $i = 1 \ldots 4$, satisfy the following boundary conditions

$$\varphi_1(0) - \varphi_2(0) = \varphi_3(0) - \varphi_4(0) = 0$$
$$\varphi_1(N) + \varphi_2(N) = \varphi_3(N) + \varphi_4(N) = 0. \quad (1.35)$$

We find that the eigenstates of $h(-i\partial_x)$, which also satisfy the boundary conditions (1.35), are characterized by quantized $k$ and $n$. The quantized values of $k$ are given by the following equation

$$\tan kN = k/m, \quad (1.36)$$

For future consideration, we introduce a notation $Q(m)$ representing the set of quantized values of $k$, ranging from 0 to $\pi$, which satisfies Eq. (1.36). $\pi$, as the bound of quantized $k$, comes from that we consider unit lattice spacing and discrete space. We will also use the notation $|\psi_{n,k}\rangle$ to represent a single MFT state, which is characterized by quantized $k$ and $n$. 
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The other set of Majorana zero-energy boundary modes, which are protected by the topological number of the higher band, cannot be accurately obtained from the first-order expansion of the Hamiltonian (1.33). Instead, one needs to use the exact form of the Hamiltonian, which can give a precise description of the higher-band. Solving \( h(-i\partial_x)\psi(x) = 0 \), we find two zero-energy wave functions: \( \psi_L(x) \) and \( \psi_R(x) \), which are protected by the higher-band. The wave functions \( \psi_{L,R}(x) \) are localized at left or right boundaries of the system correspondingly. Their analytical expressions read as

\[
\psi_L(x) = \sqrt{1 - e^{-2/\xi}e^{-x/\xi}}\varphi_L, \quad \psi_R(x) = \sqrt{1 - e^{-2/\xi}e^{-(N-x)/\xi}}\varphi_R
\]

with \( \xi^{-1} = \log \frac{2t}{\mu - t_v} \), \( \varphi_L = \frac{1}{2}(1, 1, -1, -1)^T \) and \( \varphi_R = \frac{1}{2i}(1, -1, -1, 1)^T \). We remind the reader that \( \xi^{-1} \) obtains the complex phase \( i\pi \) if \( 2t/(\mu - t_v) < 0 \). We will use the notation \( |\psi_{L,R}\rangle \) to represent the corresponding ket (bra) states of these boundary modes. One may see that the expression for \( \xi \) here is consistent with \( \xi_- \) in Eq.(1.16), which is the localization length derived from the lattice model.

1.5.2 Low-energy effective matrix

Here we introduce the symmetry breaking field \( B \) and study the low-energy properties of the TRS broken Hamiltonian. For example, we consider the Model I with the complex vertical pairing potential. We remind that the symmetry breaking term in this Hamiltonian is written in the momentum space as

\[
h_B = -B\sigma_x \otimes \tau_y
\]

with \( B = \Delta_v^I \) in this case. We confine our focus on the low-energy sector at the tricriticality. We choose the eigenstates of the parent Hamiltonian as basis states for the low-energy sector: \( \{|\psi_{L,R}\rangle, |\psi_{n,k}\rangle|n = \pm, k \in Q(m)\} \), where \( Q(m) \) is set
of quantized $k$-values defined above. In order to represent the full Hamiltonian, \( h(-i\partial_x) + h_B \) in this basis, we need to calculate the corresponding matrix elements. Here \( h(-i\partial_x) \) yields a diagonal matrix, whose diagonal values are the energies of corresponding modes. Thus, we will focus on the representation of \( h_B \), which yields off-diagonal elements.

Upon calculating all the matrix elements of \( h_B \), we find that only a limited number of off-diagonal matrix elements are non-zero. All possible finite off-diagonal elements are listed below. For the case when MFT-states \( |\psi_{n,k}\rangle \) with real quantized \( k \) couple to the zero-energy modes \( \psi_{L,R} \) via \( h_B \), we have

\[
\langle \psi_{n,k} | h_B | \psi_L \rangle = -n \frac{B}{\sqrt{N}} \frac{\coth(1/2\xi)}{\sqrt{\coth(1/2\xi)}} |\sin kN|,
\]
\[
\langle \psi_{n,k} | h_B | \psi_R \rangle = \frac{B}{i\sqrt{N}} \frac{\coth(1/2\xi)}{\sqrt{\coth(1/2\xi)}} \sin kN,
\]

(1.39)

where \( |\sin kN| \) means the absolute value of \( \sin kN \). In the case with imaginary quantized \( k = i\kappa \), one has

\[
\langle \psi_{n,i\kappa} | h_B | \psi_L \rangle = -i\sqrt{w} \frac{B}{\sqrt{N}} \frac{\coth(1/2\xi)}{\sqrt{\coth(1/2\xi)}},
\]
\[
\langle \psi_{n,i\kappa} ^* | h_B | \psi_R \rangle = -n \sqrt{w} \frac{B}{\sqrt{N}} \frac{\coth(1/2\xi)}{\sqrt{\coth(1/2\xi)}}.
\]

(1.40)

Using the four matrix-elements above, we can calculate the corrections to all single particle energies due to the TRS breaking perturbation. From here one clearly observes the emergence of the scale \( g = \alpha(\xi)\sqrt{NB} \), with \( \alpha(\xi) = \coth(1/2\xi) \) for Model I. This consideration analytically shows the nature of the scale \( g \), which was extracted numerically from the universal finite-size corrections to the energy.

1.5.3 Evolution of spectrum with the TRS breaking field

One can calculate the eigenvalues of the effective low-energy matrix to obtain the low-energy spectrum of the system. We do this for three different values of \( w = Nm \):
Figure 1.13: (Color online) Several low-lying energy levels of the effective matrix around $E = 0$ plotted as a function of $g$ varying from 0 to 10. Fig. 1.13a depicts the spectrum for $w = 2$. It describes how 4-MF state is smoothly connected to 0-MF state. The evolution of the lowest energy levels, depicted as light gray (blue and yellow) lines, shows how the zero-energy modes merge into the bulk. The bulk energy levels (black lines) also experience change. Fig. 1.13b depicts the spectrum for $w = 0$ (criticality). It shows non-trivial behavior: the edge-modes, shown in light grey (blue), obtain finite energy and finally merge into the bulk. The energy levels of bulk modes deviate from Majorana CFT values when $g$ increases from 0, and then converge to Majorana CFT values when $g \to +\infty$. Fig. 1.13c depicts the spectrum for $w = -2$. The zero-energy modes in 2-MF obtain finite energy, which is proportional to $e^{-\lambda |w|}$, indicating that the localization length of edge modes changes.

(i) At $w = 2$ we trace the topological transition from 4-MF phase (at $g = 0$) to 0-MF phase (at finite $g$); (ii) At $w = 0$ we trace the topological transition from tricriticality, (at $g = 0$), which represents an example of gapless SPT phase with two boundary Majorana modes, to the trivial critical phase; (iii) At $w = -2$ we trace evolution of the spectrum of the topologically ordered 2-MF phase with the TRS breaking field and show that the localized Majorana modes remain localized even in the presence of finite $g$. The low-energy spectra of the model in these three situations are shown in Fig. (1.13):

- Fig. (1.13a) describes the evolution of the low-energy spectrum with scale $g$, when the 4-MF phase smoothly transitions to the 0-MF phase without closing the bulk gap. We clearly observe that four zero-energy modes get gapped and merge into the bulk band. At the same time, the energy levels of bulk modes also acquire a sensitivity to $g$. We will analyze their $g$-dependence afterward.
• Fig.(1.13b) describes the evolution of the low-energy spectrum starting from tricriticality at $g = 0$, and upon increasing of $g$. We see that the zero-energy modes merge into the bulk band, and the energy level of each of the bulk mode is lifted by one "step" up, occupying the spot of the next higher band at $g = 0$. This happens when $g$ increases from 0 to 10.

• Fig. 1.13c describes the $g$-dependence of the low-energy spectrum of the topologically ordered 2-MF state. Although the topology of 2-MF phase is robust with respect to the TRS breaking perturbation, the spectrum still exhibits some non-trivial behavior. The degeneracy of the zero-energy modes in 2-MF phase is being slightly lifted, but the discrepancy between the states is exponentially small and is proportional to $e^{-|w|}$. In fact, the localization length $\xi$ of the edge modes is changed: if for example we consider the tricriticality corresponding to the upper tricritical point if the phase diagram 1.5a (which has the coordinates $(0, 1)$ in that diagram), then $\xi$ changes from $\xi_-(g = 0)$ to $\xi_+(g = \infty)$. We note that $g = 0$ when the TRS is preserved ($B = 0$), while $g \to \infty$ is achieved at the thermodynamic limit when the system size is $N \gg 1/(\alpha B)^2$.

In Sect.(1.5.1) we considered the low-energy sector at the tricriticality ($g = 0$) and showed it is composed of MFT states, and the zero-energy modes at the tricriticality are protected by the higher-energy band. Thus the low-energy spectrum at the tricriticality, which is labeled by $E(m, g)$, is given by

$$E(m, 0) = \pm \left\{ 0, \sqrt{m^2 + k^2} | k \in \{Q_1(m) \ldots Q_N(m)\} \right\}$$

(1.41)

Here we observe that the low-energy spectrum away from tricriticality ($g \to \infty$, or, in practice, $g \gtrsim 10$) is given by

$$E(m, g) = \left\{ \pm \sqrt{m^2 + k^2} | k \in \{Q_1(-m) \ldots Q_N(-m)\} \right\}.$$  

(1.42)
Here the spectral gap, $m$, around the tricriticality is positive in the 4-MF and 0-MF phase, while $m$ is negative in the 2-MF phase.

From Eq. (1.41) and Eq. (1.42), one can observe that for the same value of $m$, the set of quantized momenta, $k$, is reversed ($\{Q_1(m) \ldots Q_N(m)\}$ becomes $\{Q_1(-m) \ldots Q_N(-m)\}$) when $g$ evolves from 0 to $\infty$. The fact is supported by the numerically calculated energy spectrum shown in Figs. 1.13a and 1.13c. Although at the criticality $Q(-0) = Q(0)$, Fig. 1.13b still yields a non-trivial interpolation between $E(m = 0, g = 0)$ and $E(m = 0, g = \infty)$, indicating the discussed in Sect. (1.4) non-trivial finite-size scaling effect.

The derivation of the closed analytical expression for the exact spectrum of the effective matrix is tedious since the edge modes $\psi_{L/R}$ couple to all other states. For small $g \ll 1$, one may use the quasiparticle picture at $g = 0$ and apply perturbation theory. We find that the energies of MFT-states corresponding to the bulk $|\psi_{n,k}\rangle$ states, and the edge-modes $|\psi_{L,R}\rangle$, acquire perturbative corrections proportional to powers of the scale $g$. In the limit $g \ll 1$ and $w = 0$, the energy, $\epsilon_e$, of the edge modes $\psi_{L/R}$ becomes

$$\epsilon_e \approx g^2/N, |w| = 0$$ (1.43)

For the asymptotic region where $g$ and $w$ satisfy $\sqrt{|w|e^{-|w|}} \ll g \ll 1$, $\epsilon_e$ is given by

$$\epsilon_e \approx \begin{cases} \frac{\sqrt{2}}{|w|^2} g^2/N & \text{for } w \ll -1 \\ \sqrt{2w}g/N & \text{for } w \gg 1 \end{cases}$$ (1.44)

At $w \gg 1$, the linearity coefficient $\sqrt{2w} \gg 1$. This implies that the edge modes in 4-MF phase are unstable with respect to the TRS breaking perturbation. On contrary,
at \( w \ll -1 \), the coefficient \( \sqrt{2}/|w|^3 \to 0 \), indicating stability of edge modes in the 2-MF phase.

**1.5.4 Function at \(|w|, g \ll 1\)**

The ground state energy at \(|w| \ll 1\) and \( g \ll 1 \) is obtained upon performing the summation of energy levels in the occupied band. At \(|w| \ll 1\), the quantization of momenta in the MFT yields only bulk modes (and no boundary modes associated with MFT), and the energies of bulk MFT states are \( \{\epsilon_l|0 \leq l \leq N-1\} \). There are, however, two Majorana edge modes protected by the topological index of the higher band. The energies of these edge modes (defined as \( \psi_{L/R} \) in the previous section) are defined as \( \pm \epsilon_e \). The ground state energy of the system will thus read

\[
E_G = -\frac{1}{2} \epsilon_e - \frac{1}{2} \sum_{l \geq 0} \epsilon_l. \tag{1.45}
\]

This expression can further be simplified by rewriting the summation in the ground state energy (both, the summation in \( \epsilon_e \) and the summation over \( l \) in Eq. (1.45)) via a Cauchy contour integral,

\[
E_G = -\frac{1}{4} \oint_C \frac{dk}{2\pi i} [E_{m,g}(k)q_+(k) + E_{m,0}(k)q_-(k)]. \tag{1.46}
\]

Here \( q_\pm(k) = \partial_k \ln(\cos \frac{1}{2}(Nk+\delta_m) \pm \frac{\pi}{4}) \), \( \tan \delta_m = k/m \), \( E_{m,g}(k) \approx \sqrt{m^2 + k^2 + 8g^2/N^2} \) (since here \(|w| \ll 1\)). The contour \( C \) encircles all poles of \( q_\pm(k) \) in the complex plane, but it avoids the branch cut line of \( E(m,g) \) along the complex line \( z = ix \) with \( x \geq \sqrt{m^2 + 8g^2/N^2} \).

Upon taking the derivative of \( q_\pm(k) \), one can obtain the bulk energy, \( N\epsilon \), and the boundary energy, \( b \), as follows:
\[ N \epsilon = \int_{-\pi}^{\pi} \frac{dk}{2\pi} [E_{m,g}(k) + E_{m,0}(k)] N/4 \]
\[ b = \int_{-\pi}^{\pi} \frac{dk}{2\pi} [E_{m,g}(k) + E_{m,0}(k)] \partial_k \delta_m/4. \] (1.47)

Then the combination \( E_G - N \epsilon - b \) is the energy responsible for finite size corrections to the ground state energy, \(-f/N\). After performing a contour integration, we find the finite size scaling function, \( f(w, g) \), given by the following integral:

\[
f(w, g) = -\int_{\sqrt{8g^2+w^2}}^{\infty} \frac{dz}{2\pi} E_{w,g}(z) \partial_z \ln(1 + e^{-2z-2\delta_w(z)}) - \int_{w}^{\infty} \frac{dz}{2\pi} E_{w,0}(z) \partial_z \ln(1 + e^{-2z-2\delta_w(z)}).
\] (1.48)

So, we see that \( f(w, g) \) is a function of \( w \) and \( g \). One can evaluate this integral at \( w = 0 \) and \( g \ll 1 \), yielding the following asymptote

\[
f(0, g) - f(0, 0) \simeq \frac{1}{\sqrt{\pi}} g^2 \log g,
\] (1.49)

where \( f(0, 0) = \pi/24 \).

### 1.6 The Hamiltonian and boundary entropy

In this section, we work out the second quantized formalism for the low energy Hamiltonian at criticality. We show that the boundary entropy is a universal function of the scale \( g \) for Models I, II, III.

#### 1.6.1 The low-energy Hamiltonian

In second quantization, for the MFT modes, \( \psi_{n,k} \) and \( \psi_{L/R} \) given by Eq.(1.37), one defines the corresponding quasiparticle operators, \( \hat{\psi}_{n,k} \) and \( \hat{\psi}_{L/R} \). The particle-hole symmetry of the theory is reflected in the following property of \( \hat{\psi}_{n,k} \): \( \hat{\psi}^\dagger_{+,-k} = \hat{\psi}_{-,k} \).
Thus, we only keep one operator with positive energy, \( \hat{\psi}_k \equiv \hat{\psi}_{n,k} \). We remind that \( \hat{\psi}_L \) and \( \hat{\psi}_R \) are two localized Majorana fermion operators: \( \hat{\psi}_L = \hat{\psi}_L \) and \( \hat{\psi}_R = \hat{\psi}_R \).

Consider the effective matrix corresponding to the Model I at the criticality \( m = 0 \), see Sec.(1.5). The corresponding low-energy Hamiltonian is given by

\[
H = \sum_{k \in Q(0)} k \hat{\psi}_{k}^{\dagger} \hat{\psi}_{k} + \frac{\alpha(\xi) B}{\sqrt{N}} (\hat{\psi}_k - \hat{\psi}_k^\dagger) \hat{\psi}_L + \sin(kN) \cdot \frac{\alpha(\xi) B}{\sqrt{N}} \frac{i}{k} \hat{\psi}_L \hat{\psi}_R \tag{1.50}
\]

where \( Q(0) \equiv \{ \pi/2N + m\pi/N | m = 0, 1, \ldots, N-1 \} \). Here the upper bound for \( m \) is \( N - 1 \), since the lattice spacing is chosen to be unity.

In the continuum limit, when the lattice spacing \( a \to 0 \), the Hamiltonian above becomes equivalent to

\[
H = \frac{1}{2} \int_{-\infty}^{+\infty} dx \left( \hat{\psi}_c^\dagger(x) \hat{\psi}_c(x) \right) (m(x) \sigma_z - i \sigma_y \partial_x) \left( \hat{\psi}_c(x) \right) + \frac{\alpha(\xi) B}{\sqrt{2}} \left( \hat{\psi}_c^\dagger(0) + \hat{\psi}_c(0) \right) \hat{\psi}_L + \left[ \hat{\psi}_c^\dagger(N) - \hat{\psi}_c(N) \right] \hat{\psi}_R \tag{1.51}
\]

Here \( \hat{\psi}_c(x) \) is the generic spinless fermion annihilation operator at continuous space coordinate \( x \), satisfying \( \{ \hat{\psi}_c(x), \hat{\psi}_c^\dagger(x') \} = \delta(x-x') \). Operators \( \hat{\psi}_L/R \) correspond to two localized Majorana fermion operators, satisfying \( 2 \hat{\psi}_{L/R}^2 = 1 \), and the mass term, \( m(x) \), is given by

\[
m(x) = \begin{cases} 
0 & 0 < x < N \\
+\infty & x < 0, x > N 
\end{cases}
\]

From Eq.(1.51), one may formulate the corresponding action and conclude that \( \alpha(\xi) B \) drives the boundary RG flow from the bulk Ising criticality with two localized Majorana boundary modes (gapless SPT phase) to the bulk Ising criticality without localized Majorana boundary modes (gapless trivial phase). Scaling dimension of \( \alpha(\xi) B \) is 1/2 so the dimensionless \( g = \alpha(\xi) \sqrt{NB} \) emerges as invariant scale under
RG flow. The Hamiltonian in Eq.(1.51) is consistent with the action proposed in the literature\cite{51, 52}, which is used to describe the boundary Ising chain. In the model of boundary Ising chain, boundary magnetic field drives the RG flow from free boundary condition\cite{53, 54} to fixed boundary condition.

1.6.2 The boundary entropy

The boundary entropy is defined by the logarithm of universal non-integer degeneracy\cite{47}, which only depends on the universality class of the conformally invariant boundary condition\cite{53, 54}. In practice, one can obtain the boundary entropy via calculating the Von-Neumann entropy\cite{55}. Given the system defined on an interval $M$, one can partition it into two subsystems consisting of two intervals, $A$ and $B$. Von-Neumann entropy measures the entanglement between two subsystems. Let $\rho$ be the density matrix of system $M$ and $\rho_A := \text{tr}_B \rho$ is the reduced density matrix of $A$. Von-Neumann entropy is then defined as $S = -\text{tr}_A \rho_A \log \rho_A$. In the following, we will focus on the system with boundaries: $M = (0, N)$, $A = (0, l)$ and $B = (l, N)$.

For critical lines around the tricriticality, we find that the von-Neumann entropy is given by

$$S = \frac{c}{6} \log(2l) + c_1/2 + S_B(\alpha B \sqrt{l})$$

(1.52)

where $c_1$ is non-universal constant and $S_B(\alpha B \sqrt{l})$ is the boundary entropy. We show that $S_B(\alpha B \sqrt{l})$ is universal for Models I, II, III and the low-energy Hamiltonian Eq.(1.51). It is depicted in Fig.(1.14). This result is consistent with that reported in the literature on the universal flow of boundary entropy\cite{56, 57, 51}.

1.7 Conclusions

In this chapter, we report the existence of quantum tricriticality in Models I, II, and III, which separates topologically ordered, SPT, and trivial phases of the
system. We study the finite size corrections to the ground state energy and find that it is a universal function of a new dimensionless scale, $g = \alpha \sqrt{NB}$, where $B$ is the symmetry-breaking field. Thus, around the tricriticality, the finite size corrections are determined by two variables, $w = Nm$, and $g$. We derive the effective low-energy theory corresponding to these models and show the emergence of the scale $g$ that describes the evolution of the low-energy spectrum with $B$. We analytically calculate the asymptotes of the universal finite-size scaling function, $f(w, g)$. Finally, we show that the scale $g$ emerges in the boundary entropy, which is shown to be universal for three models.

We conjecture that the universal finite-size double-scaling function should emerge not only for coupled Majorana chains considered in this work, but also for other models which support SPT, topologically ordered, and trivial phases. In the free fermion classification[14, 35, 36], only Majorana chains can support such phases. However, one may find such tricriticalities in interacting models, including the spin chains, which are beyond the free fermion classification. For example it is interesting to investigate the finite size effects in critical spin chains perturbed by a TRS breaking scalar

---

**Figure 1.14:** (Color online) Boundary entropies of Models I, II, III and the low-energy effective Hamiltonian Eqs.(1.50) and Eq.(1.51). All curves fall into same universal curve representing the universal boundary entropy.
chirality operator[58, 59]. The tricriticality may also exist in interacting Majorana chains [19, 60, 61, 62, 63, 17], since 4-MF and 2-MF are both stable in the presence of interactions, which preserve the time-reversal symmetry and fermion-parity symmetry. The behavior of finite-size scaling function in interacting systems, including the spin chains and higher dimensional systems with TRS breaking is beyond the scope of the section, and is left for future studies.
CHAPTER 2

ABSENCE OF CONFORMAL SYMMETRY: THE $z = 2$ QUANTUM LIFSHITZ CRITICALITIES IN TOPOLOGICAL CHAINS

The text of this chapter has been adapted from Ref [64].

2.1 Introduction

A class of criticalities separate gapped symmetry protected phases\cite{17, 18, 15} (SPTs) and topologically trivial ones. At these criticalities usually the system disperses linearly, $\epsilon = \pm v_F k$, around the Fermi surface, and the low-energy effective physics is described by conformal field theories\cite{1, 3, 46} (CFTs). Several universal features characterize conformal critical points. One notable feature for quantum one-dimensional (1D) systems is the universal finite-size amplitude\cite{2} together with the emergence of the universal characteristic of CFTs, the central charge, $c$. Namely, the finite-size correction to the ground state energy $E(L)$, e.g., in case of open boundary condition (b.c), always contains a universal term $c\pi/24L$. The other universal feature is the logarithmic entanglement entropy\cite{65}, e.g., $S \sim c\ln(L)/6$ in the case of periodic b.c.

Topologically distinct and gapped phases are reached by adding the mass to the CFT criticalities\cite{66}. A simple example is the hamiltonian $h(i\partial_x) = v_F \sigma_y i\partial_x + m\sigma_x$ and sign$(m)$ is an integer to distinguish phases. Here $\sigma_{x,y}$ are Pauli matrices. Universal features also appear around the topological phase transitions\cite{33}, e.g., the finite-size correction emerges as a universal function of scale, $\omega = mL$. 
Recently, it has been observed that CFT critical phases can have non-trivial topology and host boundary modes. Such criticalities are dubbed symmetry-enriched criticalities[67, 68, 69] or called gapless SPTs[70, 49]. At the transition between two symmetry-enriched CFTs, non-CFT criticalities can emerge[71]. The simplest case is the Lifshitz criticality[72, 73, 74, 75, 76, 77, 78] with dynamical exponent \( z = 2 \). Its role as a criticality between gapless SPTs is similar to CFT critical points separating gapped SPTs. Namely, one can reach topologically distinct gapless phases by adding velocity term \( v \) to \( z = 2 \) critical point. A simple Hamiltonian illustrates this fact,

\[
h(-i\partial_x) = v\sigma_y(i\partial_x) + u\sigma_x\partial_x^2.
\]  

(2.1)

Here \( v \) is the velocity, and \( u \) is the curvature of the spectrum. The case with \( v = 0 \) corresponds to a non-CFT criticality, referred to as \( \Pi \) throughout this chapter. With appropriate boundary conditions, one can find the eigenstate, \( \psi(x) \), of the Hamiltonian Eq. 2.1, exhibiting boundary modes at \( \text{sign}(v) > 0 \) which however disappear at \( \text{sign}(v) < 0 \). Thus, adding velocity perturbations to the \( z = 2 \) criticality generates two gapless phases: one topologically trivial and another non-trivial. This finding is supported by the detailed calculation in the Sec. 4.4.

In spite of its fundamental role of describing transitions between symmetry-enriched CFTs, the understanding of universal features of \( z = 2 \) critical points (with the dispersion \( \epsilon \sim \pm k^2 \)) is still lacking. In this chapter, we aim to understand the universal properties of \( \Pi \) criticality from two aspects: the study of the energy and entanglement entropy of the ground state. To this end, we consider two concrete lattice models and develop the low energy field theoretical description of the criticality. Lattice models considered below are Majorana/Kitaev chains[14, 71] with next-nearest neighbor terms from BDI symmetry class[34, 14, 35, 36] and the generalized Su-Schrieffer–Heeger (SSH) model[23, 79] with next-next-nearest neighbor terms belonging to the AIII symmetry class.
Figure 2.1: (Color online) Entanglement entropy \((S - S_0)/2n\) is plotted versus \(l/L\). Here \(S_0\) is the non-universal constant entropy, \(l\) is the size of subsystem, \(n = 1/2\) for the Majorana chain in BDI class and \(n = 1\) for the SSH model in AIII class. Three sets of data, including entropy of the Majorana chain, SSH model, and low energy theory, all fall into the same *universal* curve. The function, representing the plotted curve, is exactly the \(l/L\)-dependent term in Eq. 2.3.
The first result of the present chapter corresponds to the ground state energy \( E(L) \) as a function of the system size, \( L \). At open boundary condition, the finite-size corrections\[80, 81, 82\] to \( E(L) \) exhibit a universal behavior and read

\[
E(L) = L\epsilon + b - nu J \frac{L^2}{L^2} + O(L^{-3}),
\]  

(2.2)

Here \( \epsilon \) is average bulk energy, \( b \) is the boundary energy, and \( n \in \mathbb{Z}^+ / 2 \) depends on degrees of freedom of the underlying field theory: \( n = 1/2 \) for the Majorana chain and \( n = 1 \) for the SSH model under consideration. The amplitude \( J \) is \( J \approx 0.887984 \), which is universal for two lattice models and the low-energy field theory giving the same value. This indicates a possible set of rich phenomena of finite-size scaling functions around this criticality\[33, 83, 84\]. We have checked that velocity perturbations modify \( A \) into a universal scaling function of \( \omega = Lv \), and the function is sensitive to the topological nature of CFTs.

We also find that the entanglement entropy\[65\] exhibits an interesting dependence on \( l/L \). At periodic b.c, the von Neumann entropy of the maximally-entangled ground state is given by

\[
S \approx S_0 + 2n \cdot \left[ \frac{l}{L} \ln \left( \frac{L}{l} - 1 \right) - \ln \left( 1 - \frac{l}{L} \right) \right].
\]  

(2.3)

Here \( l \) is the length of the subsystem, and \( S_0 \) is a non-universal constant. At the limit \( l/L \ll 1 \), \( S \) has a simple asymptote \( \sim (l/L) \log(l/L) \), which is non-logarithmic. The \( l/L \)-dependent term is found to be universal, plotted in Fig. 2.1. Below we start with a definition of lattice models and observe the emergence of \( \Pi \) criticality.

### 2.2 Lattice models and criticality

We consider two concrete one-dimensional lattice models supporting the Lifshitz \( \Pi \) criticality. One is the Majorana chain, containing both nearest site and next-nearest
site hoppings and pairings. The Hamiltonian is given by

\[ H_{\text{Majorana}} = \sum_n t_0 \tilde{\gamma}_n \gamma_n + t_1 \tilde{\gamma}_n \gamma_{n+1} + t_2 \tilde{\gamma}_n \gamma_{n+2}. \]  

Here \( \{\gamma_n, \tilde{\gamma}_n\} \) are two Majorana fermions at the same physical site, and constants \( t_i \in \mathbb{R} \), with \( i = 0, 1, 2 \). The model is schematically shown in Fig. 2.2a. Note that the model belongs to the BDI class of Cartan’s classification of symmetric spaces. A critical line of the model, where the gap closes, corresponds to the case \( t_2 + t_0 = t_1 \).

One can observe three distinct critical behaviors in this situation: (1) when \( 0 < t_2/t_1 < 1/2 \), the low-energy sector is described by Majorana CFT and two localized Majorana modes. (2) When \( 1 > t_2/t_1 > 1/2 \), the low-energy description is a single Majorana CFT. (3) At \( t_2 = t_0 = t_1/2 \), the \( \Pi \) criticality emerges around \( k = \pi \) in the Brillouin zone. The Hamiltonian around the Fermi surface, in Bogoliubov-de-Gennes (BdG) formalism, can be written as

\[ H_{FS} = u \int dx \Psi^\dagger(x) \sigma_x \partial_x^2 \Psi(x). \]  

Here \( \Psi(x) = (\psi(x), \psi^\dagger(x))^T \) and \( \psi(x) \) is the spinless fermion operator in the continuous space.

The second model under consideration is the generalized SSH model belonging to the AIII symmetry class. The model is schematically shown in Fig. 2.2b. The Hamiltonian includes nearest-neighbor and next-next-nearest neighbor hoppings of fermions \( c(\dagger) \) and is given by

\[ H_{\text{ssh}} = \sum_n u_0 c_{n,A}^\dagger c_{n,B} + \sum_{i=1,2} u_i c_{n,B}^\dagger c_{n+i,A} + \text{h.c.} \]  

The model is defined on a bipartite lattice with \( A \) and \( B \) sublattices and real hopping parameters. It has a similar phase diagram as the model of Majorana chains identified
Figure 2.2: (Color online) Models with three unit cells are plotted to illustrate the hoppings and pairings. (a) Majorana chain. A single fermion is decomposed into two Majorana fermions, shown as blue and red dots. Black lines represent $t_0$ and dashed green/yellow lines represents $t_1/t_2$ hoppings (and pairings) in Eq. 3.9. (b) SSH model. Black/cyan rectangular dots represent $A/B$ sublattices. Black, green and yellow lines represent $u_0$, $u_1$ and $u_2$ hoppings in Eq. 2.6.

above. Here the criticality $\Pi$ emerges around $k = \pi$ when $u_0 = u_2 = u_1/2$. Now the Hamiltonian around the Fermi surface is described by Eq. 2.5 but with $\Psi(x) = (\psi_A(x), \psi_B(x))$.

Below, we will identify a set of universal properties inherent for theories at $\Pi$ criticality and present the low-energy field theory description of the system yielding these universal properties.

2.3 Universal finite-size amplitude

The present section studies the finite-size correction to the ground state energy, $E(L)$, of the system at open boundary conditions at criticality $\Pi$.

In the lattice models under consideration, the computation of the finite-size amplitude of the ground state is similar to the method used in references[33], that was applied to CFT criticalities. The method has an error bar, $\sim L^{-1}$. Here we report the results for the SSH model and Majorana chain: we pick $L = 500$ and $A$ is found to
be 0.88441 for the SSH model and 0.88440 for the Majorana chain. Compared to the value of $A$ below Eq. 2.2, errors are at the expected order, $\sim 10^{-3}$. The amplitude $A$ is universal because it originates from the long-wavelength degrees of freedom around the Fermi surface. Below, we will validate this point by deriving the amplitude $A$ from the low energy theory.

2.3.1 Quantization condition

Consider the Hamiltonian Eq. 2.1 at $v = 0$. One special property of the operator $\sigma_x \partial_x^2$ is that the free wave and the bound states can belong to the same subspace of it. Namely, the eigenstates are $\psi_k(x) = \exp(ikx) \cdot \chi_-$ and $\psi_{ik}(x) = \exp(-kx) \cdot \chi_+$, which lie in the same energy level $\epsilon_k = uk^2$. Here $\chi_\pm$ satisfy $\sigma_x \chi_\pm = \pm \chi_\pm$ and $k \in (-\pi, \pi)$.

Now assume $h(-i\partial_x)$ acts on coordinate dependent wavefunctions with $x \in (0, L)$ and we impose open boundary conditions on wavefunctions. Namely, one has $\psi_1(0) = \partial_x \psi_1(0) = 0$ corresponding to the ”left” boundary, and $\psi_2(L) = \partial_x \psi_2(L) = 0$ corresponding to the ”right” boundary. These conditions describe the continuity of the wavefunction around boundaries, when one imposes the infinite velocity outside the segment $(0, L)$. Note that the wavefunction with the energy $\epsilon_k$ can be generally written as $\varphi_k(x) = \sum_{s=\pm} a_s \psi_{sk}(x) + b_s \psi_{isk}(x)$. Upon searching for solutions $\varphi_k(x)$, which obey the open boundary conditions, one arrives at the quantization condition (QC) of the momentum,

$$\cos kL + 1/\cosh kL = 0, \quad 0 < k < \pi,$$

different from conventional QC of Ising CFTs (that being $\cos kL = 0$). When $kL \gg 1$ in Eq. 2.7, the difference between the abovementioned QCs is exponentially small. However, when $kL \sim 1$, the difference is not negligible anymore. This difference indicates that there could be non-trivial finite-size effects. Solutions to Eq. 2.7 are shown in Fig. 2.3.
Figure 2.3: (Color online) Plot of the quantization condition in Eq. 2.7. The green curve plots the function $f(x) = \cos x + 1/\cosh x$ with $x = kL$. Intersections between $f(x)$ and $x$-axis determine quantized values of $k$. The first quantized value, located around $x_0 \simeq 1.875$, is marked by a red cross. This value deviates from the first quantized value in Ising CFT, $\pi/2$. Quantitatively, the order of the amplitude $J$ can be argued from this deviation: the deviation in the spectrum level is given by $x_0^2 - (\pi/2)^2 \sim 1$, which is the order of $J$. 
2.3.2 Ground state energy

To compute the ground state energy, one must perform summation over all the quasi-particle energies below the Fermi surface. Namely, \( E(L) = -u \sum_{k \in QC} k^2 \). Note that all quantized solutions \( k \) of Eq. 2.7 are involved in the ground state energy. Summation in \( E(L) \) can be written as a contour integral. Defining \( z = kL \), \( f(z) = \cos z + 1/\cosh z \) and taking the analytical continuation of \( f(z) \), one finds

\[
E(L) = -\frac{1}{2L^2} \oint_C \frac{dz}{2\pi i} z^2 \partial_z \ln f(z). \tag{2.8}
\]

Here \( C \) is the contour in complex plane \( z = x + iy \), shown in Fig. 2.4.

\[
E_{G.S.} = -\frac{1}{2L^2} \oint_C \frac{dz}{2\pi i} z^2 \partial_z \ln \left( \frac{e^{iz} + e^{-iz}}{2} + \frac{2}{e^z + e^{-z}} \right). \tag{2.9}
\]

Now let us consider the upper part of the contour, \( C^+ = (i\delta, +2\pi L + i\delta) \), in the complex space of the integration variable \( z \). The contribution to the \( E_{G.S.} \) that corresponds to this upper part of the contour can be decomposed into

\[
E_+ = -\frac{1}{2L^2} \int_{i\delta}^{2\pi L + i\delta} \frac{dz}{2\pi i} z^2 \partial_z \left\{ \ln e^{-iz} + \ln \left( \frac{e^{2iz} + 1}{2} + \frac{2e^{iz}}{e^z + e^{-z}} \right) \right\}. \tag{2.10}
\]

The first term in the integral gives \((2\pi)^2/3L\), which is exactly the bulk energy. Thus, the finite size effect comes from the second term.

2.3.3 Finite-size amplitude

We single out the finite-size contribution from \( E_+ \) and find that it is given by

\[
J_+ \equiv \int_{i\delta}^{4\pi L + i\delta} \frac{dz}{2\pi i} z^2 \partial_z \ln \left( \frac{e^{2iz} + 1}{2} + \frac{2e^{iz}}{e^z + e^{-z}} \right). \tag{2.11}
\]
Since the integrand at the arc is exponentially small, one could deform the contour into the form shown by the (red) dashed line in Fig.2.4. Also, we define a new variable $z = x\alpha$ with $\alpha = e^{i\pi/4}$ and rewrite $J_+$ as

$$J_+ = -\int_0^{+\infty} \frac{dx}{4\pi} x^2 \partial_x \ln \left( \frac{e^{2ix\alpha} + 1}{2} + \frac{2}{e^{\sqrt{2}x} + e^{-i\sqrt{2}x}} \right).$$

(2.12)

Here $\alpha = e^{i\pi/4}$. The "−" sign emerges due to the deformation of the contour. Upon rescaling $x$ by $x \to \sqrt{2}x$, one obtains

$$J_+ = -\int_0^{+\infty} \frac{dx}{8\pi} x^2 \partial_x \ln \left( \frac{e^{(i-1)x} + 1}{2} + \frac{2}{e^x + e^{-ix}} \right).$$

(2.13)

Note there are also finite-size contributions coming from the other three segments, namely $(-i\delta, +2\pi L - i\delta)$ and $(\pm i\delta, -2\pi L \pm i\delta)$. All contributions add to the expression below,

$$J = -\operatorname{Re} \int_0^{+\infty} \frac{x^2 dx}{\pi} \frac{\frac{1}{2}(i-1)(e^{-x} + e^{ix}) - 2(e^x + e^{-ix})^{-1}(e^x - ie^{-ix})}{\cos x + \cosh x + 2}$$

(2.14)

Then one can take the real part of the integral and arrive at the following expression:

$$J = \int_0^{+\infty} \frac{x^2 dx}{2\pi} \frac{1}{\cos x + \cosh x + 2} \left( e^{-x} + \cos x + \sin x + 4 \frac{1 + (\cos x - \sin x)e^{-x}}{1 + 2 \cos x e^{-x} + e^{-2x}} \right)$$

One can numerically evaluate the convergent integral over the single real-variable, $x$, and obtain the numerical value of the amplitude, $J$.

This analytically found constant matches the value of $J$ presented below Eq. 2.2. The value of $n$ can also be argued from the low-energy sector: $n = 1/2$ for BDI class is due to the property that the operator $\Psi(x) = (\psi(x), \psi^\dagger(x))^T$ is counted as $1/2$ degree of freedom, while $n = 1$ for AIII class is due to the fact that $\Psi(x) = (\psi_A(x), \psi_B(x))^T$ can be counted as $1$ degree of freedom. In this way, we proved the Eq. 2.2.
Figure 2.4: (Color online) Contours of integration. The blue contour $C$ corresponds to Eq. 5.17. One can deform the contour $C$ to $D$ (the red lines), since the integrand on the arc (the black line) is exponentially small and the function $\ln f(z)$ is holomorphic when $\text{Re}(z) \neq 0$ and $\text{Im}(z) \neq 0$. 
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2.4 Anomalous entanglement entropy

The other universal data, which can be extracted from the Hamiltonian, is the entanglement entropy $S$. Below we take the Majorana chain as an example to illustrate the emergence of the anomalous entanglement. The consideration for the SSH model is similar.

At first glance, one may observe the eigenstates of Eq. 2.5 are not different from those of the gapped Hamiltonian (where one replaces $k^2 \rightarrow m$ and $m \neq 0$). Thus one expects short-ranged correlations and constant (non-universal) entanglement entropy, known as features of a gapped 1D quantum system. However, the presence of zero-modes at the Fermi surface changes the situation. With periodic boundary conditions, the $k = 0$ eigenstate leads to the double degeneracy of the ground state. Tracing the maximally-entangled ground state, we find that the asymptotic correlation function is given by

$$\langle \eta_{\alpha}(x)\eta_{\beta}(y) \rangle \simeq e^{\alpha,\beta 2i \frac{2i}{L} e^{ik_F(x-y)}}, \text{ when } |x - y| \gg 1 \text{ and } \alpha, \beta = 1, 2. \quad (2.15)$$

Here we relabeled the Majorana fermions $\eta_1(x) = \gamma_x$ and $\eta_2(x) = \tilde{\gamma}_x$ for the convenience, $\epsilon_{\alpha,\beta}$ is rank-2 anti-symmetric tensor, $L$ is the size of the system, $k_F = \pi$ is the Fermi momentum. So this $L$-dependent long-range correlation originates from $k = 0$ zero modes at the Fermi surface. For free fermions, the correlation function encodes the information of entanglement spectrum[85, 86]. It is reflected by a simple fact, $\langle \eta_{\alpha}(x)\eta_{\beta}(y) \rangle = \text{tr}(\eta_{\alpha}(x)\eta_{\beta}(y)\rho_O)$. Here $O$ is a subsystem and $x, y \in O$.

To find entanglement entropy, one has to find all eigenvalues of the correlation matrix, $\langle \eta_{\alpha}(x)\eta_{\beta}(y) \rangle$, with the subsystem of length $l$. Here from the long-range correlation in Eq. 2.15, we find that there is only one non-trivial eigenvalue that has the form $|1 - (2l/L)|$. One can obtain the corresponding value in the entanglement spectrum via solving $\tanh(\epsilon_0/2) = |1 - (2l/L)|$. This gives $\epsilon_0 = \log(L/l - 1)$. Subsequently, the $\epsilon_0$ results in the non-trivial entropy in Eq. 2.3. At the limit $l/L \ll 1$,
the asymptotic expression of $S$ is $\sim l/L \log(l/L)$. The form is highly-nontrivial, as it is a non-logarithmic function. But its magnitude is weaker than a pure logarithmic function[87]. Below we give a detailed derivation of the entanglement entropy.

### 2.4.1 Correlation function

Without losing generality, we start from a rotated Hamiltonian given by $H = \int_0^L dx \Psi^\dagger(x) \partial_x^2 \sigma_z \Psi(x)$. For BDI symmetry class, $\Psi(x) = [\psi(x), \psi^\dagger(x)]$. Under the periodic boundary conditions, the eigenstates are simply free wavefunctions. They can be cast in the form

$$\varphi_k(x) = \frac{1}{\sqrt{L}} e^{ikx}(0, 1). \quad (2.16)$$

Thus the quasi-particle operator is given by

$$\hat{\varphi}_k = \frac{1}{\sqrt{L}} \sum_x e^{ikx} \psi^\dagger(x) = \frac{1}{2\sqrt{L}} \sum_x e^{ikx} [\eta_1(x) - i\eta_2(x)]. \quad (2.17)$$

As usual, we decomposed the fermion operator into Majorana fermions $\psi(x) = \frac{1}{2} [\eta_1(x) + i\eta_2(x)]$. Thus one can find that the Majorana operators diagonalizing the system are given by

$$b_k^1 = \frac{1}{\sqrt{L}} \sum_x (\eta_1(x) \cos kx + \eta_2(x) \sin kx) \quad (2.18)$$

$$b_k^2 = \frac{1}{\sqrt{L}} \sum_x (\eta_1(x) \sin kx - \eta_2(x) \cos kx) \quad (2.19)$$

With the diagonalizing Majorana fermions, one can evaluate the correlation function of $\eta$-Majorana fermions,

$$\langle \eta_\alpha(x_i) \eta_\beta(x_j) \rangle = I + \frac{i}{L} \sum_m \begin{pmatrix} -\sin k_m(x_i - x_j) & -\cos k_m(x_i - x_j) \\ \cos k_m(x_i - x_j) & -\sin k_m(x_i - x_j) \end{pmatrix} \quad (2.20)$$
where summation over $m \in \mathbb{Z}$ has to be performed. This can be done for diagonal and off-diagonal independently as follows:

- For the diagonal matrix element one obtains a Kronecker $\delta$ upon switching to integration:
  \[
  \langle \eta_1(x_i)\eta_1(x_j) \rangle \simeq i\delta_{i,j} - \frac{i}{2\pi} \int_{-\pi}^\pi dk \sin k(x_i - x_j) \simeq i\delta_{i,j}. \tag{2.21}
  \]

- Then we compute the non-diagonal correlators:
  \[
  \langle \eta_1(x_i)\eta_2(x_j) \rangle = -\frac{i}{2\pi} \int_{-\pi}^\pi dk \cos k(x_i - x_j) = -i\delta_{i,j}. \tag{2.22}
  \]

The conclusion is that

\[
\langle \eta_1(x_i)\eta_1(x_j) \rangle \simeq i\delta_{i,j}, \quad \langle \eta_1(x_i)\eta_2(x_j) \rangle \simeq -i\delta_{i,j}. \tag{2.23}
\]

The absence of the $\sim 1/x$ decaying correlation, as opposed to the Ising CFT, is because the degeneracy here is rather trivial. Namely, $\varphi_k$ and $\varphi_{-k}$ share the same vector part, namely $(0,1)$. Recall that the degeneracy of $k$ and $-k$ in CFT is non-trivial: the vector parts of $\varphi_k$ and $\varphi_{-k}$ are two different eigenstates of $\sigma_z$.

Up to now, the correlation looked like the massive ones. Now we uncover a straightforward fact that there exists zero-mode, defined by

\[
\hat{\psi}_0 = \frac{1}{\sqrt{L}} \sum_x \psi(x) = \frac{1}{2\sqrt{L}} \sum_x [\eta_1(x) + i\eta_2(x)]. \tag{2.24}
\]

This zero-mode is not considered in the previous ground state. In the BDI class, the ground state is double degenerate. We define the first ground state $|GS\rangle_0$ to be

\[
\hat{\psi}_k |GS\rangle_0 = 0, \quad k \in (-\pi, \pi) \tag{2.25}
\]
In fact, this ground state is rather trivial. It is simply the vacuum state of the field operators $\psi(x)$. From the redundancy description, this ground state is simply filling the negative band. Now we define the second ground state as

$$|GS\rangle_1 = \chi_0^\dagger|GS\rangle_0$$  \hspace{1cm} (2.26)$$

The previous calculation concerned only $|GS\rangle_0$. Now we perform the calculation for $|GS\rangle_1$. The calculation is similar to the previous case with only difference coming from the zero mode. Namely, take the compensation of the contribution when the zero-mode is not occupied. It gives the correlation function evaluated with $|GS\rangle_1$,

$$\langle \eta_1(x_i)\eta_2(x_j)\rangle_1 \simeq -i\delta_{i,j} + \frac{2i}{L}(-1)^{x_i-x_j}$$  \hspace{1cm} (2.27)$$

One may use the following $2 \times 2$ matrix as the building block for the $2N \times 2N$ matrix:

$$\langle \eta_\alpha(x_i)\eta_\beta(x_j)\rangle_1 = \begin{pmatrix} \delta_{i,j} & -i\delta_{i,j} + \frac{2i}{L}(-1)^{x_i-x_j} \\ i\delta_{i,j} - \frac{2i}{L}(-1)^{x_i-x_j} & \delta_{i,j} \end{pmatrix}$$  \hspace{1cm} (2.28)$$

In the asymptotic limit $|x_i - x_j| \gg 1$, one obtains Eq. 2.15 of the main text.

### 2.4.2 The entanglement entropy

We obtain the entanglement entropy for the free fermion system under consideration by directly diagonalizing the non-diagonal part of the correlation matrix. To this end, we consider the correlation matrix of the form

$$C_{i,j}^{\alpha,\beta} = \begin{pmatrix} 0 & \delta_{ij} - \frac{2}{L}(-1)^{x_i-x_j} \\ -\delta_{ij} + \frac{2}{L}(-1)^{x_i-x_j} & 0 \end{pmatrix}$$  \hspace{1cm} (2.29)$$
The matrix is antisymmetric. Now let us reconstruct a single-particle Majorana fermion Hamiltonian that gives the correlation matrix Eq. (2.29):

$$H_C = \frac{i}{4} \sum_{i,j} \left( \delta_{ij} - \frac{2}{L} (-1)^{x_i-x_j} \right) \gamma_{1,i} \gamma_{2,j} + h.c. \quad (2.30)$$

Here $\gamma_{\alpha,i}$ is an artificial Majorana fermion operator, and the index $\alpha = 1, 2$. One can prove that the eigenvalues of the $C$-matrix in Eq. (2.29) are the same as the ones for the $H_C$ operator. Then let us diagonalize the Hamiltonian by introducing the fermion operators, $a_i = (\gamma_{1,i} + i \gamma_{2,i})/2$. Such a substitution leads to the following quadratic fermionic Hamiltonian:

$$H_C = \sum_{j=1}^{l} a_j^\dagger a_j - \frac{2}{L} \sum_{i=1,j=1}^{l} (-1)^{x_i-x_j} a_i^\dagger a_j \quad (2.31)$$

where $l$ is the size of subsystem we take. Here, let us focus on the second term and define

$$\hat{y} = \frac{1}{\sqrt{l}} \sum_{i=1}^{l} a_i e^{i \pi x_i} \quad (2.32)$$

It is straightforward to check that $\hat{y}$ is still a fermionic operator, $\{\hat{y}, \hat{y}^\dagger\} = 1$. Thus $H_C$ becomes

$$H_C = \sum_{j=1}^{l} \left( a_j^\dagger a_j - \frac{1}{2} \right) - \frac{2l}{L} \left( \hat{y}^\dagger \hat{y} - \frac{1}{2} \right). \quad (2.33)$$

This yielded the diagonal form of the fermionic Hamiltonian, $H_C$. The positive energies of the single particle spectrum thus read

$$\left| 1 - \frac{2l}{L} \right|, 1, 1 \ldots, 1. \quad (2.34)$$
Note that $1 - \frac{2l}{L} \geq 0 \iff 2l \leq L$. If $2l > L$, the positive eigenvalue becomes $\frac{2l}{L} - 1$.

Thus one can cast the non-trivial eigenvalues of $H_C$ in the form

$$1 - \frac{2l}{L}, \quad \text{if } 2l < L, \quad \frac{2l}{L} - 1, \quad \text{if } 2l > L.$$  \hspace{1cm} (2.35)

This indicates that only zero modes introduce nontrivial correlation while all other modes give trivial correlation. If $\epsilon$ denotes the entanglement spectrum, we can find it from the solution of the following relation:

$$\tanh \frac{\epsilon}{2} = 1 - \frac{2l}{L}. \hspace{1cm} (2.36)$$

Thus the eigenvalues of the correlation matrix in a subsystem $l$ are the same with the number of 1’s in the spectrum being $l - 1$. Then we could find the entanglement spectrum from the set of values

$$\epsilon = \log \left( \frac{L}{l} - 1 \right), \quad \text{if } l \leq L/2; \quad \epsilon = \log \left( \frac{L}{L-l} - 1 \right), \quad \text{if } l \geq L/2. \hspace{1cm} (2.37)$$

The entanglement entropy can be expressed as the sum over the entanglement spectrum[88, 89],

$$S = \sum_n \log \left( 2 \cosh \frac{\epsilon_n}{2} \right) - \frac{\epsilon_n}{2} \tanh \frac{\epsilon_n}{2}. \hspace{1cm} (2.38)$$

Here $\{\epsilon_n\}$ denotes the entanglement spectrum and the summation is performed over all values in the entanglement spectrum. Trivial terms corresponding to $\epsilon = \infty$ give zero contribution to the entropy. Thus we only need to keep track of the non-trivial contribution. Since there is a symmetry between $l$ and $L-l$, we can only focus on
the calculation for the case $2l < L$. Before performing the calculations, we need the following identities for any real variable $x$:

\[ 2 \cosh \log x = x + \frac{1}{x}, \quad \tanh \log x = \frac{x^2 - 1}{x^2 + 1}. \]  

Having these, one can take $x = \sqrt{L/l - 1}$ and putting together Eqs. 2.37, 2.38, 2.39, one finds

\[ S = \log \left( \frac{L}{L - l} \right) + \frac{l}{L} \log \left( \frac{L}{l} - 1 \right). \]  

This is the main result in the chapter. Now we simplify Eq. 2.40 in two limiting cases:

- The limit of a small subsystem, $l \ll L$. Here first term in the expression for the entanglement entropy is approaching to zero due to the linear in $l/L$ prefactor. Namely,

\[ \log \left( \frac{L}{L - l} \right) \simeq \frac{l}{L} + O(l^2/L^2), \quad \text{if } l \ll L \]  

Similarly, we have

\[ \frac{l}{L} \log \left( \frac{L}{l} - 1 \right) \simeq \frac{l}{L} \log \frac{L}{l} + O(l^2/L^2), \quad \text{if } l \ll L \]  

Thus in this limit, within the $O(l/L)^2$ accuracy,

\[ S \simeq \frac{l}{L} \ln \left( \frac{eL}{l} \right) \]  

where $e$ is the Euler number. The asymptotic behavior is obviously non-logarithmic in $l$. 
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• The limit of a large subsystem, $2l \simeq L$. Firstly, exactly at $L = 2l$, the entanglement entropy is found to be $S = \log 2$. It is the typical result of a gapped system. Writing $\delta l = L/2 - l$, one thus has

$$S = \log \left( \frac{1}{1/2 + \delta l/2L} \right) + (1/2 - \delta l/L) \log \left( \frac{2}{1 - 2\delta l/L} - 1 \right)$$

$$\simeq \log 2 + O \left( \frac{\delta l}{L} \right)^2 .$$

This indicates that the entanglement entropy, $S$, in this limit approaches its maximal value of $\log 2$ in this limit.

2.5 Velocity perturbation of the $z = 2$ Lifshitz criticality

In this section, we exactly solve the noninteracting system described by the Hamiltonian Eq. 2.1 with open boundary conditions and in the presence of the velocity, $v$, perturbation to $u$. Here we derive the quantization condition corresponding to the system with open boundary conditions. This calculation supports the point made in the introduction suggesting that $\text{sgn}(v)$ can distinguish topological phases and also provides an asymptotic departure from the zero-velocity momentum quantization condition.

As the first step we consider the matrix equation for the eigenstates of the system

$$\begin{pmatrix} 0 & v\partial_x + u\partial_x^2 \\ -v\partial_x + u\partial_x^2 & 0 \end{pmatrix} \psi(x) = E \psi(x).$$

For a given energy $E = \epsilon_k = \sqrt{v^2k^2 + u^2k^4} \equiv ukr$, where $\kappa = \sqrt{k^2 + v^2/u^2}$, there exists four normalized eigenvectors corresponding to that energy level. These are given by
\[ \psi_k(x) = \frac{1}{\sqrt{2L}} e^{ikx} \left( \frac{-i\kappa k + \kappa^2}{\kappa} \left( -1 \right) \right) , \quad \psi_{\kappa}(x) = \sqrt{\frac{1}{1 - e^{-2\kappa L}}} e^{-\kappa x} \left( \sqrt{\kappa - v/u} \right) \]

\[ \psi_{-k}(x) = \frac{1}{\sqrt{2L}} e^{-ikx} \left( \frac{i\kappa k + \kappa^2}{\kappa} \left( -1 \right) \right) , \quad \psi_{-\kappa}(x) = \sqrt{\frac{1}{e^{2\kappa L} - 1}} e^{\kappa x} \left( \sqrt{\kappa + v/u} \right) \]

(2.46)

Under the open boundary conditions, we seek for the general solution of Eq. (2.45) in the form

\[ \psi = C_1\psi_k + C_2\psi_{-k} + C_3\psi_{\kappa} + C_4\psi_{-\kappa} \]

with real coefficients \( C_i \in \mathbb{R}, i = 1 \ldots 4 \). These coefficients can be determined from the condition

\[
\begin{pmatrix}
 e^{-i\theta} & e^{i\theta} & \sqrt{\kappa - v/u} & \sqrt{\kappa + v/u} \\
 ike^{-i\theta} & -ike^{i\theta} & -\kappa\sqrt{\kappa - v/u} & \kappa\sqrt{\kappa + v/u} \\
 -e^{ikL} & -e^{-ikL} & e^{\kappa L}\sqrt{\kappa + v/u} & e^{\kappa L}\sqrt{\kappa - v/u} \\
 -ike^{ikL} &ike^{-ikL} & -\kappa e^{-\kappa L}\sqrt{\kappa + v/u} & \kappa e^\kappa L\sqrt{\kappa - v/u} \\
\end{pmatrix}
\begin{pmatrix}
 C_1 \\
 C_2 \\
 C_3 \\
 C_4 \\
\end{pmatrix} = 0,
\]

(2.47)

where \( e^{-i\theta} \) is defined by

\[ e^{-i\theta} = \frac{-iv/u + k}{\sqrt{v^2/u^2 + k^2}} \]

The existence of solution implies \( \det(M) = 0 \), where \( M \) is the \( 4 \times 4 \) matrix in the left-hand-side of Eq. (2.47). This condition gives the quantization condition for the momenta in the presence of the finite velocity as

\[
Q_\omega(y) \equiv \frac{2(1 + \omega^2)}{\cosh(\sqrt{\omega^2 + y^2})} + \left[ \cos y \left( 2 + 2\frac{\omega^2}{y^2} + \frac{\omega^4}{y^4} \right) - \left( \frac{2\omega}{y} + \frac{\omega^3}{y^3} \right) \sin y \right] \\
-\frac{\omega}{y} \sqrt{1 + \omega^2} \left[ \left( 2 + \frac{\omega^2}{y^2} \right) \cos y - \frac{\omega}{y} \sin y \right] \tanh(\sqrt{y^2 + \omega^2}) = 0
\]

(2.48)

where \( y \equiv kL \) and \( \omega \equiv L v/u \). Analytically solving the transcendental Eq. 2.48 is a cumbersome task. The study of the properties of quantized \( k \) is beyond the scope of the present chapter, and we leave it for future works. However, one can perform an asymptotic analysis. Below we examine the asymptotic limits for both boundary and bulk modes.
Consider the limit $|\omega| \gg 1$ and $y \ll 1$. This limit describes well the existence of boundary modes or absence thereof. In this limit, one finds that at positive $\omega > 0$, a real solution for $y$ exists and it is found as $y \simeq 2\omega e^{-\omega}$. For negative $\omega < 0$, there is no real solution for $y$, indicating the absence of boundary zero-mode. Further, one can estimate the energy of boundary modes at $\omega > 0$, which is given by

$$
\epsilon_b = \frac{u}{L^2} \sqrt{\omega^2 y^2 + y^4} = \frac{u(2\omega e^{-\omega})}{L^2} \sqrt{\omega^2 + (2\omega e^{-\omega})^2} \simeq \frac{2u\omega^2 e^{-\omega}}{L^2}.
$$

(2.49)

If we express the energy in terms of the constants $u$ and $v$, we will have $\epsilon_b = 2u^{-1}v^2 e^{-Lv/u}$. The energy vanishes exponentially when $v/u \to \infty$. The exponential decay is the property corresponding to the topological degeneracy. We have also checked that the wavefunction is exponentially localized at the boundary. This concrete result supports our argument concerning the sign of $\text{sgn}(v)$, discussed in the introduction.

Consider the limit $1 < y \ll \omega$. In this limit, one finds that the quantization condition can be approximated by

$$
Q_\omega(y_n + \delta y) \simeq (-1)^{n+1} \left( \frac{3\omega}{2y_n} - \frac{\omega^2}{2y_n^2} \delta y \right),
$$

where

$$
y_n = \frac{(2n + 1)\pi}{2}
$$

is the CFT quantization condition

This indicates that at large $\omega \gg 1$, the condition $Q_\omega(y_n + \delta y) = 0$ translates into $\delta y = 3y_n/\omega$. This, in turn, indicates that at large $\omega$, the $Q_\omega(y)$ converges to the CFT quantization condition at a "speed" of $3/\omega$ as $\omega \to \infty$.

These calculations represent the first step for deriving the finite-size scaling function describing deviation from the gapless Lifshitz point. However, the transcendent
nature of the QC Eq. (2.48) makes it challenging to derive the form of the finite-size scaling function analytically. For this reason, we defer this analysis to forthcoming studies.

### 2.6 Conclusions

For the criticality $\Pi$ with quadratic dispersion, $\epsilon \sim \pm k^2$, we find a universal finite-size amplitude $J$ as the coefficient in front of $L^{-2}$ term in the ground state energy of the system. The magnitude of $J$ is anomalously large as it is of the order of one. There exist rich phenomena in finite-size scaling functions around this criticality[33, 83, 84]. For example, with Eq. 2.1 at $v \neq 0$, a universal finite-size scaling emerges as a function of the scale $Lv$, and the function has a peak at the topological side. In principle, the Lifshitz criticality can also be enriched by symmetries. In that case, the presence of boundary modes around the Fermi surface and in case of breaking of some discrete symmetries (including the chiral symmetry and the time-reversal symmetry), one expects the emergence of a non-monotonic universal function of some scaling variable. This is an interesting and open problem.

The entanglement of the ground state is also found to be non-trivial, carrying a non-logarithmic entropy. This originates from the zero modes at the Fermi surface. Compared to CFTs, zero modes play a more crucial role at the criticality $\Pi$. This offers an opportunity to observe the effects of zero modes in the fermionic field theory[90, 91, 92]. Similarly, one can also explore the behaviors of entanglement entropy and boundary entropy[53, 52, 47, 93] around $\Pi$.

Effects of interactions are not explored in the present work. The exciting question is establishing the interacting theory of the low energy sector of $\Pi$ criticality. This question is beyond the scope of the Luttinger liquid[4, 5], where mostly the linear dispersion is considered.
PART II: CHIRAL SYMMETRY BREAKING IN GRAPHENE
CHAPTER 3

EMERGING PERSISTENT FRIEDEL OSCILLATIONS

The text of this chapter has been adapted from Ref. [94].

3.1 Introduction

Graphene, a single-atom-thick honeycomb sheet of carbon atoms[95, 96], possesses unusual material characteristics as compared to other 2D electron systems. Having high electron mobilities, the particles in Graphene are orders of magnitude faster than in silicon; they conduct heat much more efficiently than in diamond and conduct current order of magnitude better than in copper. Among other unique properties, Graphene is transparent and impermeable to most gases and liquids, including helium[97]. It is harder than diamond and more elastic than fiber carbon at the same time.

Unique electronic properties of Graphene[98, 99, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110, 111, 28, 112, 113, 114, 115, 116, 117, 118, 119, 29, 120, 121, 122, 123, 124, 125, 126, 127, 128, 129, 97] stem from the fact that it is single-atom-thick. It supports carriers with Dirac-like dispersion. When doping is low, the Fermi level is located in the close vicinity of $K$ and $K'$ points in the Brillouin zone. The reason for this is that Graphene quasiparticles possess chiral properties related to the two-sublattice structure of the honeycomb lattice. The latter also implies that the lattice unit cell contains two sites (atoms), leading to a “pseudospin” degree of freedom.

One of the most prominent effects in regular 2D electron systems is the interaction-induced zero-bias anomaly in the tunnel density of states (DOS). For small impurity
concentration, this anomaly can be traced to the fact[130] that impurities are dressed with Friedel oscillations of the electron density[131] which falls off as $1/r^2$ with distance, $r$, from the impurity. Modification of the wave functions due to scattering of electrons from the dressed impurities gives rise to the singular correction to the self-energy. Upon the advent of Graphene, the calculations similar to that in 2D gas,[102, 100, 108] indicated that the zero-bias anomaly in Graphene is absent. The underlying reason for this absence is that, with matrix underlying Hamiltonian of spin-orbit type, the backscattering of electrons is forbidden[132]. As a result, the Friedel oscillations in Graphene falls off faster than in 2D gas, as $1/r^3$.

Since [102, 108, 100] the Friedel oscillations in Graphene were studied in tiniest details, both analytically within continuum approximation and numerically, within tight-binding approximation. The results are summarized in the review[133].

Application of a magnetic field turns the spectrum of Graphene into a ladder of non-equidistant Landau levels. The corresponding perturbation of the electron density around an impurity can be cast into a sum over these levels[133, 125]. Still, at elevated temperatures, the discreteness of the Landau levels does not manifest itself, and the behavior of the Friedel oscillations with distance becomes quite a nontrivial issue. A natural expectation is that a weak, non-quantizing magnetic field, modifies the Friedel oscillations in Graphene in the same way as in the 2D electron gas[134]. By causing the curving of the semiclassical trajectories, the field gives rise to the position-dependent magnetic phase, and, thus, breaks the periodicity of the oscillations. Still, the decay law of the oscillations remains the same as in a zero field. In fact, such an intuitive reasoning, in application to Graphene, is wrong. It is not only the phase but also the magnitude of the Friedel oscillations that exhibits a crucial dependence on the magnetic field.

In the present chapter we consider this question systematically and find the field-dependent form of the Friedel oscillations. We shed light on the nature of the mag-
netic field modification. Our key finding is that the potential oscillates anomalously. Namely, it does not fall off with distance, $r$, in a parametrically large interval. This omnipresent effect plays a central role in a variety of quantum many-body contexts in Graphene. The polarization operator (PO) is an essential quantity for the evaluation of interaction effects using the Feynman diagrams. The non-decaying part in the PO dramatically changes the power counting in the integrand expressing Feynman diagrams. From the new power counting, the magnetic effect may give rise to a new zero-bias anomaly in DOS of Graphene, modify to the quasi-particle lifetime and thermodynamics of Dirac electrons in the Fermi liquid regime. It may also induce new temperature dependence for the dc/ac conductivities\cite{135}. The obtained non-decaying Friedel oscillations open an avenue for controlled studies of magneto-transport. They also manifest themselves in field-related thermodynamic properties of Graphene and materials with a pseudo magnetic field such as randomly strained Graphene, stacked and twisted Dirac materials, and the properties of the wormholes in them\cite{136, 137, 138}.

The Hamiltonian that incorporates the $B$ field in Landau gauge reads $H = H_B + \hat{u}V_{\text{imp}}(r)$,

$$\hat{H}_B = v_F \left[(p_x - eBy)\hat{\Sigma}_x + p_y\hat{\Sigma}_y\right], \quad (3.1)$$

where $V_{\text{imp}}(r)$ is the short-ranged impurity potential, $v_F$ is the Fermi velocity and $\hat{\Sigma}_{x,y} = \hat{\sigma}_{x,y} \otimes \hat{\tau}_z$. One can define $\hat{\Sigma}_z = \hat{\sigma}_z \otimes \hat{\tau}_0$, together with $\hat{\Sigma}_{x,y}$, to form a $\text{su}(2)$-algebra. The Pauli matrices $\hat{\sigma}_{x,y,z}$ act in the space of $A$ and $B$ sublattices of the honeycomb lattice, $\hat{\tau}_z$ is the Pauli matrix distinguishing between two Dirac points ($K$ and $K'$) of the Graphene dispersion relation and $\hat{\tau}_0$ is the identity matrix. We consider the simplest case of the diagonal disorder $\hat{u} = u\hat{I}$, where $u$ is a scalar. The uniform field breaks the chiral symmetry near each Dirac point individually since, $p \cdot \hat{\Sigma}$, $\hat{\Sigma} = (\hat{\Sigma}_x, \hat{\Sigma}_y)$, does not commute with the Hamiltonian. It is this non-
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Figure 3.1: (Color online) Electrostatic potential, $V_H(r)$, is plotted vs. dimensionless distance $k_F r$ from the impurity [big (red) circle] in the presence of a weak magnetic field, $B$, in the range $1 \ll k_F r \ll k_F l^2$. The figure is obtained from Eq. (5.6) using a typical value of $p_0/k_F = 0.1$. The potential $V_H(r)$ is measured in units of $W_0 = k_F^3 g V(2k_F)/2\pi^2 v_F$. The amplitude of oscillations first decays as $1/r^3$ and then converges to a constant $\propto B^2$. The inset illustrates the classical trajectory of 2D electrons between 0 and $r$ in the presence of a weak magnetic field. $L$ is length of the arc, $r$ is the simply $|r|$ and $\theta(r)$, the angle of the arc, is approximately given by $r/k_F l^2$.

Commutativity, specific for graphene and other Dirac materials[139], that causes the observable modification of Friedel oscillations in a weak magnetic field, $B$. Quantitatively, the criterion of weak field is that the magnetic length, $l = (\hbar c/eB)^{1/2}$, is much larger than the de Broglie wavelength, $k_F^{-1}$. Below we show that weak field modifies the screened Coulomb potential[140, 141, 142] $V(r)$ to

$$V_H(r) = \frac{g V(2k_F)}{2\pi^2 v_F r^2} \left[ \frac{1}{r} \cos \left( \frac{2k_F r - p_0 r^3}{12} \right) + \frac{r^2}{2k_F l^4} \sin \left( \frac{2k_F r - p_0 r^3}{12} \right) \right].$$

(3.2)

Here $V(2k_F)$ is the $2k_F$ component of the interaction, while the impurity potential is treated in the Born approximation with $g = u \int d^2 r V_{\text{imp}}(r)$. There are two competing
terms. One can see that when the magnetic phase $p_0^3 r^3 \ll 1$ with $p_0^{-1} = (k_F l)^{4/3} / k_F$, the potential is decaying as a polynomial function, $\sim 1/r^3$. When $1 \ll p_0^3 r^3 \ll k_F r$, the potential is oscillating anomalously, with a constant amplitude. This persistent effect comes from the diagonal part $\hat{u} = u \hat{l}$ of impurity potential, while other non-magnetic impurity potentials do not contribute to $V_H(r)$ in the leading order in impurity scattering.

The chapter is organized as follows. In Sec.(3.2), we present a qualitative derivation of persistent Friedel oscillations, which follows from the semi-classical magnetic phase accumulated by the electron propagator. In Sec.(3.3), we present a thorough calculation of the polarization operator in the presence of a weak magnetic field and derive Friedel oscillations of electron density. The implications to interaction effects are discussed in Sec.(3.5). Concluding remarks are given in Sec.(3.6).

3.2 Qualitative discussion

In this section, we make a qualitative argument for new effects of Friedel oscillations in Eq. (3.2). Both modifications of Friedel oscillations, namely the phase $p_0^3 r^3$ in oscillations and the persistent part, can be understood semi-classically. The electron propagator, $G_{s,s'}(0,r)$, where $s = \pm$ represent $A/B$ sublattices, accumulates a phase, $k_{s,s'} L$, when electrons propagate along the semi-classical arc. Here $L$ is the length of arc shown in the inset of Fig. (3.1) and $k_{s,s'}$ is an effective momentum. The diagonal component of Dirac propagator, $G_{s,s}(0,r)$, can be understood as a propagator of the 2D electron gas with an effective Fermi energy $E_F^s = E_F [1 - s(2k_F^2 l^2)^{-1}]$ and an effective cyclotron frequency $\omega_0 = v_F (k_F l^2)^{-1}$. This yields an effective momentum $k_{s,s} = k_F [1 - s(2k_F^2 l^2)^{-1}]$ for diagonal propagators. While if $s \neq s'$, $k_{s,s'} = k_F$. Derivation is stated below.
3.2.1 Effective momentum

In this section, we give a derivation of effective momenta \( k_{s,s'} \), mentioned by the qualitative argument from maintext, in the operator formalism (summations over Landau levels). Since \( \hat{G}_K \) and \( \hat{G}_{K'} \), propagators at valley \( K \) and \( K' \), can be connected by \( \hat{\sigma}_z \hat{G}_K \hat{\sigma}_z = \hat{G}_{K'} \), we will only focus on the calculation of one valley, \( K \)-valley.

Under a magnetic field, the free Dirac electrons are transformed into ladders of Landau levels. The positive part of Landau levels are given by
\[
\omega_n = \sqrt{2} n v_F / l.
\]
Here \( v_F \) is the Fermi velocity and \( l \) is the magnetic length. The corresponding wave-function at \( K \)-valley is given by
\[
\psi_{n,k_z}(x) = \frac{1}{\sqrt{2}} \left( \varphi_{n-1,k_z}(x), -\varphi_{n,k_z}(x) \right),
\]
where \( \varphi_{n,k_z}(x) \) is the wave-function of \( n \)th Landau level of 2D electrons. Considering the positive Fermi energy \( E_F \), we only need to consider the Landau levels around \( E_F \). Then from definition of propagators, we get the following expression
\[
G_{s,s'}(x, x'; \omega) \simeq \frac{1}{2\pi} \int dk_x \sum_n \psi_{n,k_z}^s(x) \psi_{n,s,k_z}^{s'}(x') \times \frac{1}{\omega - \omega_n + i\delta \Theta(\omega - E_F)}. \tag{3.3}
\]
Here \( s, s' = \pm \) refer to \( A/B \) sublattice and \( \Theta(x) \) is the step function. The off-diagonal propagators could be expressed in terms of diagonal ones via the following expression
\[
G_{s,s'}(x, x'; \omega) = \frac{l^2 \omega p'}{v_F l^2} \left[ G_{11}^I(x, x'; \omega) - G_{22}^I(x, x'; \omega) \right] \tag{3.4}
\]
with \( \tilde{p}_\pm = \pm (y - y') - i(x - x') \). The derivation mainly involves the properties of Laguerre polynomials. Thus we could only focus on the Landau summations for diagonal propagators. One puts the expression of \( \psi_{n,k_z}(x) \) and finds
\[
G_{s,s'}(x, x'; \omega) \simeq \frac{1}{2} \int dk_x \sum_n \varphi_{n-(s+1)/2,k_z}(x) \varphi_{n-(s+1)/2,s,k_z}^*(x') \frac{1}{\omega - \omega_n}. \tag{3.5}
\]
One can transfer the index \( s \) into \((\omega - \omega_n)^{-1}\) by variable change \( n \to n - (s + 1)/2 \). This method yields
\[ G_{K}^{s,s}(x, x'; \omega) \simeq \frac{1}{2} \int \frac{dk_{x}}{2\pi} \sum_{n} \varphi_{n,k_{x}}(x)\varphi_{n,s,k_{x}}^{*}(x') \frac{1}{\omega - \omega_{n+(s+1)/2}}. \] (3.6)

We expand \( \omega_{n+(s+1)/2} = \sqrt{2n + (s + 1)v_{F}/l} \) around the Fermi energy and find

\[ \omega_{n+(s+1)/2} \simeq E_{F} \left( 1 + \frac{s}{2k_{F}^{2}l^{2}} \right) + (\delta n + 1/2) \frac{E_{F}}{k_{F}^{2}l^{2}} \]

Here it introduce an effective Fermi energy \( E_{F}(1 + s(2k_{F}^{2}l^{2})^{-1}) \) and effective cyclotron frequency \( \omega_{0} = E_{F}/k_{F}^{2}l^{2} \). Subsequently, the effective Fermi energy introduces an effective momentum by \( k_{s,s} = E_{F}^{s}/v_{F} \). One immediately see \( k_{s,s} = k_{F}(1 + s(2k_{F}^{2}l^{2})^{-1}) \).

One could use Eq. (3.4) to find that effective momentum in the off-diagonal Green functions is exactly the Fermi momentum. It indicates that \( k_{s,s}^{s,s'} = k_{F} \), if \( s \neq s' \).

Combining two facts, one could conclude that

\[ k_{s,s'} = k_{F} \left( 1 + \frac{s + s'}{4k_{F}^{2}l^{2}} \right) \] (3.7)

### 3.2.2 Implications of the effective momentum

The phase \( p_{0}^{3}r^{3} \) in the oscillations is due to the curving of the path. Semi-classically, the propagator acquires a magnetic phase \( k_{F}(L - r) \) because of the curving of trajectory. Since \( L = k_{F}l^{2}\theta, r = 2k_{F}l^{2}\sin(\theta/2) \) and \( \theta(r) \simeq r/k_{F}l^{2} \), the magnetic phase \( k_{F}(L - r) \) becomes equal to \( p_{0}^{3}r^{3}/24 \). The PO involves a product of two propagators, and thus the magnetic phase in PO is doubled. This is exactly the magnetic phase of Friedel oscillations.

The persistent part of Friedel oscillations originates from the deviation of \( k_{s,s'} \) from \( k_{F} \). The effective momentum implies spin-dependent magnetic phases, \( \sim (k_{s,s} - k_{F})r = -sr(2k_{F}l^{2})^{-1} \) of diagonal propagators. Although the phase is spin-dependent, it does not depend on the valleys. The phase could then be expressed compactly, \( -\theta(r)\hat{\Sigma}_{z}/2 \). The PO involves a trace of two propagators. Using the fact that Pauli
matrices are traceless and $\text{tr} \hat{\Sigma}_z^2 \neq 0$, the leading magnetic contribution to PO is from a square of $\theta(r)$, namely $\theta(r)^2 \propto r^2/k_F^2l^4$. This is the new amplitude of the second term in Eq. (3.2).

Importantly, the anomalous effect in Eq. (3.2) persists even at high temperatures, $T \sim T_0 \equiv v_Fp_0$, which is much higher than the cyclotron energy. The temperature scale, $T_0$ can be derived qualitatively. Quasi-classically, the electron propagator accumulates a dynamical phase $k_FL$ along the arc (see the inset in Fig. 3.2). The condition $k_F(L - r) \sim 1$ can be cast in the form $r \sim p_0^{-1}$, since $k_F(L - r) \propto (p_0r)^3$. Then, the spatial scale $p_0^{-1}$ translates into the energy scale $v_Fp_0$. This, in turn, sets the temperature scale, $T_0$.

3.3 The polarization operator

In this section, we show the emergence of persistent Friedel oscillations by calculating the PO rigorously in the momentum space. We start from the summation over Landau levels for PO and then develop a low energy effective theory around the Fermi level. We show how the spin-dependent magnetic phase of the gauge-invariant electron propagator manifests itself in the matrix elements of PO. Using the obtained form of the PO, we derive the Friedel oscillations and observe their persistent behavior. Finally, we discuss the smearing of anomalies in the PO under a weak magnetic field.

3.3.1 Summation over Landau levels

We start from a general expression for the PO in the momentum space

$$\Pi(k; \omega) = \sum_{n,n'=0}^{\infty} \sum_{s,s'=\pm} n_F(s'\omega_{n'}) - n_F(s\omega_n) \left| M_{s,s';k}^{n,n'} \right|^2,$$

where $n_F(\omega)$ is the Fermi-Dirac distribution, while the frequencies, $\omega_n$, are given by $\omega_n = (2n)^{1/2} v_F/l$. The quantities $M_{s,s';k}^{n,n'}$ are the matrix elements of $\exp (ikr)$ between
the states \( |s, n \rangle \) and \( |s', n' \rangle \). Since the wave functions are the vectors consisting of the oscillator states \( n \) and \( n + 1 \), the square of the matrix element can be expressed via the generalized Laguerre polynomials, \( L_n^n \), as follows

\[
|M_{s,s',k}^{n,n'}|^2 = (-1)^{n'-n} \frac{e^{-x}}{\pi l^2} \left[ L_{n'-1}^{n-n'}(x)L_{n-1}^{n-n'}(x) + L_{n'-1}^{n-n'}(x)L_{n-1}^{n-n'}(x) + 2ss'(\frac{n}{n'})^{1/2} L_{n'-1}^{n'}(x)L_{n}^{n'}(x) \right].
\]

(3.9)

where \( x = k^2l^2/2 \). The summation in Eq. (3.8) is performed over two valleys and two spins. However, the main contribution comes from the states near the Fermi level, \( E_F \), which we assume to be positive. This allows to set \( s = s' = 1 \) in Eq. (3.9). The condition that the magnetic field is weak can be cast in the form, \( N_F \gg 1 \), where \( N_F = k_F^2l^2/2 \) is the number of Landau levels with energies between \( \epsilon = 0 \) and \( \epsilon = E_F \).

To perform the summation over \( n \) and \( n' \) it is convenient to use the following integral representation of the Laguerre polynomials

\[
L_n^m(x) = \frac{1}{2\pi} \int_0^{2\pi} \frac{d\theta}{(1 - e^{i\theta})^{n+1}} \exp \left\{ \frac{xe^{i\theta}}{e^{i\theta} - 1} - im\theta \right\}.
\]

(3.10)

In the vicinity of the Kohn anomaly, \( k \approx 2k_F \), we have \( x \gg 1 \). Under this condition, the major contribution to the integral Eq. (3.10) comes from the vicinity of \( \theta = \pi \).

In the vicinity of the Kohn anomaly, \( k \approx 2k_F \), we have \( x \gg 1 \). Under this condition, the major contribution to the integral Eq. (3.10) comes from the vicinity of \( \theta = \pi \).

Substituting \( \theta = \pi + \psi \) into the integrand and expanding with respect to \( \psi \), we get

\[
L_n^m(x) \approx \int \frac{d\psi}{2\pi} \frac{1}{2^n+1} \exp \left[ \frac{x}{2} + i\pi m + i\phi_m^n(\psi) \right],
\]

(3.11)

where the phase \( \phi_m^n(\psi) \) is given by \( \phi_m^n(\psi) = \left( \frac{\pi}{4} - m - \frac{n+1}{2} \right) \psi + \frac{x\psi^3}{48} \). The last term in the brackets originates from the denominator in Eq. (3.10) expanded and exponentiated. This term is important since \( n \approx N_F \) and, thus, \( n \gg 1 \).
From Eq. (3.11), and the form of $\phi_{n}^{n}(\psi)$, we conclude that the integrand in the product $L_{n'}^{-1}(x)L_{n}^{-n}(x)$ contains the phase

$$
\phi_{n'}^{-n}(\psi) + \phi_{n}^{-n}(\psi') = \left(\frac{x}{4} - \frac{n + n' - 1}{2}\right)(\psi + \psi') + x \left(\frac{1}{48} \psi^3 + \psi'^3\right),
$$

(3.12)

while the integrand in the product $L_{n'}^{-1}(x)L_{n}^{-n}(x)$ contains the phase

$$
\phi_{n'}^{-n}(\psi) + \phi_{n}^{-n}(\psi') = \left(\frac{x}{4} - \frac{n + n'}{2}\right)(\psi + \psi') + \frac{1}{2} (\psi - \psi') + x \left(\frac{1}{48} \psi^3 + \psi'^3\right).
$$

Substituting $\theta = \pi + \psi$ into the integrand and expanding with respect to $\psi$ yields the following integral representation for the square of the matrix element

$$
|M_{s,s',k}|^2 = \frac{1}{4\pi^2 \frac{d^2}{4}} \exp \left\{ i \frac{x}{48} (\psi^3 + \psi'^3) \right\} \left[ \sum_{\nu=\pm} \exp \left\{ i \left(\frac{x}{4} - \frac{n + n' + \nu}{2}\right)(\psi + \psi') \right\} \right.
$$
$$
- \left. 2 \exp \left\{ i \left(\frac{x}{4} - \frac{n + n'}{2}\right)(\psi + \psi') + i \frac{\psi - \psi'}{2} \right\} \right].
$$

(3.13)

Here the spin-dependent magnetic phase, the signal of chiral symmetry breaking, manifests itself in the matrix element as a small, but non-negligible, phases $\nu(\psi + \psi')$, with $\nu = \pm$. The negative sign in the second line is the result of the Berry phase $\pi$, which is specific for Dirac electrons. The two features are responsible for the main result of the section.

Since the main contribution to the sum in Eq. (3.8) comes from $n$ and $n'$ close to $N_F$, it is convenient to introduce the new variables $m = N_F - n$, $m' = -N_F + n'$. Then the summation in Eq. (3.8) can be performed with the help of the following identity

$$
\sum_{m,m'=-\infty}^{+\infty} \frac{n_F(\varepsilon_F + \frac{\sqrt{2}v_F}{2}m') - n_F(\varepsilon_F - \frac{\sqrt{2}v_F}{2}m)}{m' + m} 
\times \cos [(m' - m)\alpha + \beta] = -\frac{\pi^2 T \cos \beta}{\omega_0 \sinh(2\pi |\alpha|T/\omega_0)},
$$

(3.14)
where $\omega_0 = v_F (k_F l^2)^{-1}$ is the effective cyclotron frequency and $\alpha$, $\beta$ are real numbers. When applying the above identity to the summation in Eq. (3.8), we set $\alpha = y$ with $y \equiv 2^{-1} (\psi + \psi')$ and $\beta = 0$. As we will see in the next section, the integration over $y$ defines a characteristic scale, $y \sim (k_F l)^{-2/3}$. This scale for $y$ implies that the temperature damping term $A(T) \equiv T [\omega_0 \sinh(2\pi y T/\omega_0)]^{-1}$ is essentially temperature independent at $T \ll T_0$, namely $A(T) \approx 2 \pi (k_F l)^{2/3} - 1$. At $T \gg T_0$, the damping factor is important, as it becomes exponential: $A(T) \approx 2 T \omega_0^{-1} \exp(-\pi T/T_0)$. In the following, we work in the low temperature limit, $T \ll T_0$. This effect of persistent oscillation will survive up to $T \sim T_0$, while at higher temperatures the Friedel oscillations will be washed out.

### 3.3.2 The form of Polarization operator

Since the main contribution to the sum comes from $n$ and $n'$ close to $N_F$, it is convenient to introduce the new variables $m = N_F - n$, $m' = -N_F + n'$, so that the relevant $m$, $m'$ are much smaller than $N_F$. Note also, that the first terms in Eqs. (3.12), (3.13) measure the proximity of the momentum, $k$, to the Kohn anomaly $k \approx 2k_F$. Indeed, with $x = \frac{k^2 l^2}{2}$, we have $\frac{x}{4} - \frac{n + n'}{2} \approx \frac{k_F l^2}{2} \delta k - \frac{m - m'}{2}$, where $\delta k = k - 2k_F$. On other hand, the cubic terms in Eqs. (3.12), (3.13) are the smooth functions of $k$, so it is sufficient to replace $x$ by $\frac{k_F l^2}{2}$ in these terms. Using these notations in Eqs. (3.13), we rewrite the static polarization operator as a sum over $m$ and $m'$

$$
\Pi(k) = \sum_{m,m'} \frac{n_F(\omega_{N_F + m'}) - n_F(\omega_{N_F - m})}{\omega_{N_F + m'} - \omega_{N_F - m}} \times \frac{1}{4\pi^3 l^2} \int d\psi d\psi' \exp \left[ i \frac{k_F l^2}{24} (\psi^3 + \psi'^3) \right] 
\times \left[ \sum_{\nu = \pm 1} \exp \left\{ i \left( \frac{k_F l^2 \delta k}{2} - \frac{m' - m + \nu}{2} \right) (\psi + \psi') \right\} 
- 2 \exp \left\{ i \left( \frac{k_F l^2 \delta k}{2} - \frac{m' - m}{2} \right) (\psi + \psi') + i \frac{\psi - \psi'}{2} \right\} \right]. \quad (3.15)
$$

Subsequent steps rely on the relative smallness of $m$, $m'$. Using this smallness, we expand $\omega_{N_F - m} - \omega_{N_F + m'}$ as $\omega_{N_F - m} - \omega_{N_F + m'} \approx -\frac{\sqrt{2} v_F}{2l} (m + m')$, and replace the
difference $n_F(\omega_{N_F+m'}) - n_F(\omega_{N_F-m})$ by $n_F(\omega_{N_F+m'}) - n_F(\omega_{N_F-m}) \approx n_F\left(\epsilon_F + \frac{\sqrt{2}v_F}{2l}m\right) - n_F\left(\epsilon_F - \frac{\sqrt{2}v_F}{2l}m\right)$. Finally, we extend the summation over $m$ and $m'$ to $\pm\infty$.

The above simplifications allow to perform the summation over $m$ and $m'$ explicitly. This is achieved with the help of the identity in Eq.(3.14). Upon applying this identity, the polarization operator Eq. (3.15) acquires the form

$$\Pi(k) = -\frac{k_F}{2\pi^2 v_F^2} \int \frac{d\psi d\psi'}{4|\psi + \psi'|} \exp \left[ i \frac{k_F^2 l^2}{24} (\psi^3 + \psi'^3) \right] \times \left[ \sum_{\nu=\pm 1} \exp \left\{ i \left( \frac{k_F^2 l^2 \delta k}{2} - \frac{\nu}{2} \right) (\psi + \psi') \right\} \right] - 2 \exp \left\{ i \frac{k_F^2 l^2 \delta k}{2} (\psi + \psi') + i \frac{\psi - \psi'}{2} \right\}. \quad (3.16)$$

Define $2y = \psi + \psi'$, $2z = \psi - \psi'$. Then the double integral assumes the form

$$\Pi(k) = -\frac{k_F}{2\pi^2 v_F^2} \int dy dz \frac{4|y|}{4|y|} \exp \left[ i \frac{k_F^2 l^2}{12} \left( y^3 + 3yz^2 \right) \right] \left\{ \sum_{\nu=\pm 1} \exp \left( ik_F l^2 \delta k y - i\nu y \right) - 2 \exp \left( ik_F l^2 \delta k y + iz \right) \right\}.$$ 

We see that the exponents in both terms are the quadratic forms of $z$. Thus, with respect to $z$, the integrals of both terms are gaussian. The result of the integration reads

$$\Pi(k) \approx -\frac{1}{4\pi^3 v_F^2} \int dy \left\{ \sum_{\nu=\pm 1} \cos \left( k_F \delta k l^2 - \nu \right) y \right\} \left[ \frac{k_F^2 l^2 y^3}{12} + \frac{\pi}{4} \right] - 2 \cos \left[ k_F \delta k l^2 y + \frac{k_F^2 l^2 y^3}{12} - \frac{1}{k_F l^2 y} + \frac{\pi}{4} \right].$$

Equipped with Eq. (3.13) and (3.14), one can write the static PO, $\Pi(k) \equiv \Pi(k, 0)$, as a single integral with respect to variable $y$. To clarify two different effects in $\Pi(k)$, we
present $\Pi(k)$ as sum of two terms $\Pi_1(k) + \Pi_2(k)$. Here $\Pi_1(k)$ and $\Pi_2(k)$ are expressed by

$$\Pi_1(k) = -\frac{1}{4\pi^3/2\nu_F} \int_0^\infty dy y^{3/2} \times \left\{ \sum_{\nu=\pm1} \cos \left[ (k_F\delta k l^2 - \nu) y + \frac{k_F^2 l^2 y^3}{12} + \frac{\pi}{4} \right] \right\},$$

and

$$\Pi_2(k) = \frac{1}{2\nu_F\pi^{3/2}} \int_0^\infty dy y^{3/2} \left( \frac{1}{k_F^2 l^2 y} \right) \times \sin \left[ (k_F\delta k l^2 y + \frac{k_F^2 l^2 y^3}{12} + \frac{\pi}{4} \right].$$

Here $\delta k = k - 2k_F$ is the momentum measured from $2k_F$. Finite low-$y$ cutoff, $a$, of the order of the lattice spacing, does not affect the form of the Friedel oscillations. We will see that $\Pi_1$ and $\Pi_2$ are responsible for the two distinct contributions to the Friedel oscillations in Eq. (3.2).

Here we derive the PO in the real space. We start with the contribution Eq. (3.17). Transformation to the real space is accomplished by the following radial integral

$$\Pi(r) = \int_0^\infty kdk (2\pi)^{-1} J_0(kr)\Pi(k) \approx k_F \int_{-\infty}^\infty d\delta k (2\pi)^{-1} J_0(k_Fr)\Pi(k_F + \delta k)$$

where $J_0(x)$ is the zeroth-order Bessel function. Here we have used the fact that $\delta k \ll k_F$. In the domain, $k_F r \gg 1$, we can replace the Bessel function by the large-$x$ asymptote $J_0(x) \approx (2/\pi x)^{1/2} \cos (x - \frac{x}{2})$. The integration over $k$ sets $y = r(k_Fl)^{-1}$. Then the summation over $\nu$ in Eq. (3.17) yields

$$\Pi_1(r) = -\frac{k_F}{2\nu_F\pi^2 r^2} \sin \left( 2k_F r - \frac{p_0^3 r^3}{12} \right) \times \left[ \cos \left( \frac{r}{k_F l^2} \right) - 1 \right].$$

The effect of the weak magnetic field is not negligible if the magnetic phase $p_0^3 r^3 \sim 1$. From here, the characteristic scale for $y$ is $(p_0 k_F l^2)^{-1} = (k_F l)^{-2/3}$. Since we
consider the distances \( r \ll k_F l^2 \), i.e. much smaller than the Lamour radius, the magnitude of \( 2k_F r \) oscillations given by sin-function in the equation above can be further simplified to \( k_F (2v_F \pi^2 r^2)^{-1} (1 - \cos r/k_F l^2) = (4v_F \pi^2 k_F l^4)^{-1} \). The result for \( \Pi_1 \) describes the contribution to the oscillations of the electron density which do not decay with distance in the domain \( k_F^{-1} \ll r \ll k_F l^2 \). It reproduces the second term in Eq. (3.2).

Evaluation of the contribution \( \Pi_2(r) \) to the PO defined by Eq. (3.18) involves the same steps as evaluation of \( \Pi_1(r) \). The result reads

\[
\Pi_2(r) \approx \frac{1}{2\pi^2 v_F^3 r^3} \cos \left(2k_F r - \frac{p_0^3 r^3}{12}\right). \tag{3.21}
\]

It reproduces the first term in Eq. (3.2). The decay \( 1/r^3 \) is specific for Graphene, while the phase is the same as in 2D electron gas.

The the real space static PO, \( \Pi(r) \), determines the Hartree potential \( V_H(r) \), via modulation of the electron density \( \delta n(r) \) around the impurity. Within the Born approximation, \( \delta n(r) = g\Pi(r) \). Since the density modulation originates from the backscattering of fermions, \( \delta n(r) \) determines the Hartree potential as \( V_H(r) = V(2k_F)\delta n(r) \). As such, the Hartree potential \( V_H(r) \) is equivalent to \( gV(2k_F)\Pi(r) \).

### 3.3.3 Smeared anomalies

The spin-dependent magnetic phase, \( \theta(r)\hat{\Sigma}_z/2 \), leads to a new term, \( \Pi_1(k) \), in the PO, while the curving of path smears the existing anomaly in \( \Pi_2(k) \). We start from the momentum-space representation of the PO given in terms of the product of the Airy functions[143]. Then we differentiate Eq. (3.18) with respect to \( \delta k \) twice and obtain

\[
\Pi_2''(k) = -\left(v_F\sqrt{p_0 k_F}\right)^{-1} F(\delta k/p_0) \tag{3.22}
\]
The first derivative of $\Pi_1(k)$ is plotted versus the dimensionless $x = \delta k/p_0$. The red curve depicts $-2v_F \sqrt{k_F/p_0} \Pi_1'(k)/C = [Ai(x)Bi(x)]''/C$ versus $x$. Here $C$ is a positive constant, approximately equal to 0.12. The blue curve is $1/\sqrt{|x|^5}$, converging to $\Pi_1'$ when $x \gg 1$. The inset depicts $\Pi_2''(k)$. The black curve is $-v_F \sqrt{p_0 k_F} \Pi_2''(k) = Ai(x)Bi(x)$, demonstrating the smearing of the anomaly. The green represents $D \Theta(x)/\sqrt{|x|}$, namely the Kohn anomaly in PO in a zero field. $D$ is a positive constant, approximately equal to 0.16.

Figure 3.2: (Color online) Asymptote of derivative $\Pi_1'(k)$ is plotted versus the dimensionless $x = \delta k/p_0$. The red curve depicts $-2v_F \sqrt{k_F/p_0} \Pi_1'(k)/C = [Ai(x)Bi(x)]''/C$ versus $x$. Here $C$ is a positive constant, approximately equal to 0.12. The blue curve is $1/\sqrt{|x|^5}$, converging to $\Pi_1'$ when $x \gg 1$. The inset depicts $\Pi_2''(k)$. The black curve is $-v_F \sqrt{p_0 k_F} \Pi_2''(k) = Ai(x)Bi(x)$, demonstrating the smearing of the anomaly. The green represents $D \Theta(x)/\sqrt{|x|}$, namely the Kohn anomaly in PO in a zero field. $D$ is a positive constant, approximately equal to 0.16.
where \( F(z) \equiv \text{Ai}(z)\text{Bi}(z) \). This represents the smearing of the Kohn anomaly of the PO by the weak field. Inset of Fig. (3.2) illustrates how the anomaly get smeared.

Importantly, \( \Pi'_1(k) \) can also be obtained. We derive it as following. The first step is to redefine the variable \( t = (k_F l)^{2/3} y \). Then the PO can be written as

\[
\Pi_1(k) = \frac{(k_F l)^{1/3}}{4\pi^{3/2} v_F l} \int_0^\infty \frac{dt}{t^{3/2}} \sum_{\nu = \pm 1} \cos \left( \frac{\delta k}{p_0} + \nu \sqrt{\frac{p_0}{k_F}} \right) t \\
+ \frac{t^3}{12} + \frac{\pi}{4} - 2\cos \left( \frac{\delta k}{p_0} t + \frac{t^3}{12} + \frac{\pi}{4} \right) \right) \right). \tag{3.23}
\]

with the new cut-off \( a' = (k_F l)^{2/3} a \). The next step is to take the first derivative of \( \Pi_1(\delta k, 0) \) versus \( \delta k \)

\[
\Pi'_1(k) = -\frac{(k_F l)^{1/3}}{4\pi^{3/2} p_0 l v_F} \int_a^{a'} \frac{dt}{\sqrt{t}} \left\{ \sum_{\nu = \pm 1} \sin \left( \frac{\delta k}{p_0} + \nu \sqrt{\frac{p_0}{k_F}} \right) t \\
+ \frac{t^3}{12} + \frac{\pi}{4} - 2\sin \left( \frac{\delta k}{p_0} t + \frac{t^3}{12} + \frac{\pi}{4} \right) \right) \right). \tag{3.24}
\]

Here we use the integral expression of product of Airy functions

\[
\text{Ai}(z)\text{Bi}(z) = \frac{1}{2\pi^{3/2}} \int_0^\infty dt \frac{1}{\sqrt{t}} \sin \left( zt + \frac{\pi}{4} + t^3/12 \right).
\]

Then we write \( \Pi'_1(\delta k, 0) \) as summation of three Airy functions

\[
\Pi'_1(k) = -\frac{(k_F l)^{1/3}}{2p_0 l v_F} \left\{ \sum_{\nu = \pm 1} \text{Ai} \left( \frac{\delta k}{p_0} + \nu \sqrt{\frac{p_0}{k_F}} \right) \\
\times \text{Bi} \left( \frac{\delta k}{p_0} + \nu \sqrt{\frac{p_0}{k_F}} \right) - 2\text{Ai} \left( \frac{\delta k}{p_0} \right) \text{Bi} \left( \frac{\delta k}{p_0} \right) \right\}. \tag{3.25}
\]

Since \( \sqrt{p_0/k_F} \ll 1 \) (weak magnetic field), one can take Taylor Expansion of the product of Airy functions \( \text{Ai}(x+\nu \sqrt{p_0/k_F})\text{Bi}(x+\nu \sqrt{p_0/k_F}) \) around \( x = \delta k/p_0 \). Define
$F(x) \equiv \text{Ai}(x)\text{Bi}(x)$. Up to the second order perturbation, Eq. (3.25) is rewritten as

$$
P_1'(k) \approx -\frac{(k_F l)^{1/3}}{2p_0 v_F} \times \left\{ \sum_{\nu=\pm} \left[ F(x) + \nu \sqrt{p_0/k_F} F'(x) + \frac{p_0/k_F}{2} F''(x) \right] - 2F(x) \right\} \right|_{x=\delta k/p_0} \tag{3.26}
$$

Here, the leading term cancels since $2\text{Ai}(\delta k/p_0)\text{Bi}(\delta k/p_0) - 2\text{Ai}(\delta k/p_0)\text{Bi}(\delta k/p_0) = 0$, while the first order perturbation $\propto \sqrt{p_0/k_F}$ also vanishes. So the left term is the second order perturbation in the Taylor Expansion

$$
P_1'(k) = -\frac{(k_F l)^{-2/3}}{2v_F} (\text{Ai}(\delta k/p_0)\text{Bi}(\delta k/p_0))'' \tag{3.27}
$$

Upon using $\sqrt{p_0/k_F} = (k_F l)^{-2/3}$, we reach

$$
P_1'(k) = -\frac{\sqrt{p_0/k_F}}{2v_F} (\text{Ai}(\delta k/p_0)\text{Bi}(\delta k/p_0))'' \tag{3.28}
$$

This term only emerges in the presence of the magnetic field. In the limit $\delta k \gg p_0$, $P_1'(k)$, it converges to zero as $\propto B^2(\delta k)^{-5/2}$. This asymptote, plotted in Fig. (3.2), has same origin with persistent oscillations. To better understand the effect, one can Fourier transform $P_1(k)$ using the asymptote. From power counting, it is straightforward to see the emergence of the non-decaying oscillating function, $\sim B^2 \sin(2k_F r)$. 

---

Figure 3.3: The leading contributions to the lifetime of quasi-particles. Solid lines represent the Feynman propagators. The wavy lines represent the electron-electron interactions. (a) Fock Diagram. (b) Hatree diagram.
3.3.4 Real-space calculation of the Friedel oscillations

Consider the modification of the Friedel oscillations in graphene by a weak uniform magnetic field. The Hamiltonian that incorporates the $B$ field in Landau gauge reads

$$H_B = v_F \left[(p_x - eB y) \hat{\Sigma}_x + p_y \hat{\Sigma}_y \right] + \hat{u} V_{\text{imp}}(r)$$

(3.29)

with $\hat{u} = u \hat{I}$. Here $V_{\text{imp}}(r)$ is the short-ranged impurity potential, $v_F$ is the Fermi velocity and $\hat{\Sigma}_{x,y} = \hat{\sigma}_{x,y} \otimes \hat{\tau}_z$. One can define $\hat{\Sigma}_z = \hat{\sigma}_z \otimes \hat{\tau}_0$, together with $\hat{\Sigma}_{x,y}$ to form a su(2)-algebra. Clearly, the uniform field breaks the chiral symmetry since, in a finite fields, $p \cdot \Sigma$ does not commute with $H_B$. In the following, we report the result for the Green function in the asymptotic region $k_F^2 l^2 \gg k_F r \gg 1$, $G(x, x' | \omega) = I(x, x'; \omega) \tilde{M}(r; \omega)$. Here $M$ is given by

$$\tilde{M}(r; \omega) \simeq \left( \text{sgn}(\omega) + \frac{i}{2 k_F r} \right) \hat{r} \cdot \Sigma + \exp \left\{ -i \frac{\theta(r)}{2} \text{sgn}(\omega) \hat{\Sigma}_z \right\}$$

(3.30)

where we only preserve the leading orders with the non-quantized condition $k_F r \ll k_F^2 l^2$. Here $l = \sqrt{\hbar/eB}$ is the magnetic length, $k_F$ is the Fermi momentum and $\omega$ is the frequency measured from the Fermi energy. We also define functions $I(x, x'; \omega)$ by

$$I(x, x'; \omega) = \frac{k_F}{2v_F} \frac{1}{\sqrt{2\pi k_F r}} e^{-i x} \exp \left\{ i \text{sgn}(\omega) \left( k_F r \left[ 1 + \frac{\omega}{\epsilon_F} \right] - \frac{p_y^3}{24} + i\pi/4 \right) \right\}.$$ 

where $r = |x - x'|$, $\chi = (x - x')(y + y')/(2l^2)$ describe breaking of the translational invariance and $p_y^3 = 1/(k_F l^4)$ is a scale introduced by Sedrakyan, Mishchenko, and Raikh in Ref. [134] to characterize the magnetic phase in the Green function of the 2D electron gas.
Having the form of Green’s function in the presence of a weak field, one can calculate the polarization operator.

\[
\Pi(x, x'; \omega) = -i \int_\Omega \frac{d\omega'}{2\pi} I(x - x'; \omega') I(x - x'; \omega' - \omega) \text{tr} \hat{M}(r; \omega) \hat{M}(-r; \omega' - \omega)
\] (3.31)

Here we still consider an impurity with \( \hat{u} = u \mathbf{I}_4 \). After putting expression expressions into the equation above, one can obtain the 2\( k_F \) component of the polarization operator

\[
\Pi_{2k_F}(x, x'; 0) \approx \frac{u}{v_F} \cos(2k_F r - \frac{p_0 r^3}{12}) + \frac{u}{v_F} \frac{\sin(2k_F r - \frac{p_0 r^3}{12})}{2k_F l^4}
\] (3.32)

It fits well with the result obtained in the momentum space. The decay of the first oscillatory term here is consistent with the result of free Dirac electrons[100, 102, 108], however there is an additional magnetic phase \( p_0^3 r^3/12 \) that breaks periodicity of oscillations. The ratio between magnitudes of the first and the second oscillatory functions is proportional to \( k_F^3 r^3/k_F l^4 \). When (i) \( 1 \ll k_F r \ll (k_F l)^{4/3} \), the polarization operator in real space decays as \( 1/r^3 \); (ii) \( (k_F l)^{4/3} \ll k_F r \ll (k_F l)^2 \), the chiral symmetry breaking effect dominates. This symmetry-breaking term is proportional to \( B^2 \sin(2k_F r) \), i.e., it oscillates with constant amplitude.

Finally, one can evaluate the effective electrostatic potential around the impurity (where we restore spin 1/2 back), which yields

\[
V_H(r) = \frac{gV(2k_F) \cos(2k_F r - \frac{p_0^3 r^3}{12})}{2\pi^2 v_F} + \frac{gV(2k_F) 1}{2\pi^2 v_F} \frac{p_0^3 \sin(2k_F r - \frac{p_0^3 r^3}{12})}{2k_F l^4}
\] (3.33)

### 3.4 Disorder in graphene

This section provides further detailed calculations for the effects of disorder potentials on the Hartree potential. Consider a non-magnetic impurity, which should
be Hermitian and time-reversal symmetric. Then the $\hat{u}$ could be expressed by ten parameters[144, 103]

$$\hat{u} = u\hat{I} + \sum_{s,l=x,y,z} u_{sl}\Sigma_s\Lambda_l$$

(3.34)

where the matrices are given by

$$\begin{align*}
\Sigma_x &= \hat{\tau}_z \otimes \hat{\sigma}_x, \\
\Sigma_y &= \hat{\tau}_z \otimes \hat{\sigma}_y, \\
\Sigma_z &= \hat{\tau}_0 \otimes \hat{\sigma}_z \\
\Lambda_x &= \hat{\tau}_x \otimes \hat{\sigma}_z, \\
\Lambda_y &= \hat{\tau}_y \otimes \hat{\sigma}_z, \\
\Lambda_z &= \hat{\tau}_z \otimes \hat{\sigma}_0.
\end{align*}$$

(3.35)

Here the Pauli matrices $\hat{\tau}$ are acting on space of the valley indices while the Pauli matrices $\hat{\sigma}$ act in the space of A/B sublattices. Components of impurity potentials are explained as follows:

- $u\hat{I}$ is the diagonal disorder, the electric-static potential averaged over A/B sublattices.
- $u_{xz}$ and $u_{yz}$ introduce the hoppings between A and B.
- $u_{sx}, u_{sy}$ introduce the intervalley scatterings, $s = x, y, z$.
- $u_{zz}$ defines the difference between on-site chemical potentials on A and B sublattices. It represents the sublattice symmetry breaking mass term.

The polarization operator is given by

$$\Pi(r, r'; \omega) = -i\text{tr} \left( \hat{u} \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} G(r, r'; \omega') G(r', r; \omega' - \omega) \right).$$

Then we define an intermediate matrix, which does not depend on the nature of impurity potentials

$$T(r, r'; \omega) = -i \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} G(r, r'; \omega') G(r', r; \omega' - \omega)$$
After the integration, we find that $T$ reads as

$$T(r, r'; \omega) = \frac{k_F}{v_F} \frac{1}{16\pi^2 r'^2} e^{i|\omega|/v_F r} \times \begin{pmatrix} Q & 0 \\ 0 & \sigma_y Q \sigma_y \end{pmatrix}$$

(3.37)

where $\sigma_y$ is the second pauli matrix and $Q$ is defined by

$$Q = \cos X \begin{pmatrix} \frac{1}{k_F r} + \frac{k_F p_z}{k_F^2 r^2} & \frac{k_F p_x}{k_F^2 r^3} \\ -\frac{k_F p_x}{k_F^2 r^2} & \frac{1}{k_F r} - \frac{k_F p_z}{k_F^2 r^3} \end{pmatrix} + \sin X \begin{pmatrix} -\frac{k_F p_x}{2k_F^2 r^3} & \frac{k_F p_z}{k_F^2 r^2} \\ \frac{k_F^2 r^2}{k_F r^2} & \frac{k_F^2 r^2}{k_F^2 r^3} \end{pmatrix}.$$ (3.38)

Here $X = 2k_F r - \frac{p_0^3 r^3}{12}$. Then the polarization operator is given by

$$\Pi(r, r'; \omega) = \text{tr} \left( \hat{u} T(r, r'; \omega) \right)$$

(3.39)

Since $T$ is quasi-diagonal, the inter-valley scattering components of the impurity vanish after the trace. So we only need to take $u, u_{xx}, u_{yz}$ and $u_{zz}$ into consideration, involving the matrices

$$\Sigma_x \Lambda_z = \tau_0 \otimes \sigma_x, \quad \Sigma_y \Lambda_z = \tau_0 \otimes \sigma_y, \quad \Sigma_z \Lambda_z = \tau_z \otimes \sigma_z$$

Among these impurity potentials, we find that only $u$-component gives non-zero contribution to PO in the leading order

$$\Pi(r, r'; \omega) = k_F \frac{u}{v_F} \frac{1}{4\pi^2 r'^2} e^{i|\omega|/v_F r} \times \left( \frac{1}{k_F r} \cos \left(2k_F r - \frac{p_0^3 r^3}{12}\right) + \frac{r^2}{2k_F^2 r^4} \sin \left(2k_F r - \frac{p_0^3 r^3}{12}\right) \right)$$

As we can see, only the diagonal disorder $\hat{u} \hat{I}$ gives the persistent Friedel oscillations. Other impurity potentials do not contribute to the polarization operator in the leading order in impurity scattering.
3.5 Implications to interaction effects

Graphene is a 2D Fermi-liquid when $E_F > 0$. This implies that the scattering rate of the quasi-particle around Fermi surface obeys $\Gamma(\omega) \propto \omega^2/E_F \log(E_F/\omega)$. In perturbation theory in interaction parameter, two leading Feynman diagrams contributing to the electron lifetime are shown in Fig. (3.3). We evaluate these diagrams in the presence of the weak magnetic field using the obtained form of the electron propagator. The computation leads to an unexpected result\cite{135}: the quasiparticle lifetime acquires a singular in $\omega$ magnetic correction $\Gamma(\omega; B) - \Gamma(\omega; 0) \propto \omega_0^2/E_F \log \left( \omega/E_F \right)$. Here $\Gamma(\omega; B)$ is the scattering rate of quasi-particle with frequency $\omega$ in the presence of the magnetic field, $B$, $\omega_0 = v_F(k_F l_2)^{-1}$. The expression is valid when $E_F > \omega > \{\omega_0, T\}$. The magnetic correction above is more singular in frequency $\omega$ than the non-magnetic part. This singularity originates from the spin-dependent magnetic phase, $\theta(r)\hat{\Sigma}_z$, in electron propagators. Interestingly, the field-dependent interaction corrections to various observables in Graphene, including zero-bias anomaly in the density of states and ac/dc conductivities, also exhibit more singular behavior in either $\omega$ or temperature, $T$.

3.6 Concluding remarks

In this chapter we demonstrated that weak magnetic field manifests itself in the Friedel oscillations in two ways: it modifies (i) the phase of the oscillations and (ii) makes the magnitude of oscillations non-decaying in a parametrically large interval. The origin of the modification of the phase in oscillations, $\sim p_0^3r^3$, can be traced to the curving of the classical trajectory of an electron in a weak magnetic field. The trajectory is curved even at $r$ much smaller than the Larmour radius, leading to the magnetic phase\cite{134} $\sim (p_0r)^3$. This effect just by itself leads to remarkable high-temperature interaction effects in 2DEG\cite{145, 146, 147}.
Graphene also supports modification of the magnitude of the Friedel oscillations by a weak field. The origin of this effect is an emerging spin-dependent phase in electron propagators, $\sim \exp(-i\hat{\Sigma}_z \theta(r)/2)$. This effect manifests in persistent Friedel oscillations and leads to non-trivial magnetic corrections to many-body characteristics in Graphene. The transport and thermodynamic properties of monolayer Dirac materials, randomly strained Graphene and stacked and twisted Dirac materials will also be anomalously sensitive to this magnetic phase even at temperatures, $T \sim T_0$, which is much higher than the cyclotron energy[134].

Technically, to develop the theory of interaction effects in Dirac materials in the presence of the weak field, one can use the obtained form of the PO and/or Friedel oscillations in the Feynman diagrams (in the momentum or real space representations). However, a word of caution is in order here. Since the field dependence also enters the fermion Green’s functions, in the Feynman diagrams, one should also consider modified propagators on the same footing along with Friedel oscillations.

Experimentally, Friedel oscillations can be observed with the scanning tunneling microscope (STM), which images 2D surfaces at the atomic level[148, 126, 149]. In STM, data are determined by backscattering processes along the energy contours. Experimental tests of these oscillations would include examining the temperature dependence of the Friedel oscillations through an extended range of temperatures $0 \lesssim T \lesssim T_0$, determining the persistent range of oscillations, $p_0^{-1} \lesssim r \lesssim k_F l^2$, and investigating the effect of their $B$-dependence.
CHAPTER 4
MANY-BODY CHARACTERISTICS OF DIRAC ELECTRONS

The text of this chapter has been adapted from Ref [150].

4.1 Introduction.

Electron spectrum in graphene possesses a chiral (pseudo-spin) structure[151, 152]. Two pseudospin projections are identified with two points, $K$ and $K'$, of the Brillouin zone near which the spectrum is characterized by a massless Dirac dispersion. Numerous consequences of the Dirac spectrum of graphene for the disorder and interaction effects were established, see e.g. Refs. [101, 103, 109, 28, 119, 29, 120, 121, 126, 127, 129, 153, 154, 155, 156, 157, 158, 159].

One distinctive feature of the graphene bandstructure is the absence of backscattering from the impurities. This feature is a consequence of orthogonality of the spinors corresponding to the wave vectors $\mathbf{k}$ and $-\mathbf{k}$. In turn, the absence of backscattering leads to the suppression of the oscillations of electron density (Friedel oscillations[131]) created by an impurity in graphene.[132, 102] In the ballistic regime[130, 160, 161, 162], electron scattering from individual impurities dressed by the Friedel oscillations is responsible for a zero-bias anomaly $\propto \ln \omega$ in conventional 2D electron gas. Here $\omega$ is the energy measured from the Fermi level and the condition $\omega \tau \gg 1$, where $\tau$ is the elastic scattering time, is implied. Fast decay of the Friedel oscillations suggests that zero-bias anomaly in graphene is absent.[163, 102] More detailed study[164] indicated that it is the Hartree correction which is absent in graphene, while the Fock correction, originating from the forward scattering, is still present.
In the absence of impurities, electron-electron interactions in 2D electron gas cause non-analytic corrections\cite{6, 7, 8, 9} to the self-energy, $\Sigma(\omega)$. At low temperatures, $T \ll \omega$, the imaginary part of self-energy has the form $\tau_{ee}(\omega)^{-1} \sim (\omega^2/E_F) \ln(E_F/\omega)$, where $E_F$ is the Fermi energy. Correspondingly, the real part of self-energy behaves as $\text{Re}\Sigma(\omega) \sim \omega^2 \text{sgn}(\omega)$. At finite $T$, interactions cause a correction to the specific heat\cite{165, 166} $\delta C(T) \propto T^2$. Microscopically, the above corrections emerge in the random-phase approximation. Their derivation is so general that it is natural to expect that, in doped graphene, the interaction corrections have the same Fermi-liquid form\cite{167}.

In the present chapter, we identify the interaction effects specific to graphene. These effects emerge in the presence of a weak magnetic field. Their origin is the field-induced lifting of chiral symmetry in $K$ and $K'$ valleys of graphene while preserving the overall symmetry. To capture these effects, one should go beyond the random-phase approximation.

With regard to ballistic zero-bias anomaly, lifting of the chiral symmetry in the field, $B$, gives rise to the contribution $\propto B^2/\omega^2$, which can be even stronger than the zero-field contribution\cite{164}. A formal difference between the calculations of the ballistic zero-bias anomaly in electron gas with parabolic spectrum and in graphene is that the Green functions, which enter into the calculation, have a matrix structure in graphene. Without this matrix structure, the $B$-sensitive contributions to the tunnel conductance cancel out.

A natural energy scale imposed by the field, $B$, in graphene is $\omega_0 = v_F/R_L$, where $R_L \propto B^{-1}$ is the Larmour radius. Quantization of the energy levels can be neglected for $\omega \gg \omega_0$. We show that the $B$-dependent correction to the thermodynamic characteristics of the clean graphene can be conveniently expressed in terms of $\omega_0$. Namely, the corrections to the imaginary and real parts of self-energy behave as $\text{Im}[\Sigma(\omega, B) - \Sigma(\omega, 0)] \sim \omega_0^2 E_F^{-1} \ln(\omega/T)$ and $\text{Re}[\Sigma(\omega, B) - \Sigma(\omega, 0)] \sim \omega_0^2 E_F^{-1} \text{sgn}(\omega)$.
respectively. On the basis of these results we draw the consequences for observables. Namely, we show that the $B$-dependent correction to the specific heat is temperature-independent in a wide temperature interval.

### 4.2 Electrons in a weak magnetic field.

The Hamiltonian of monolayer graphene which incorporates the $B$ field in the Landau gauge reads

$$
\hat{H}_B = v_F \left[ (p_x - eBy)\hat{\Sigma}_x + p_y \hat{\Sigma}_y \right].
$$

(4.1)

Here $v_F$ is the Fermi velocity. Here $\hat{r} = r/r$, $\Sigma = (\Sigma_x, \Sigma_y)$ and $\Sigma_x = \hat{\tau}_z \otimes \hat{\sigma}_x$, $\Sigma_y = \hat{\tau}_z \otimes \hat{\sigma}_y$. The Pauli matrices $\hat{\sigma}_i$ act in the space of $A$ and $B$ sublattices of the honeycomb lattice and $\hat{\tau}$ is the Pauli matrix distinguishing between two Dirac points in Graphene. Diagonalizing the Hamiltonian, one finds that the linear spectrum is transformed into a non-uniform ladders of spectrum, $\sqrt{2n v_F}/l$. Here $n \geq 0$ and $l = \sqrt{\hbar/eB}$ is the magnetic length. Under a weak field, the spectrum around the Fermi level, $E_F$, can be linearized as $\sqrt{2n v_F}/l \simeq E_F + (n - N_F)v_F(k_F l^2)^{-1}$, where $N_F = (k_F l^2)/2$. This yields the expression for the effective cyclotron frequency $\omega_0 = v_F(k_F l^2)^{-1}$.

The Feynman propagator of free Dirac electrons is known to possess a non-trivial matrix structure. Namely, in the absence of magnetic field, the propagator in the real space is given by $[164]$

$$
G_{\omega}(r) = \frac{k_F}{2v_F} \sqrt{\frac{1}{2k_F r}} e^{i \text{sgn}(\omega) \Phi_0(r)} M_0,
$$

(4.2)

where the phase $\Phi_0(r) = k_F r + \omega r/v_F + \pi/4$ and the matrix $M_0$ is given by $M_0 = (\text{sgn}(\omega) + i(2k_F r)^{-1}) \hat{r} \cdot \Sigma + \hat{I}$. Here $\hat{r} = r/r$, $\Sigma = (\Sigma_x, \Sigma_y)$ and $\hat{I}$ is the identity matrix. This matrix structure reflects the chiral symmetry of electrons: fast decay
of the Friedel oscillations\[102\] and the absence of a zero-bias anomaly\[164\] are the consequences of this matrix form.

Presence of magnetic field modifies the gauge-invariant part of the electron propagator by breaking the chiral symmetry of the electrons in the vicinity of the Dirac point. Field-induced modification of the propagator amounts to the changes of $\Phi_0(r)$ and $M_0(r)$. The phase $\Phi_0$ becomes $\Phi = \Phi_0 - r^3/(24k_F l^4)$, which is due to the curving of the semiclassical trajectory\[134, 146, 168\] in a weak field. In graphene, due to the matrix structure of the Hamiltonian, the identity matrix, $\hat{I}$, in $M_0$ transforms into a new 4-dimensional field-dependent matrix. This matrix contains $\hat{\Sigma}_z$, and thus, does not commute with $M_0$. This is because $M_0$ contains the matrices $\hat{\Sigma}_{x,y}$. Here $\hat{\Sigma}_z = \sigma_z \otimes \tau_0$, where $\tau_0$ is a $2 \times 2$ unit matrix.

Specific form of the matrix, $M$, is the following

$$M(r, \text{sgn}(\omega)) \simeq M_0 - i\text{sgn}(\omega)\varphi(r)\hat{\Sigma}_z - \frac{\varphi(r)^2}{2}\hat{I}, \quad (4.3)$$

where $\varphi(r) = \omega_0 r/(2v_F)$ is half of the angle corresponding to the arc of the Larmour circle with length $r$. Eq. (4.3) applies in the domain $k_F^{-1} < r < k_F l^2 = R_L$.

The pseudospin structure of the term $\sim \varphi(r)\hat{\Sigma}_z$ in the propagator, while preserving the chiral symmetry of the system\[151\], reflects the field-induced breaking thereof around a single Dirac cone. see Fig. 4.1 for a graphical representation of this effect.

In general, the ballistic correction to the density of states is given by two diagrams shown in Figs. 4.2a and 4.2b, which provide comparable contributions. However, as shown in [164], in graphene the Fock diagram dominates over the Hartree diagram in the absence of magnetic field. This is a consequence of the suppressed backscattering. We will thus focus on the sensitivity of the Fock diagram to a weak magnetic field.

We start with a matrix generalization of the analytical expressions for the Fock diagram, Fig. 4.2a. For this purpose, we consider a non-magnetic impurity causing a
Figure 4.1: (Color online) The left panel depicts the Brillouin zone of graphene. Around the $K$ and $K'$ valleys, the spectrum is Dirac-like, supporting low-energy Hamiltonians $\hat{H}_K$ and $\hat{H}_{K'}$ that are connected via a chiral transformation, $\hat{H}_K = \hat{\sigma}_z H_{K'} \hat{\sigma}_z$. The right panel depicts the vector field $\mathbf{v}_K(\mathbf{r})$ at $K$-valley. The dark (black) vectors field represents the $\mathbf{v}_K(\mathbf{r})$ at zero magnetic field. The grey (red) vector field is the $\mathbf{v}_K(\mathbf{r})$ at a weak but non-zero magnetic field. Here we take $\omega_0/(2E_F) = 0.07$. The figure shows the chiral symmetry of the state at $B = 0$. At finite $B$, the chiral-symmetry in one valley is broken. In the leading approximation, the angle between two vector fields is proportional to $\varphi(\mathbf{r})$. Importantly, the chiral transformation leads to the relation, $\mathbf{v}_{K'}(\mathbf{r}) = \mathbf{v}_K(-\mathbf{r})$, manifesting the chiral symmetry of the whole system.
Figure 4.2: Diagrams for the corrections to the Green function. Solid lines represent the Feynman propagators. Wavy lines represent the electron-electron interactions. (a) represents the Fock diagram involving a single-impurity scattering. It yields a leading contribution to the $B^2$ ballistic zero-bias anomaly. (b) represents a Hartree diagram involving a single-impurity scattering. It is insensitive to a weak magnetic field. (c) and (d) represent, respectively, the Fock and Hartree diagrams for the $B^2$ correction to the electron lifetime. Unlike the Hartree diagram, which is the first diagram of the RPA sequence, diagram (c) yields an anomalous temperature dependence.

perturbation $\hat{u}\delta(\mathbf{r})$ and the screened interaction potential, $U(\mathbf{r})$, with a radius $\sim k_F^{-1}$. The corresponding expression reads

$$\delta G_{\omega}(\mathbf{r}, \mathbf{r}) = \int d\mathbf{r}_1 d\mathbf{r}_2 G_{\omega}(\mathbf{r}, \mathbf{r}_1) H_F(\mathbf{r}_1, \mathbf{r}_2) G_{\omega}(\mathbf{r}_2, 0)$$

$$\times \hat{u} G_{\omega}(0, \mathbf{r}) + (\hat{u} \leftrightarrow H_F). \quad (4.4)$$

Here $G_{\omega}$ is the free Feynman propagator of the Dirac electrons between the position of impurity $\mathbf{r} = 0$ and the point $\mathbf{r}$), while $H_F$ stands for nonlocal Fock potential

$$H_F = \frac{i}{2\pi} \int d\Omega G_{\omega+\Omega}(\mathbf{r}_1, \mathbf{0}) \hat{u} G_{\omega+\Omega}(0, \mathbf{r}_2) U(\mathbf{r}_1 - \mathbf{r}_2). \quad (4.5)$$

The interaction correction to the local density of states, $\delta \nu_{\omega}(\mathbf{r})$, is related to the retarded Green’s function as $\delta \nu_{\omega}(\mathbf{r}) = -\frac{2}{\pi} \text{Tr} \text{Im} \delta G_{\omega}(\mathbf{r}, \mathbf{r})$. 
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The structure of Eqs. (4.4), (4.5) suggests that $\delta \nu_\omega (\mathbf{r})$ contains the product of $4 \times 4$ matrices. In the semiclassical limit, all trajectories $\mathbf{r} \rightarrow \mathbf{r}_1 \rightarrow \mathbf{r}_2 \rightarrow 0 \rightarrow \mathbf{r}$ contributing to $\delta G$ are close to a straight line. With screened Coulomb potential being point-like, the Fock diagram involves the following product of the $M$-matrices

$$ F \equiv \text{tr} [\hat{u} M(\mathbf{r}, +) M(-\mathbf{r}, -) \hat{u} M(\mathbf{r}, -) M(-\mathbf{r}, +)]. $$

(4.6)

For a qualitative discussion, let us choose $\hat{u}$ in the form of a scalar, $u_0 \hat{I}$. Then the leading field-dependent term emerges as a coefficient in front of the product of the projection operators $\text{tr} \left[ \hat{\Sigma}_z \hat{\Sigma}_{x/y} \hat{\Sigma}_z \hat{\Sigma}_{x/y} \right]$. Since the term $\hat{\Sigma}_z$ appears in the matrix $M$ in combination with $\varphi(\mathbf{r})$, we have $F \propto \varphi^2(r)$. With the help of the commutation relations for $\hat{\Sigma}_x$, $\hat{\Sigma}_y$, and $\hat{\Sigma}_z$, it is easy to check that $\text{tr} \left[ \hat{\Sigma}_z \hat{\Sigma}_{x/y} \hat{\Sigma}_z \hat{\Sigma}_{x/y} \right] = -\text{tr} [I]$, i.e. it is nonzero. An estimate for $F$ is $\sim u_0^2 \varphi^2(r) \sim u_0^2 \omega_0^2 r^2 / v_F^2$. With characteristic $r$ being $v_F / \omega$, this estimate translates into $u_0^2 \omega_0^2 / \omega^2$. Below we examine a number of observables having the structure similar to Eq. (4.4).

### 4.3 Emerging zero-bias anomaly

For the scalar impurity scattering, $\hat{u} = u_0 \hat{I}$, there is no zero-bias anomaly in graphene[164]. To convert the above estimate for $F$ into the $B$-dependent correction to the density of states, we perform the spatial averaging of Eq. (4.4), which generates the impurity concentration, $n_i$. Final result reads

$$ \frac{\delta \nu_\omega (B) - \delta \nu_\omega (0)}{\nu_F} \approx \frac{\lambda_0 n_i u_0^2 \omega_0^2}{8 \pi v_F^2 \omega^2}, $$

(4.7)

where $\lambda_0 = k_F U_0 / (2 \pi v_F)$ stands for dimensionless interaction parameter, $U_0$ is the interaction potential with zero momentum transfer and $\nu_F = k_F / (\pi v_F)$.

The most general form of the point-like perturbation, $\hat{u}$, consistent with time-reversal symmetry is $\hat{u} = u_0 \hat{I} + \sum_{s,l=x,y,z} u_{sl} \Sigma_s \Lambda_l$. Here $\Lambda_{x,y} = \hat{\tau}_{x,y} \otimes \hat{\sigma}_z$, $\Lambda_z = \hat{\tau}_z \otimes \hat{\sigma}_0$. 
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Figure 4.3: (Color online) Plot (a) and the inset illustrate the energy dependence of the interaction correction to the density of states. Three curves correspond to the three values of the dimensionless magnetic field $\alpha = (k_F l)^{-2}$. Plot (a) is for the scalar impurity with magnitude $\hat{u} = u_0 \hat{l}$. The correction, $\delta \nu$, is measured in the units of $G = \nu_F n_i (u_0/2v_F)^2 \lambda_0/2\pi$. Note that for $\alpha = 0$ the zero-bias anomaly is absent, so that $\delta \nu$ is a smooth function of energy, $\omega$, measured from the Fermi level. In the low-energy regime, $\omega/E_F < \sqrt{\alpha}$, the $B$-dependent anomalous term in $\delta \nu$ dominates and behaves as $\sim \alpha^2 E_F^2/\omega^2$. The inset of Plot (a) is for the impurity-induced perturbation. For this perturbation, zero-bias anomaly exists even in the absence of magnetic field. The magnetic contribution yields only a small correction to the logarithmic $\delta \nu$. 
The remaining nine types of the disorder can be incorporated into Eq. 4.7 by replacing $u_0^2$ by $t = u_0^2 - \sum_l u_{2l}^2$. The result Eq. 4.7 was obtained under the assumptions $\omega \tau \gg 1$ and $\omega \gg \omega_0$ which ensure the ballistic regime and the irrelevance of the Landau quantization, respectively.

Emergence of a zero-bias anomaly in graphene in the presence of magnetic field manifests itself in the local density of states (DOS),

$$\delta \nu_\omega(r, B) = -\frac{2\pi}{Z_2} \operatorname{tr} \left[ \operatorname{Im} G_R(r, r, \omega) \right].$$

Evaluation of Eq. (4.4) yields

$$\frac{\delta \nu_\omega(r, B) - \delta \nu_\omega(r, 0)}{\nu_F} \simeq \frac{\lambda_0 t \omega_0^2}{(2\pi \nu_F^2)^2} \cos \frac{\omega r}{\nu_F}. \quad (4.8)$$

Note that, unlike the $B = 0$ case[164], the interaction correction Eq. (4.8) is isotropic.

The most dramatic difference between Eq. (4.8) and the $B = 0$ result is that the zero-field correction falls off as $1/r^2$, while the amplitude of oscillations in Eq. (4.8) does not depend on $r$. Naturally, the fall-off starts from the distances $r \gtrsim R_L = v_F/\omega_0$, where Eq. (4.8) does not apply. Technically, the extra factor $r^2$ comes from $\varphi^2(r)$ in the factor $F$. In relation to the local DOS, we would like to point out that it can be measured experimentally using the scanning tunneling microscopy (STM)[169, 170].

Below we give a detailed derivation of Eq. 4.7, now we start from the standard expression for the density of states, $\nu(\omega; B)$, in terms of the retarded Green function,

$$\nu(\omega; B) = -\frac{2}{\pi} \int d^2 r \operatorname{Im} \operatorname{tr} G_R(r, r; \omega). \quad (4.9)$$

In the ballistic regime, the interaction correction to $\nu(\omega; B)$ is given by the Fock and the Hartree diagrams depicted in Figs. 4.2a and 4.2c, respectively. Specifics of graphene is the absence of the backscattering. As a result, the Hartree diagram, which is dominated by the backscattering, does not lead to the zero-bias anomaly. Analytical expression for the Fock diagram reads
Here we consider the touching potential. Thus the interaction potential in momentum
space is uniform, namely, a single number $U$. We assume that $\omega$ is positive and use
the Green function, $G$, instead of $G_R$.

Spatial averaging of $\delta_f G(r, r)$ is accomplished with the help of the following iden-
tity

$$
\int d^2r G(0, r; \omega) G(r, r_1; \omega) = -\partial_\omega G(0, r_1; \omega).
$$

(4.11)

Another simplification comes from the fact that the distances contributing to the inte-
gral Eq. 4.10 are large, so that the Green function can be replaced by the semiclassical
asymptote

$$
\partial_\omega G(0, r_1; \omega) \simeq i \text{sgn}(\omega) \frac{r_1}{v_F} G(0, r_1; \omega).
$$

(4.12)

Subsequent steps are in line with the calculation in Phys. Rev. B 76, 165402 (2007).

They involve substituting the asymptotic expressions for the Green functions into
$\delta_f \nu(\omega; B)$, calculating the product of matrices entering the Green functions and inte-
grating out the intermediate frequency $\Omega_1$. As a result, the expression for $\delta_f \nu(\omega; B)$
simplifies to

$$
\delta_f \nu(\omega; B) = -2n_i U_0 \text{Re} \int d\theta dr_1 \frac{k_F^2}{32\pi^4 v_F^1} \frac{1}{r_1} e^{2i\omega r_1/v_F} \times \text{tr}(\hat{u}^2 - \hat{\Sigma}(\psi) \hat{u} \hat{\Sigma}(\bar{\psi}) \hat{u}),
$$

where $n_i$ is the impurity concentration. In Eq. (4.13) the angle $\theta$ is the angular
coordinate of $r_1$, while the angles $\psi, \bar{\psi}$ are defined as

$$
\psi = \theta + \varphi(r_1), \quad \bar{\psi} = \theta - \varphi(r_1).
$$

(4.13)
Finally, the function \( \hat{\Sigma} \) is expressed via \( \psi, \bar{\psi} \) as follows

\[
\hat{\Sigma}(\psi) = (\cos \psi, \sin \psi) \cdot (\hat{\Sigma}_x, \hat{\Sigma}_y).
\]  
(4.14)

Eq. (4.13) illustrates how the magnetic phase, \( \varphi(r_1) \), from the electron propagator enters the interaction correction to the density of states.

To explore the magnetic field dependence, we analyze the intermediate integral

\[
\int \frac{d\theta}{2\pi} \text{tr}(\hat{u}^2 - \Sigma(\psi)\hat{u}\Sigma(\bar{\psi})\hat{u}) \simeq 4 \sum_{l=x,y,z} (2u^2_{zl} + u^2_{yl} + u^2_{zl}) + t \frac{2r^2_1}{k^4_F l^4}.
\]  
(4.15)

Here \( t = u^2 - \sum_l u^2_{zl} \). From the above expression, one concludes that only the scalar potentials, including \( u, u_{zz}, u_{zl} \) and \( u_{zy} \), are sensitive to the magnetic field. Defining a dimensionless variable \( x = 2\omega r_1/v_F \), we cast the magnetic-field correction in the form of a single integral over \( x \)

\[
\frac{\delta f(\nu; B) - \delta f(\nu; 0)}{\nu_F} = -\frac{k_F U_0}{v_F} \frac{t}{16\pi^2 v_F^2 v} \frac{\omega^2_0}{\omega} \int_{2\omega/\omega_0}^{2\omega/\omega_0} x e^{-\epsilon x} \cos x dx. 
\]  
(4.16)

Here \( \epsilon \) is introduced as a cutoff. In the limit \( \omega_0 \ll \omega < E_F \), we get

\[
\frac{\delta f(\nu; B) - \delta f(\nu; 0)}{\nu_F} \simeq n_i \frac{k_F U_0}{v_F} \frac{t}{16\pi^2 v_F^2 \omega^2}. 
\]  
(4.17)

We thus arrive to the main conclusion of DOS.

4.4 Lifetime of quasi-particles

Energy dependence of electron-electron scattering rate, \( \tau^{-1}_{ee} \), in doped graphene is \( \omega^2 \ln (E_F/\omega) \), as in a regular Fermi liquid.[167] This dependence emerges already in the lowest order of the perturbation theory. Corresponding diagram is illustrated
in Fig. 4.2. Subsequent summation of the higher-order diagrams within the random-phase approximation (RPA) modifies the prefactor in $\tau_{ee}^{-1}$. Equally, the calculations leading to non-analytic interaction corrections[9] apply to the doped graphene. With regard to the magnetic field dependence of $\tau_{ee}^{-1}$, it appears that, similarly to the zero-bias anomaly, the leading $B$-dependence originates from the Fock diagram on Fig. 4.2c, which is beyond the RPA.

The result for the correction, $\delta \tau_{ee}^{-1}(B)$, depends on the ratio $\omega/T$. In the low-$T$ limit, $\omega \gg T$, this correction reads

$$\delta \tau_{ee}^{-1}(B) \approx \frac{\lambda_0 \lambda_{2k_F} \omega_0^2}{2\pi E_F} \ln \left(\frac{\omega}{\Delta}\right), \quad \omega \gg T,$$

(4.18)

where $\lambda_{2k_F} = k_F U_{2k_F}/(2\pi v_F)$, $\Delta = \max\{T, \tau_{ee}^{-1}\}$. The relative magnitude of the correction is essentially $(\omega_0/\omega)^2$ and, similarly to the zero-bias anomaly, it originates from the magnetic phase $\hat{\Sigma}_z \varphi(r)$ of the propagator in Feynman diagrams.

In the high-temperature limit, $T \gg \omega$, evaluation of the $B$-dependent correction to the diagram Fig. 4.2c yields

$$\delta \tau_{ee}^{-1}(B) \approx -\ln(2) \frac{\lambda_0 \lambda_{2k_F} \omega_0^2}{2\pi E_F}, \quad T \gg |\omega|.$$

(4.19)

Note that the correction is $T$-independent, but it exists on the background of the $T^2$ main term.

### 4.5 Effective velocity and Specific heat

In the doped graphene, as in 2D electron gas, the effective velocity of quasi-particles, $v^*$, and specific heat, $C_v$, are expected to acquire interaction corrections[9, 167]. These corrections scale as $\delta v^* \propto T$ and $\delta C_v \propto T^2$, respectively. Both anomalies originate from the non-analytic corrections to the quasi-particle lifetime [9]. Here we trace how the $\omega_0^2$-corrections specific for graphene manifest themselves in $v^*$ and $C_v$. 
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The question of interest is the temperature dependence of these corrections. We found that the correction to $v^*$ behaves as $\omega_0^2/T$, while the correction to $C_v$ is $\propto \omega_0^2/v_F^2$ and is $T$-independent. Both originate from $\omega_0^2$ correction to the lifetime given by Eqs. 4.18 and 4.19.

Another ingredient required to find the $B$-dependent corrections to $v^*$ and $C_v$ is the electron spectrum renormalized by the interactions. The corresponding $\omega_0^2$-correction comes from the Fock diagram Fig. 4.2c

$$\text{Re}[\Sigma(\omega, B) - \Sigma(\omega, 0)] \simeq -\frac{\lambda_0 \lambda_{2k_F} \omega_0^2}{16 E_F} \times \begin{cases} \text{sgn}(\omega), & |\omega| \gg T \\ \omega/(2T), & |\omega| \ll T. \end{cases}$$

The above correction can, in principle, be measured using the Angle-resolved photoemission spectroscopy (ARPES)[171] from the analysis of the constant energy maps[172] at different values of $B$.

In the limit $T \gg \omega$, the renormalized spectrum Eq. 4.20 leads to the following correction to the effective velocity of quasi-particles $v = v_F / (1 - \partial_\omega \text{Re}\Sigma|_{\omega=0}),$
\[
\frac{v(B) - v(0)}{v_F} \simeq -\frac{\lambda_0 \lambda_{2k_F} \omega_0^2 E_F}{32 E_F^2} \frac{1}{T}.
\] (4.21)

Note that \(v(0)\) contains a non-magnetic interaction correction which is linear in \(T\). On the contrary, the \(B\)-dependent correction is \(\propto T^{-1}\). This feature is illustrated in Fig. 4.4 for several values of \(B\). Since the thermodynamical potential, \(\Omega\), involves the summation over energies of quasi-particles near the Fermi level, the energy correction in Eq. 4.20 has non-trivial implications for thermodynamics. Here we consider the specific heat per unit volume, \(C_v = V^{-1}\partial \Omega / \partial T\), where \(V\) is the volume of system. The result for specific heat in the limit \(T \gg \omega_0\) is the following,

\[
\delta C_v(B) - \delta C_v(0) \simeq -\frac{\lambda_0 \lambda_{2k_F} \omega_0^2}{8\pi v_F^2}.
\] (4.22)

where \(\delta C_v(B)\) is the interaction correction to the specific heat. Note that \(\delta C_v(0)\) contains the conventional \(T^2\) term, specific for 2D Fermi liquid. We find that the field-dependent correction to \(\delta C_v\) is a \(T\)-independent. In the absence of electron-phonon interactions, the field-dependent correction exists in a parametrically large interval of temperatures, \(\omega_0 < T < E_F\). Eq. 4.22 can be verified experimentally by measuring the specific heat of graphene in a comprehensive Raman optothermal method[173].

### 4.6 Self-energy at finite temperature

In this section, we provide a detailed calculation of the self-energy at finite temperature. The calculation presented here is performed for a single spin. At finite temperature, the asymptotic expression for the propagator reads

\[
G(z, z'; i\omega_n) \simeq e^{-ix}I(z - z'; i\omega_n)\tilde{M}(z - z'; \text{sgn}(n)),
\] (4.23)

where \(i\omega_n\) is the fermionic Matsubara frequency.
In the coordinate space, the Hartree and Fock corrections to the self-energy are, respectively, given by the summation over bosonic Matsubara frequencies

\[ \Sigma_{\text{Hartree}}(x_1, x_2; i\omega_n) \simeq -T U^2 \sum_{i\nu_m} G(x_1, x_2, i\omega_n - i\nu_m)\Pi(x_2 - x_1, i\nu_m), \]  
(4.24)

and

\[ \Sigma_{\text{Fock}}(x_1, x_2; i\omega_n) \simeq T^2 U^2 \sum_{i\nu_m, i\nu_l} G(x_1, x_2; i\omega_n - i\nu_m)G(x_2, x_1; i\omega_n - i\nu_l)G(x_1, x_2; i\omega_n - i\nu_l). \]  
(4.25)

Here \( U \) is the short-ranged interaction potential (touching potential) in momentum space, \( \nu_m = 2\pi T m \) and \( \Pi(x_2 - x_1, i\nu_m) \) is the polarization operator. Since the chiral structure of graphene suppresses the backscattering process, we focus on the zero-momentum species of polarization operator \( \Pi_0 \),

\[ \Pi_0(x_2, x_1; i\nu_m) = \frac{k_F^2}{2\pi^2 v_F^2} \frac{1}{k_F r} |\nu_m| e^{-|\nu_m|r/v_F}. \]  
(4.26)

Here we introduced \( r = |x_2 - x_1| \). Further, we consider quasi-particles characterized by index \( \nu \) (\( \nu \) is characterized by the momentum for a free particle in the absence of the \( B \)-field and the Landau level index in the presence of the magnetic field). Then the self-energy is defined by

\[ \Sigma(\nu, i\omega_n) = \text{tr} \int d^2 x_1 d^2 x_2 A(x_2, x_1, \nu) \Sigma(x_1, x_2, i\omega_n) / (V k_F/2\pi v_F), \]  
(4.27)

where \( A \) is the spectral function of electrons in the absence of interaction and \( V \) is the volume of the system. The spectral function is defined from by \( A = -(2\pi i)^{-1}(G_R - G_A) \). Here \( G_{R/A} \) are the retarded/advanced non-interacting Green functions. Taking
an analytic continuation $i\omega_n \to \omega + i\delta$ (consider the case with $\omega > 0$) and separating
the on-shell singularity, we obtain

$$
\Sigma_{\text{Hartree}}(\omega + i\delta) \simeq i \left( \frac{k_F U}{v_F} \right)^2 \frac{T}{2\pi^2 E_F} \int \frac{e^{-\delta r/v_F}}{r} \left[ \frac{\pi T}{\sinh^2(2\pi T r/v_F)} - \frac{e^{i2\omega r/v_F}}{\sinh(2\pi T r/v_F)} \left( -i\omega + \frac{\pi T}{\tanh(2\pi T r/v_F)} \right) \right],
$$

and

$$
\Sigma_{\text{Fock}}(\omega + i\delta) \simeq -i \left( \frac{k_F U}{v_F} \right)^2 \frac{T}{2\pi^2 E_F} \int dr \frac{e^{-\delta r/v_F} \sin^2(\varphi(r))}{r} \left[ \frac{\pi T}{\sinh^2(2\pi T r/v_F)} - \frac{e^{i2\omega r/v_F}}{\sinh(2\pi T r/v_F)} \left( -i\omega + \frac{\pi T}{\tanh(2\pi T r/v_F)} \right) \right].
$$

\begin{equation}
(4.28)
\end{equation}

4.6.1 Low-temperature limit: $T/\omega \ll 1$

For small $T/\omega \ll 1$, the $\Sigma_{\text{Hartree}}$ is simplified to

$$
\Sigma_{\text{Hartree}}(\omega + i\delta) \simeq i \left( \frac{k_F U}{v_F} \right)^2 \frac{T}{2\pi^2 E_F} \int dr \frac{e^{-\delta r/v_F} dr}{k_F r^2} \left[ \frac{\pi E}{2r} - \frac{e^{i2\omega r/v_F} \left( -i\omega + \frac{v_F}{2r} \right)}{2r} \right],
$$

\begin{equation}
(4.29)
\end{equation}

and the $\Sigma_{\text{Fock}}$ becomes

$$
\Sigma_{\text{Fock}}(\omega + i\delta) \simeq -i \left( \frac{k_F U}{v_F} \right)^2 \frac{T}{2\pi^2 E_F} \int dr \frac{e^{-\delta r/v_F} dr}{k_F r^2} \left[ \frac{\pi E}{2r} - \frac{e^{i2\omega r/v_F} \left( -i\omega + \frac{v_F}{2r} \right)}{2r} \right] \sin^2 \varphi(r).
$$

- Quasiparticle lifetime. Here we calculate the imaginary part of the self-energy
and find the expression for the lifetime. Defining dimensionless quantity $x = 2\omega r/v_F$, we write $\Sigma_{\text{Hartree}}(\omega + i\delta)$ as

$$
\text{Im} \Sigma_{\text{Hartree}}(\omega + i\delta) \simeq \left( \frac{k_F U}{v_F} \right)^2 \frac{\omega^2}{2\pi^3 E_F} \int_{2\omega/E_F}^{+\infty} dx \left( \frac{1}{x^3} [1 - \cos x] - \frac{1}{x^2} \sin x \right).
$$

\begin{equation}
(4.30)
\end{equation}

The leading term in the integral $\int_{2\omega/E_F}^{+\infty} dx \left( \frac{1}{x^3} [1 - \cos x] - \frac{1}{x^2} \sin x \right)$ is $2^{-1} \log(2\omega/E_F)$. Thus one obtains $\text{Im} \Sigma_{\text{Hartree}}(\omega + i\delta) \simeq \left( \frac{k_F U}{v_F} \right)^2 \frac{\omega^2}{4\pi^3 E_F} \log(2\omega/E_F)$, which is
the typical behavior of the lifetime of 2D Fermi liquids. The scattering rate \( \delta = -\tau_{ee}^{-1}/2 \) is estimated by the RPA diagrams which give the leading contribution to the lifetime of quasi-particles. Now we study the \( B \)-dependence of the lifetime. We consider the weak magnetic field such that the mean free path is smaller than the Lamour radius (\( \delta > \omega_0 \)). Consider two cases.

The first case is \( T \ll \tau_{ee}^{-1} \). In this limit, the temperature is an irrelevant scale and the RPA lifetime dominates. We obtain the following equation for the field-dependent self-energy term:

\[
\text{Im} \Sigma_{\text{Fock}}(\omega + i\delta) \simeq -\left( \frac{k_F U}{v_F} \right)^2 \frac{\omega_0^2}{16\pi^3 E_F} \int_{2\omega/E_F}^{+\infty} \frac{e^{-\epsilon x} dx}{x} \left[ 1 - \cos x \right]. \tag{4.31}
\]

Here \( \epsilon = \delta/2\omega \). The leading term in the integral \( \int_{2\omega/E_F}^{+\infty} \frac{e^{-\epsilon x} dx}{x} \left[ 1 - \cos x \right] \) giving \( \log(2\omega \tau_{ee}) \).

The second case is \( T \gg \tau_{ee}^{-1} \). In this limit, the temperature enters under the logarithm replacing the inverse lifetime there.

- **Spectrum.** The real part of the self-energy gives a correction to the spectrum of quasi-particles. Thus here we compute \( \text{Re}\Sigma_{\text{Hartree}} \) and \( \text{Re}\Sigma_{\text{Fock}} \)

\[
\text{Re}\Sigma_{\text{Hartree}}(\omega + i\delta) \simeq \left( \frac{k_F U}{v_F} \right)^2 \frac{\omega_0^2}{2\pi^3 E_F} \int_{2\omega/E_F}^{+\infty} dx \left[ -\frac{1}{x^2} \cos x + \frac{1}{x^3} \sin x \right]. \tag{4.32}
\]

The leading term in integral \( \int_{2\omega/E_F}^{+\infty} dx \left[ -\frac{1}{x^2} \cos x + \frac{1}{x^3} \sin x \right] \) is simply a constant, given by \( \pi/4 \). Thus this leads to \( \text{Re}\Sigma_{\text{Hartree}}(\omega + i\delta) \simeq \left( \frac{k_F U_0}{v_F} \right)^2 \frac{1}{8\pi^3 E_F} \omega_0^2 \) and

\[
\text{Re}\Sigma_{\text{Fock}}(\omega + i\delta) \simeq \left( \frac{k_F U}{v_F} \right)^2 \frac{1}{32\pi^3 E_F} \int_{2\omega/E_F}^{\omega/\omega_0} dx e^{-\epsilon x} \left( \cos x - \frac{1}{x} \sin x \right).
\]
Then we extend the integral from 0 to ∞, since \( \omega/E_F \ll 1 \) and \( \epsilon \omega/\omega_0 \gg 1 \).

This yields

\[
\text{Re} \Sigma_{\text{Fock}}(\omega) \simeq -\left(\frac{k_F U}{v_F}\right)^2 \frac{1}{(8\pi^2)^2} \frac{\omega_0^2}{E_F}.
\] (4.33)

The expression is valid when \( \tau_{ee}^{-1}(\omega) > \omega_0 \). This introduces the correction to the quasi-particle spectrum in the low temperature limit, shown in Eq. 11. If one considers \( \omega < 0 \), one will restore a \( \text{sgn}(\omega) \).

### 4.6.2 High-temperature limit: \( T/\omega \gg 1 \)

In case of large \( T/\omega \gg 1 \), the temperature is a relevant scale.

- **Lifetime.** Here we compute the imaginary part of the self-energy to find the quasiparticle lifetime. Defining dimensionless variable \( x = \pi Tr/v_F \), we write \( \Sigma_{\text{Hartree}}(\omega) \) as

\[
\text{Im} \Sigma_{\text{Hartree}} \simeq -\left(\frac{k_F U}{v_F}\right)^2 \frac{T^2}{4\pi E_F} \int_{\pi T/E_F}^{+\infty} \frac{dx}{x} \frac{1}{\cosh^2 x}.
\] (4.34)

The integral \( \int_{\pi T/E_F}^{+\infty} \frac{dx}{x} \frac{1}{\cosh^2 x} \) is equal to \( \log(E_F/\pi T) + c + O(T/E_F) \). Here \( c \) is a constant. Thus we find \( \text{Im} \Sigma_{\text{Hartree}} \simeq \left(\frac{k_F U_0}{v_F}\right)^2 \frac{T^2}{4\pi E_F} \log(\pi T/E_F) \), a typical result for 2D Fermi-liquids. Meanwhile, one could write \( \Sigma_{\text{Fock}}(\omega) \) as

\[
\text{Im} \Sigma_{\text{Fock}} \simeq \left(\frac{k_F U}{v_F}\right)^2 \frac{1}{4\pi^3} \frac{\omega_0^2}{4E_F} \int_{\pi T/E_F}^{\infty} \frac{dx}{x} \frac{x}{\cosh^2 x}.
\]

The integral \( \int_{\pi T/E_F}^{\infty} \frac{dx}{x} \frac{x}{\cosh^2 x} = \log(2) + O(T^2/E_F^2) \). Thus \( \text{Im} \Sigma_{\text{Fock}} \simeq \left(\frac{k_F U_0}{v_F}\right)^2 \frac{1}{4\pi^3} \frac{\omega_0^2}{4E_F} \log(2) \).

This gives the correction to the lifetime.
Spectrum. The real part of $\Sigma_{\text{Hartree}}$ is given by

$$\text{Re}\Sigma_{\text{Hartree}}(\omega + i\delta) \simeq -\left(\frac{k_F U}{v_F}\right)^2 \frac{\omega T}{2\pi^2 E_F} \int_{2\pi T/E_F}^{\infty} \frac{dx}{x} \frac{1}{\sinh x} \left(1 - \frac{x}{\tanh x}\right).$$

The integral $\int_{2\pi T/E_F}^{\infty} \frac{dx}{x} \left[\frac{1}{\sinh x} \left(1 - \frac{x}{\tanh x}\right)\right] = -\log(2) + O(T/E_F)$. Thus we find that $\text{Re}\Sigma_{\text{Hartree}}(\omega + i\delta) \simeq \left(\frac{k_F U_0}{v_F}\right)^2 \frac{\omega T}{2\pi^2 E_F} \log(2)$. This is also a typical result for 2D Fermi liquids. Then we consider the Fock diagram and write $\text{Re}\Sigma_{\text{Fock}}$ as

$$\text{Re}\Sigma_{\text{Fock}}(\omega + i\delta) \simeq \left(\frac{k_F U}{v_F}\right)^2 \frac{\omega \omega_0^2}{32\pi^4 E_F^2} \int_{2\pi T/E_F}^{2\pi T/\omega_0} \frac{dx}{x} \frac{1}{\sinh x} \left(1 - \frac{x}{\tanh x}\right).$$

(4.35)

Since $T/E_F \ll 1$ and $T/\omega \gg 1$, we can replace the lower bound of the integral domain by 0 and the upper bound by $\infty$. Making use of the integral

$$\int_0^{+\infty} dx \frac{1}{\sinh x} \left(1 - \frac{x}{\tanh x}\right) = -\pi^2/4,$$

we obtain at $T \gg \omega, \omega_0$:

$$\text{Re}\Sigma_{\text{Fock}}(\omega + i\delta) \simeq -\left(\frac{k_F U}{v_F}\right)^2 \frac{\omega \omega_0^2}{2(8\pi)^2 E_F^2} \times \frac{E_F}{T}. \tag{4.36}$$

The velocity of quasi-particle might be obtained by Fourier transformation, $(2\pi)^{-1} \int d\omega G(\omega) \exp(i\omega t)$. One obtains a delta-function $\delta(r - v_F t)$ after the transformation. This indicates that the velocity of quasi-particle is $v_F$ in the semi-classical regime, even in the presence of magnetic field. In the presence of interaction, the spectrum of quasi-particle is corrected. Thus the propagator obtains interaction correction. Now the exponential part in $G(\omega)$ becomes $\exp i \left(\omega - \text{Re}\Sigma(\omega)\right) r/v_F$, where $\Sigma$ is the self-energy correction, containing both Hartree and Fock corrections. Then the Fourier transformation leads a delta function, $\delta \left((1 - \partial_\omega \text{Re}\Sigma|_{\omega=0}) r - v_F t\right)$. Thus the velocity got renormalized by the interaction to be $v_F/(1 - \partial_\omega \text{Re}\Sigma|_{\omega=0}) \simeq v_F (1 + \partial_\omega \text{Re}\Sigma|_{\omega=0})$. Since the field-dependence correction comes from Eq. 4.36, one then uses Eq. 4.36 to obtain the field-dependent correction to effective velocity.
4.7 Thermodynamic potential

According to the linked cluster theorem, the thermodynamical potential is reduced to the computation of closed Feynman diagrams. We employ perturbation theory in interactions and consider two leading diagrams depicted in Fig. (4.5). The calculation presented here is for a single spin. The Hartree term, given by the diagram Fig. (4.5)a, gives the following contribution to the potential

$$\Omega_a = -T \sum_{\nu_m} \Pi(i\nu_m)\Pi(i\nu_m).$$  \hspace{1cm} (4.37)

Here $\nu_m = 2\pi mT$. The Fock term, depicted in Fig. (4.5)b, gives

$$\Omega_b = T^3 \text{tr} \sum_{m,n,l} G(i\omega_m)G(i\omega_m - \nu_l)G(i\omega_m - \nu_l - \nu_n)G(i\omega_m - i\nu_n).$$  \hspace{1cm} (4.38)

4.7.1 Hartree diagram

Due to the chiral structure, the leading contribution to $\Omega_a$ is from the zero-momentum transfer. Upon summing over $\nu_m$ and defining dimensionless variable $x = 2\pi Tr/v_F$, one obtains
\[ \Omega_a = -vU^2 T^3 \frac{k_F^2}{\pi v_F^4} \int_{2\pi T/E_F}^{\infty} \frac{dx}{x} \frac{1}{\sinh^2 x \tanh x}. \]  

(4.39)

The integral \[ \int_{2\pi T/E_F}^{\infty} \frac{dx}{x} \frac{1}{\sinh^2 x \tanh x} \] \[ = c_0 \left( 2\pi T/E_F \right)^{-3} - c_1 + O \left( T/E_F \right). \] Here \( c_0 \) and \( c_1 \) are two constants. Importantly, one may write \( c_1 \) as a generic integral \[ c_1 = \int_0^\infty \frac{dx}{x} \left[ \frac{1}{x^3} - \frac{1}{(\sinh x)^2 \tanh x} \right] \] Numerically, it is approximately given by \( c_1 \approx 0.121727. \) Then we consider the specific heat per unit volume

\[ C_v^a = \frac{1}{v} \frac{\partial \Omega_a}{\partial T} \bigg|_v. \]  

(4.40)

Obviously, the leading contribution comes from the \( \propto c_1 \) part. Thus we obtain

\[ C_v^a = 3c \left( \frac{k_F U}{v_F} \right)^2 \frac{T^2}{\pi v_F^2}. \]  

(4.41)

This \( T^2 \) behavior is a typical property of 2D Fermi-liquids.

**4.7.2 Fock diagram**

Upon the summation over \( m, n, l \) in Eq. (4.38), we obtain the following integral expression

\[ \Omega_b = \frac{vT}{(2\pi)^3} \left( \frac{k_F U}{v_F} \right)^2 \omega_0^2 \frac{1}{2v_F^2} \int_{2\pi T/E_F}^{\infty} z dz \frac{1}{\sinh^2 z \tanh z}. \]  

(4.42)

The integral \[ \int_{2\pi T/E_F}^{\infty} z dz \frac{1}{\sinh^2 z \tanh z} = a_0 \frac{E_F}{T} - \frac{1}{2} + O \left( T^3/E_F^3 \right). \] Here \( a_0 \) is a constant. Thus its contribution to specific heat, \( C_v^b \), now reads

\[ C_v^b \approx -\frac{1}{(2\pi)^3} \left( \frac{k_F U}{v_F} \right)^2 \frac{\omega_0^2}{4v_F^2}. \]  

(4.43)

This is a constant correction to specific heat, which only depends on the magnetic field \( B, v_F, k_F \) and the interaction strength \( U_0. \)
4.8 Comparison with other magnetic mechanisms

4.8.1 Zeeman effect

In this section, we argue that the Zeeman effect gives subleading corrections to thermodynamics compared to the (pseudo)-spin phase. The Zeeman effect originate from the coupling $-\frac{1}{2}\mu_B B_1 \otimes \hat{\sigma}_z$. Here $\mu_B$ is the Bohr magneton and $\hat{\sigma}_z$ is the Pauli matrix acting on the (real-)spin of electron. Since energy is splitted by the Zeeman effect, each spin’s Fermi momentum is different. Namely,

$$k_F^s = k_F + \frac{s \mu_B B}{2 v_F}, \quad (4.44)$$

where $k_F$ is defined by $\epsilon_F/v_F$. We find that the propagator is modified to be $G_{K,s}(r, \delta w) \approx \frac{i}{2}(1 + \text{sgn}(\omega) + i \frac{1}{2k_F r}) \hat{r} \cdot \hat{\sigma}$. Two observations: (1) The chirality feature is not influenced by the Zeeman effect. (2) $k_F^s$ enters the oscillatory function. This is the key point to consider the Zeeman effect. In fact, it affects the thermodynamic potential in the following way

$$\Omega^z_a = -T U^2_{2k_F} \sum_{\nu_m} \int d^2 r \Pi_+(i\nu_m, r) \Pi_-(i\nu_m, r). \quad (4.45)$$

Here $\Omega^z_a$ is the correction to the thermodynamic potential by Zeeman effect and $\Pi_{\pm}$ is $2k_F$ polarization operator for spin up and down respectively. Here $\Pi^s_{2k_F}$ is the $2k_F$ polarization operator for the spin-up/down ($s = +/-$) electron. However, in Graphene, the $2k_F$-scattering is suppressed by chirality. In fact, $\Pi^+_{2k_F}(r) \Pi^-_{2k_F}(r)$ carries one extra decaying factor $(k_F r)^{-2}$. Since the characteristic scale for $r$ is the thermal length $v_F/T$, the decaying factor then translates into a small factor, $T^2/E_F^2$.

In the Zeeman effect, the fundamental energy scale is $\omega_z = \mu_B B$. Set $B = x(T)$ and then $\omega_z$ given by

$$\omega_z = 9.27x \times 10^{-24} J. \quad (4.46)$$
The effective cyclotron-frequency is given by \( \omega_0 = \hbar v_F / R_L \). If \( k_F^{-1} \simeq 1.65 \text{ nm} \), the Larmor radius given by \( R_L \simeq \frac{400}{x} \text{nm} = 4 \times 10^{-7} / x(m) \). For simplicity, we take \( v_F = 10^6 m/s \). Recall \( \hbar \simeq 10^{-34} J \cdot s \). Then the energy scale \( \omega_0 \) is estimated by

\[
\omega_0 = \frac{x}{4} \times 10^{-21} J.
\] (4.47)

It is easy to see that \( \omega_0 \gg \omega_z \).

From smallness of \( T^2/E_F^2 \) and \( \omega_z/\omega_0 \), one observes that the Zeeman effect gives parametrically smaller corrections compared to the effect coming from the pseudospin-dependent orbital phase.

### 4.8.2 Effect of the curved electron trajectory

In this section, we consider the effect of curving of the electron trajectory and argue that it gives a sub-leading correction to the thermodynamic characteristics of the interacting electron gas. Curving of the trajectory manifests itself in the two-loop diagram in the RPA sequence. Now we consider the correction to DOS and find that it is proportional to the following expression

\[
P(r, \omega) = U_{2k_F}^2 u_0^2 \text{tr} \int d^2r_1 d^2r_2 G(r, r_1; \omega)G(r_1, r_2; \omega)G(r_2, r; \omega) \Pi(r_1; 0) \Pi(r_2; 0).
\] (4.48)

where \( U_{2k_F} \) is the \( 2k_F \) component of interaction and \( u_0 \) is the strength of the point-like impurity. Since we focus on the effect trajectory, we only preserve the \( p_0^3 r^3 \)-corrections and ignore the spin-dependent phase correction in \( P \). We call this part as \( P_0 \), given by the following integral expression

\[
P_0 = -\frac{1}{2} \text{tr} \int d^2r_1 d^2r_2 \frac{1}{2\pi v_F^2 |r_1 - r_2|^2} \exp 2i (k_F + \omega / v_F) |r_1 - r_2| - \frac{p_0^3 |r_1 - r_2|^3}{24}) \times \frac{1}{4\pi^2 v_F r_1^3} \cos(2k_F r_1 - \frac{p_0^3 r_1^3}{12}) \times \frac{1}{4\pi^2 v_F r_2^3} \cos(2k_F r_2 - \frac{p_0^3 r_2^3}{12}) U_{2k_F}^2 u_0^2.
\] (4.49)
In the exponential, the main oscillating term is $2k_F |r_1 - r_2| \pm 2k_F r_1 \pm 2k_F r_2$. We only need the slowly oscillatory piece. Namely, we want $2k_F |r_1 - r_2| \pm 2k_F r_1 \pm 2k_F r_2 \simeq 0$. This demands that $0, r_1, r_2$ are aligned in a straight line. For simplicity, we take $r_1/r_1 \simeq -r_2/r_2$. Use the expression $|r_1 - r_2| = |r_1 + r_2|/2 |r_1 + r_2| (1 + \cos \theta)$ where $\theta$ is the angle between $r_1$ and $r_2$. If $\theta \simeq \pi$, then $|r_1 - r_2| \simeq r_1 + r_2 + \frac{r_1 r_2}{2 |r_1 + r_2|} (\theta - \pi)^2$.

Then the integral over $\theta$ introduces extra factor, shown as below

$$
\int_{\theta \sim \pi} d\theta \exp(\frac{r_1 r_2}{|r_1 + r_2|} (\theta - \pi)^2) \approx e^{i\pi/4} \sqrt{\frac{\pi |r_1 + r_2|}{k_F r_1 r_2}}.
$$

We only trace the field-dependent correction, by considering $\delta P^a_0 (B) = P^a_0 (B) - P^a_0 (0)$. Further we do the following variable change: $x = p_0 r_1$ and $y = p_0 r_2$. Here $x$ and $y$ are both dimensionless. Then $\delta P^a_0$ is given by $U_{2k_F u_0 v_F}^2 k_F^{-1/2} p_0^{-7/2} F_\Gamma (\omega/\epsilon_0)$ and $F_\Gamma$ is given by

$$
F_\Gamma \equiv -i \int_{x, y > \Gamma} dxdy \left[ \exp 2i \left( \frac{\omega}{\epsilon_0} (x + y) - \frac{[x^2 y + xy^2]}{8} \right) - \exp 2i \left( \frac{\omega}{\epsilon_0} (x + y) \right) \right]
\times \frac{1}{4\pi^2 x^2} \times \frac{1}{4\pi^2 y^2} \times e^{i\pi/4} \sqrt{\frac{\pi}{xy (x + y)}},
$$

where $\Gamma \ll 1$ is small cut-off with order of $p_0/k_F$ and $\epsilon_0 = v_F p_0$. Numerically, we trace the $\Gamma$-independent term, namely $F(\omega/\epsilon_0)$ and find that $F(\omega/\epsilon_0)$ is smooth function of $\omega/\epsilon$ and has the amplitude that is smaller than 1. Thus, we conclude that the curved trajectory give a correction to the DOS with a coefficient, $\propto B^{7/2}$. Since we consider a weak magnetic field, the $B^{7/2}$ is obviously the high order perturbation relative to $B^2$. Further, $F(\omega/\epsilon_0)$ is smooth and smaller than 1, while $E_F^2/\omega^2$ is large. Thus the effect of curved trajectory gives the sub-leading corrections.

4.9 Conclusions

Our main finding is that, for two-dimensional Dirac electrons, application of a weak magnetic field enhances significantly the many-body effects. This is unlike the
conventional 2D electron gas. The reason for this is the pseudospin-dependent magnetic correction in Dirac electron propagators, $\sim \hat{\Sigma}_z \varphi(r)$. For many-body effects to unfold, the energy, $\omega$, measured from the Fermi level should exceed $\omega_0 = v_F(k_F l^2)^{-1}$, which is the inter-Landau-level distance at the Fermi level. We have only considered the low-temperature properties of interacting electrons in the doped graphene, so that the interaction with phonons[174, 175] can be neglected.

Our predictions for observables given by Eqs. 4.18-4.22 and by Eq. 4.7 all emerge as a result of evaluation of the Fock diagrams illustrated in Figs. 4.2a, 4.2c. It is nontrivial that, while these diagrams are not leading and even do not belong to the RPA sequence, they are responsible for the sensitivity to a weak magnetic field. Importantly, the higher-order diagrams, while leading to the renormalization of the interaction vertex, do not modify the predicted $\omega, T$-dependencies.

Other origin of the $B$-dependence of the interaction effects is either spin via the Zeeman splitting coming from spin or or the orbital effect via the curving of the electron trajectories in magnetic field. We have checked that these two mechanisms lead to the $B$-dependent corrections which are sub-leading compared to the ones originating from the pseudospin-dependent phase of Dirac propagators.

Finally, we emphasize that our results apply for the doped graphene, where the Fermi energy is far away from the neutrality. The condition $\omega \gg \omega_0$ in the present chapter is automatically violated at neutrality. The question about $\nu = 0$ Landau level is interesting and remains open[176].
CHAPTER 5
BALLISTIC MAGNETOTRANSPORT IN GRAPHENE

The text of this chapter has been adapted from Ref [150].

5.1 Introduction

Two well-established regimes characterize low-temperature magnetoresistance in a two-dimensional metallic system: Weak localization[177, 178] (WL) and Shubnikov–de Haas (SdH) oscillations. WL dominates in the low field limit \( \omega_0 \tau \ll (k_F L)^{-1} \). Here \( \omega_0 \) is the cyclotron-frequency, \( \tau \) is the impurity scattering time, and \( L = v_F \tau \) is the mean free path. This regime is reached when the magnetic flux threading the area \( L^2/2 \) is smaller than the flux quantum[179, 180]. In the high field limit \( \omega_0 \tau > 1 \), the spectrum is fully quantized into the Landau levels, and SdH oscillations become the dominating effect. The crossover between two limits is \( (k_F L)^{-1} < \omega_0 \tau < 1 \), where the magnetic field \( B \) is non-quantizing. In this regime, the electron-electron interaction (EEI) are believed to play a significant role[181]. Namely, the interaction correction to the conductivity induce the B-dependence in the resistivity via the relation,

\[
\delta \rho_{\text{int}} \simeq \rho_0^2 (\omega_0^2 \tau^2 - 1) \delta \sigma_{\text{int}}. \tag{5.1}
\]

Here \( \rho_0 \) is the Drude resistivity and \( \delta \sigma_{\text{int}} \) is the interaction correction to the longitudinal conductivity.

At the non-quantizing regime, magnetoresistance in the doped graphene has been widely studied in experiments[182, 183, 184, 185, 186] in the last decade while theoretical investigations are still absent. One may expect that the B-dependence in \( \delta \rho_{\text{int}} \)
is simply product of $\rho^2 \omega_0^2 \tau^2$ and zero field performance in $\delta \sigma_{\text{int}}$. However, it is not the complete story. We have shown that the non-quantizing field on Dirac electrons has non-trivial effects on FO and many-body physics.

In this chapter, we report that $\delta \sigma_{\text{int}}$ itself can carry field-dependent corrections and thus leads to non-trivial magnetoresistance in graphene. In the ballistic regime $T \tau > 1$ of the doped graphene[187, 186], we find

$$\delta \sigma_{\text{int}} \simeq \lambda_0 \frac{e^2}{\pi} \left( tT - p \frac{\omega_0^2}{48T} \right). \quad (5.2)$$

Here $\lambda_0$ is the dimensionless interaction parameter, and $t$, $p$ are dimensionless parameters determined by the disorder potential. Information about $t$ and $p$ can be extracted from the zero-bias anomaly[164] of tunneling density of states. The correction is present in a wide parameter range, where $\max(\omega_0, \tau^{-1}) < T < E_F$. Here $E_F$ is the Fermi energy. From Eq. 5.1, the field-dependent correction to the resistivity reads,

$$\delta \rho_{\text{int}}(B) - \delta \rho_{\text{int}}(0) \simeq \lambda_0 \omega_0^2 \frac{e^2}{\pi} \frac{\tau^2 \rho_0^2}{(tT \tau + \frac{p}{48T \tau})}. \quad (5.3)$$

Temperature dependence of magnetoresistance in Eq. 5.3 highly depends on the ratio, $p/t$, of two disorder parameters that will be defined below. Generally, the ratio $p/t$ can be any real number larger than $-1/2$. One prominent case is the scalar-like disorder potential, for which $p/t$ is $\to +\infty$. To ensure the second term is not always subleading, we will focus on $p/t > 1$, where the disorder can be regarded as a perturbation around a scalar-like potential. When $1 < T \tau < \sqrt{p/t}$, the temperature dependence in magnetoresistance becomes reciprocal instead of being linear. Therefore, the parabolic curve in magnetoresistance becomes more flattened when $T$ increases. See Fig. 5.1. Below, we present a qualitative explanation of the observed effect.
Figure 5.1: Magnetoresistance, \( \frac{\delta \rho_{\text{int}}(B) - \delta \rho_{\text{int}}(0)}{R} \), is plotted versus the dimensionless variable \( \omega_0 \tau \). The sign of \( \omega_0 \tau \) indicates the direction of the magnetic field and \( R \equiv \lambda_0 e^2 \rho_0^2 / \pi \). Each curve correspond to the resistance plotted at a corresponding temperature shown by (blue) dots in the inset. From light to dark curves, the temperature is increasing while the curvature is decreasing. Values of temperature are pointed out in the inset. The inset depicts the function \( f(T \tau) = t T \tau + p/48 T \tau \) from Eq. 5.3. The (red) vertical bar locates the minimum of the function.

5.2 Qualitative discussion

Coherent scatterings off Friedel oscillations of electron density at distances \( r \gg k_F^{-1} \) from an impurity renormalize the transport relaxation time. The coherent scattering is illustrated in Fig. 5.2. This process, leads to non-trivial temperature dependence\[188, 189\] in \( \delta \sigma_{\text{int}} \). In two-dimensional electron gas (2DEG), \( \delta \sigma_{\text{int}} \) is \( \sim T \tau \) in the ballistic limit \( T \tau > 1 \) and \( \sim \ln(T \tau) \) in the diffusive limit \( T \tau < 1 \).

Dirac nature of electrons in graphene \[190, 191, 192, 167, 193, 28, 119, 29, 194, 195, 196, 159, 197, 198, 199, 200, 201, 202\] can enrich the process of coherent scatterings because of the Berry phase \( \pi \) and chiral symmetry of Dirac electrons. Note that backscatterings off a single impurity can be classified into two types of Feynman diagrams. The first one is a loop type, giving Friedel oscillations. See inset (a) in Fig. 5.2. Here, the Berry phase \( \pi \) of Dirac electron leads to a faster decaying FO\[102\]. The second one is a vertex type diagram, yielding the correction to the density matrix.
See inset (b) of Fig. 5.2. Here, the matrix structure of Dirac electron induces sensitivity of the vertex correction to the nature of disorder[164]. Two properties together lead to the well-known result that the temperature dependence in the conductivity in the ballistic limit is still \( \sim T\tau \) but very sensitive to the disorder[102]. Importantly, if the disorder is scalar-like, the leading temperature behavior \( \sim T\tau \) vanishes.

The presence of a weak magnetic field changes the scenario for both backscatterings in (a) and (b) from the inset of Fig. 5.2. The persistent FO emerges from loop correction,

\[
\delta n(r) = \frac{g k_F}{2\pi^2 v_F r^2} \left[ \frac{1}{k_F r} \cos \left(2k_F r - \frac{r^3}{12k_F l^4}\right) + 2\varphi^2(r) \sin \left(2k_F r - \frac{r^3}{12k_F l^4}\right) \right].
\] (5.4)

Here the parameter \( g \) is defined in terms of the impurity potential, \( \hat{V}_r \), as \( g = \text{tr} \int d^2 r \hat{V}_r / 4 \), \( \varphi(r) = \omega_0 r / 2v_F \) and \( l \) is the magnetic length. The \( \varphi(r) \) is the half of the angle of the arc, corresponding to the Dirac electron traveling from 0 to \( r \) in a weak magnetic field. See Fig. 5.2. The value \( \varphi(r) \) reflects the strength of chiral symmetry breaking semi-classically[120]. A similar correction also emerges for the vertex correction. To evaluate the effect of the magnetic field on other physical processes[203] for Dirac electrons, employing the chiral-symmetry breaking phase \( \varphi(r) \) could be essential as it could lead to novel observable effects.

As the next step, we will consider the transport relaxation time and see that the incorporation of \( \varphi^2(r) \) into the estimate of the relaxation time can generate the correction in Eq. 5.2. It will help us to qualitatively extract the temperature behavior of magnetoconductivity from its relation to the transport time[204].

At first, let us estimate the relaxation time at zero-field, where a linear temperature dependence emerges:

\[
\frac{1}{\tau} = \int \frac{d\theta}{2\pi} (1 - \cos \theta) |f_0 + f_1(\theta)|^2.
\] (5.5)
Here \( f_0 \) and \( f_1 \) are respectively the scattering amplitudes off impurities and impurity-induced potentials. In the absence of the magnetic field, according to Refs. [189] and [147], the function \( f_1 \) can be cast as an integral \( f_1(\theta) = \int dr F(r) \) and

\[
F(r) = -\lambda_0 g \int_0^{+\infty} dr \frac{r_T}{\sinh r/r_T} \sin(2kFr)J_0(qr).
\]

(5.6)

Here \( r_T = v_F/(2\pi T) \) is the thermal length, \(|q| = 2k_F \sin \theta/2 \) and \( J_0 \) is the zero Bessel function. The coefficient \( \lambda_0 \) is the dimensionless interaction parameter and the main contribution to Eq. 5.5 comes from the region \( \theta \sim \pi \). One can expand \( \theta = \pi + \delta \theta \) and \( q \simeq 2k_F - k_F \delta \theta^2 \). The condition \( k_F \delta \theta^2 r_T \sim 1 \) translates into \( \delta \theta \sim (k_F r_T)^{-1/2} \). With the asymptotic expression of Bessel function, the power counting in the integral becomes \( r^{-3/2} \) when \( r < r_T \). When \( \delta \theta < (k_F r_T)^{-1/2} \), the integral in Eq. 5.6, gives \( \sim (k_F r_T)^{-1/2} \). Thus the integral in Eq. 5.5 is estimated by \( (k_F r_T)^{-1} \). This indicates that the interaction correction to \( \tau \) is proportional to \( T \) and the corresponding correction to \( \delta \sigma_{int} \) is also linear in \( T \).

In the presence of a magnetic field, the trajectories of electrons are curved, and the chiral symmetry of Dirac electrons is broken. Thus the suppressed backscattering is enhanced by the magnetic field. The incorporation of the symmetry-breaking effect leads to field-dependent correction to the scattering amplitude. Namely, \( f_1 \rightarrow f_1 + \delta f_1 \) and \( \delta f_1 \) is given by \( \int dr F(r) \varphi^2(r) \). Here \( \varphi^2(r) \) changes power counting to \( r^{1/2} \) and the integral gives \( \sim \omega_0^2(k_F r_T)^{3/2} \). The \( \theta \)-integral remains the same. Thus the field-dependent corrections to \( \tau \) and \( \delta \sigma_{int} \) are proportional to \( \omega_0^2 T^{-1} \).

Below, we rigorously trace the current-current correlation function to derive the temperature-dependence in \( \delta \sigma_{int} \).

### 5.3 Magnetoconductivity from Kubo formula

The static conductivity can be evaluated from the current-current correlation function [204]. Namely, \( \sigma_{\alpha,\beta} = \lim_{\omega \to 0} i \omega \Pi_{\alpha,\beta}(\omega) \). Here the \( \Pi_{\alpha,\beta}(\omega) \) is obtained by
Figure 5.2: Coherent scatterings between A and B paths: A is the path of backscattering off an impurity while B is the path when electrons hit the Friedel oscillations (or modulation of density matrix introduced by impurities), presented by blue curves. In the presence of a magnetic field, the path is curved, shown by the dashed arc. The angle of the arc is $2\varphi(r) = \omega_0 r / v_F$. Due to the Dirac nature of electrons, each propagator carries a matrix $M$. The inset plots two types of backscatterings off an impurity: (a) the loop type that creates Friedel oscillations. (b) the vertex type that creates correction to the density matrix.
taking analytic continuation of current-current correlation function $\Pi_{\alpha,\beta}(i\Omega_n)$ via $i\Omega_n \rightarrow \omega$, $\Pi_{\alpha,\beta}(i\Omega_n) = \int^{1/T}_0 d\tau \langle T_\tau j_\alpha(\tau) j_\beta(0) \rangle e^{i\Omega_n \tau}$ Here $j_\alpha(\tau)$, $\alpha = 1, 2$, is the current operator at imaginary time $\tau$, $\omega_n = 2\pi T n$ is the bosonic Matsubara frequency and $i\Omega_n \rightarrow \omega$ represents the analytic continuation.

At finite doping, one can treat impurity and interaction potential as the perturbation to $\hat{H}_0$. Here $H_0$ is the Dirac Hamiltonian coupled to $U(1)$ gauge field,

$$\hat{H}_0 = v_F \int d^2r \hat{\Psi}^\dagger(r) [\hat{\Sigma}_x(-i\partial^x + eA^x)] \hat{\Psi}(r). \quad (5.7)$$

Here $\alpha$ is summed in $x$ and $y$, $v_F$ is the Fermi velocity, $\hat{\Psi} = (\hat{\psi}_{AK}, \hat{\psi}_{BK}, \hat{\psi}_{BK'}, \hat{\psi}_{AK'})$ is the 4-component fermion operator and $\hat{\Sigma}_{x,y} = \hat{\tau}_z \otimes \hat{\sigma}_{x,y}$, where $\hat{\tau}_z$ is the third Pauli matrix acting in $K, K'$ space and $\hat{\sigma}_{x,y}$ are Pauli matrices acting in the space of $A, B$ sublattices. The gauge field is adopted by $A = (-eBy, 0)$. 
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Figure 5.3: Feynman diagrams giving leading field-dependent corrections to the longitudinal static conductivity. Solid lines represent the Feynman propagators. Dashed lines are the static impurities, while the wavy lines represent the electron-electron interactions.
Now, we consider the Gaussian-correlated potential. Meanwhile, the symmetry-allowed disorder potential is described by five parameters[103, 101, 205], namely,

$$\langle \hat{V}_r \otimes \hat{V}_{r'} \rangle = \delta_{r,r'} \left[ \gamma_0 \hat{I} \otimes \hat{I} + g^m_i \hat{Q}_m^i \otimes \hat{Q}_m^j \right]$$  \hspace{1cm} (5.8)

Here $\hat{V}_r$ is the impurity potential and the bracket $\langle \ldots \rangle$ is the average over impurity distributions. $\hat{I}$ is the identity matrix. Here $\hat{Q}_m^i = \hat{\Sigma}_m \hat{\Lambda}_i$ and $\hat{\Sigma}_z = \hat{\gamma}_0 \otimes \hat{\sigma}_z$, $\hat{\Lambda}_x = \hat{\tau}_x \otimes \hat{\sigma}_x$, $\hat{\Lambda}_y = \hat{\tau}_y \otimes \hat{\sigma}_y$, $\hat{\Lambda}_z = \hat{\tau}_z \otimes \hat{\sigma}_z$. We adopt the notation from Ref. [103], $g^z_z = \gamma_z$, $g^{x,y}_z = \gamma_\perp$, $g^{z,x}_z = \beta_z$ and $g^{x,y}_z = \beta_\perp$. Effectively, $\gamma_0$ represents the square of the strength of static electric potential averaged over the A/B sublattice. Parameters $\beta_z$ and $\beta_\perp$ introduce the intervalley scatterings while $\gamma_\perp$ introduces the hopping between A and B sublattices. The parameter $\gamma_z$ creates a chemical potential difference between the A/B sublattices. To clarify terminology, we refer to the impurity potential from $\gamma_0$ term as the scalar potential while all other terms in the potential as non-diagonal.

To illustrate coherent scattering quantitatively, we use the semiclassical expression of Dirac propagators in the real space $\langle G(r, \omega) \rangle \sim e^{i\Phi_0(r) - r/(2k FR)} M(r, \text{sgn}(\omega))/k FR$. Here $\Phi_0(r)$ is the phase including both $k FR$ and the magnetic phase[134, 206]. The form of matrix $M$ shows that chiral-symmetry is broken in each valley but it is preserved in the Brillouin zone. The field-dependent part in $M$ reads, $M - M_0 \simeq -\varphi^2(r)\hat{I}/2 - i\text{sgn}(\omega)\varphi(r)\hat{\Sigma}_z$. Here $M_0$ is the value of matrix $M$ in the absence of field and $\hat{I}$ is the identity matrix.

Applying perturbations, one finds that a series of Feynman diagrams led to dominant contributions to the conductivity. Up to the lowest orders of the impurity potential and interactions, we find that the diagrams in Fig. 5.3 give the leading field-dependent corrections to the longitudinal and static conductivity, $\delta \sigma_{xx}$. Namely, these are diagrams that contain vertex corrections, while others in the same order of perturbation theory are subleading.
The exact expression corresponding diagrams in Fig. 5.3 can be simplified. In the leading in \((T\tau)^{-1}\) order, and upon neglecting highly-oscillatory \(\sim \exp i2k_Fr\) terms, one arrives at a short expression for the conductivity correction,

\[
\delta\sigma_{xx} \simeq -\lambda_0 \frac{e^2\tau}{\pi^2\alpha_{tr}} \int_0^{E_F} d\Omega \frac{d}{d\Omega} \left( \Omega \coth \frac{\Omega}{2T} \right) \text{Im} I(\Omega).
\] (5.9)

Here the function \(I(\Omega)\) is expressed by the integral, \(I(\Omega) = \int y^{-1} dy \left( 2p'\varphi^2(y) + t' \right) e^{2i(\Omega+\pi\nu_F)y/v_F} \), \(\lambda_0 = k_FU_0/2\pi v_F\) is the dimensionless interaction constant at zero momentum. Parameters \(p'\) and \(t'\) are defined by \(p' = \gamma_0 - \beta_z - \gamma_z\) and \(t' = 2\gamma_z + 2\beta_z + \beta_\perp + \gamma_\perp\). The expression of \(I(\Omega)\) originates from the coherent scatterings in Fig. 5.2. Notice the constant \(t'\) does not contain \(\gamma_0\), while \(p'\), representing the enhancement of backscattering, depends on \(\gamma_0\). For short-ranged and weak scatterers, the parameter \(\alpha_{tr}\) is found to be \(\alpha_{tr} = \gamma_0 + 4\beta_\perp + 2\gamma_\perp + 2\beta_z + \gamma_z\), determining the Drude conductivity in graphene[205].

The integration in the expression of \(\text{Im}I(\Omega)\) can be analytically performed, giving

\[
\text{Im}I(\Omega) = \frac{\pi t}{2} + p \frac{(\omega_0\tau)^2}{4} \frac{\Omega\tau}{(1 + \Omega^2\tau^2)^2}.
\] (5.10)

The zero-field part shares the same integration as in Ref. [189]. The linear \(T\)-dependence in \(\delta\sigma_{xx}\) at the zero-field is obtained from the property, \(\lim_{\Omega \to 0} \Omega \coth \Omega/2T \simeq 2T\). The sensitivity to the disorder potential in the zero-field limit, namely the sensitivity to parameter \(t\), agrees well with the result in Ref. [102].

The field-dependent correction in Eq. 5.9 mainly originates from the region \(0 < \Omega < 2T\). In this region, one can linearize \(\frac{d}{d\Omega} \left( \Omega \coth \frac{\Omega}{2T} \right) \simeq \Omega/3T\). Notice that the characteristic scale for \(\Omega\) in Eq. 5.10 is \(\sim \tau^{-1}\). The integral over \(\Omega\) does not introduce extra temperature dependence. Thus the field-dependent correction \(\delta\sigma_{xx}\) is \(\sim \omega_0^2T^{-1}\). Tracing the integral rigorously, one can obtain Eq. 5.2, where we define \(t = t'/\alpha_{tr}\) and \(p = p'/\alpha_{tr}\). Inverting the magnetoconductivity tensor gives us
Eq. 5.3, which is the main result of the present work. The result is specific for Dirac electron and valid in a large parameter space when $\omega_0 < T < E_F$. We provide the comparison between the mechanism reported here and the hydrodynamics description$[207, 208, 209, 210, 211, 212, 213, 214, 31]$, which is the recent focus of studies on the transport of graphene. We show that for the doped and ultra-clean sample, the reported ballistic magnetotransport mechanism is the dominating effect when the temperature, $T$, within the logarithmic accuracy, lies in a parametrically large interval $\left( \frac{k_B}{\hbar \tau} \right) \lesssim T \lesssim \left( \frac{k_B}{\hbar \tau} \right) \left[ \frac{h E_F T}{k_B \ln(h E_F \tau / k_B)} \right]^{1/2}$ (from now on we restore $k_B/\hbar$ prefactor in the expression for $T$).

The present technological capabilities do not allow one to engineer the graphene samples with a given impurity type to the best of our knowledge. Therefore, the present theory allows extracting the information about the impurity in the sample from the magnetotransport measurement. Namely, upon fitting the temperature dependence of observed magnetoresistance with Eq. 5.3, one can extract the ratio of $p/t$. This helps to understand if the impurity in the given sample is mostly scalar type ($p/t \gg 1$) or mostly non-diagonal ($p/t \lesssim 1$).

### 5.4 Evaluation of the conductivity

#### 5.4.1 Basic formulas for static conductivity

In this section, we present the definitions and the main formulas for static conductivity. The Dirac electron in graphene, coupled to $U(1)$ gauge field, is described by the Hamiltonian,

$$\hat{H}_0 = v_F \int d^2r \hat{\Psi}(\mathbf{r}) \left[ \Sigma_\alpha (-i \partial^\alpha + e A^\alpha) \right] \hat{\bar{\Psi}}(\mathbf{r}). \tag{5.11}$$

Here a summation is assumed over the repeating index, $\alpha$, with $\alpha = x, y$, $v_F$ is the Fermi velocity, $\hat{\Psi} = (\hat{\psi}_{AK}, \hat{\psi}_{BK}, \hat{\psi}_{BK'}, \hat{\psi}_{AK'})$ is the 4-component fermion operator.
The four-dimensional matrix $\Sigma_{x,y} = \tau_z \otimes \sigma_{x,y}$, where $\tau_z$ is the third Pauli matrix acting on $K, K'$ space and $\sigma_{x,y}$ are Pauli matrices acting on the space of $A, B$ sublattices. Then the current operator for Dirac electrons is given by $evF\hat{\Psi}^\dagger(r)\Sigma_\alpha\hat{\Psi}(r)$.

Now consider the system with the disorder potential $V_{\text{imp}}(r)$ and the interaction potential $U(r)$. We assume the correlation of the disorder potential is point-like. Namely,

$$
\langle V_{\text{imp}}(r) \otimes V_{\text{imp}}(r') \rangle_I = \delta_{r,r'} \left[ \gamma_0 1_4 \otimes 1_4 + \beta_\perp \Sigma_{x,y} \Lambda_{x,y} \otimes \Sigma_{x,y} \Lambda_{x,y} + \gamma_\perp \Sigma_z \Lambda_z \otimes \Sigma_z \Lambda_z + \beta_z \Sigma_z \Lambda_z \otimes \Sigma_z \Lambda_z + \gamma_z \Sigma_z \Lambda_z \otimes \Sigma_z \Lambda_z \right] \tag{5.12}
$$

The bracket $\langle ... \rangle_I$ is the average over impurity distributions. Matrices above are defined by $\Sigma_z = \tau_0 \otimes \sigma_z, \Lambda_x = \tau_x \otimes \sigma_z, \Lambda_y = \tau_y \otimes \sigma_z, \Lambda_z = \tau_z \otimes \sigma_0$. The $\gamma_0, \beta_\perp, \gamma_\perp, \beta_z$ and $\gamma_z$ describe the strength of disorder potential.

According to the Kubo formula, the static conductivity is estimated by the current-current correlation function, $\sigma_{\alpha,\beta} = \lim_{\omega \to 0} \frac{i}{\omega} \Pi_{\alpha,\beta}(\omega)$. Here the $\Pi_{\alpha,\beta}(\omega)$ is obtained by taking analytic continuation of $\Pi_{\alpha,\beta}(i\Omega_n)$ via $i\Omega_n \to \omega$,

$$
\Pi_{\alpha,\beta}(i\Omega_n) = \int_0^{1/T} d\tau \langle T_\tau \hat{j}_\alpha(\tau)\hat{j}_\beta(0) \rangle e^{i\Omega_n \tau} \tag{5.13}
$$

Here $\hat{j}_\alpha(\tau), \alpha = 1, 2$, is the current operator at imaginary time $\tau$, $\omega_n = 2\pi Tn$ is the bosonic Matsubara frequency and $i\Omega_n \to \omega$ represents the analytic continuation.

We treat the electron-electron interaction as the perturbation to $H_0$. The current-current correlation function can be generally expressed by

$$
\Pi_{\alpha,\beta}(i\Omega_n) = -T \sum_{i\omega_m} J_\alpha G(i\omega_m)J_\beta G(i\omega_m - i\Omega_n) \\
- T \sum_{i\omega_m} J_\alpha G(i\omega_m)\Gamma_\beta(i\omega, i\omega - i\Omega_n)G(i\omega_m - i\Omega_n) \tag{5.14}
$$
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where $\omega_m = (2\pi m + 1)T$ is the fermionic Matsubara frequency and $\Gamma$ is the vertex correction. The current operator of Dirac electrons $J_\alpha$ above reads $J_\alpha = ev_F \Sigma_\alpha$. Here $G$ is the exact green function for the interacting system. The first term in the RHS is of the self-energy type and the second term contains the vertex correction. Below we refer to the self-energy/vertex-type contributions to $\sigma_{\alpha,\beta}$ as to $\sigma_{\alpha,\beta}^{S/V}$.

The standard analytic continuation procedure transform the summation over Matsubara frequency in $\sigma_{\alpha,\beta}$ into a single variable integral,

$$
\sigma_{\alpha,\beta}^S = \frac{1}{4\pi} \text{Re} \int_{-\infty}^{+\infty} d\epsilon \partial_\epsilon \left[ \tanh \frac{\epsilon}{2T} \right] \left[ J_\alpha G_R(\epsilon) J_\beta G_A(\epsilon) - J_\alpha G_R(\epsilon) J_\beta G_R(\epsilon) \right].
$$

Here $G_{R/A}$ is the retarded/advanced Green’s function. Consider the first order perturbation over the interactions. There are two types of diagrams, Hartree and Fock. The diagrams $a$ and $b$ in Fig. 5.3 of maintext are of the Fock type. Here, we only focus on the calculation of Fock self energy, $\Sigma_F(i\omega_m) = T \sum_{\nu_l} G_0(i\omega_m - i\nu_l)V(i\nu_l)$. Here $\nu_l$ is the bosonic Matsubara frequency, $G_0$ is the Green’s function for non-interacting Hamiltonian $H_0$ and $V(i\nu_l)$ is the interaction potential in the frequency space (up to first order in perturbation, $V(i\nu_l)$ is simply constant $V$, not depending on frequencies). Inserting the self-energy $\Sigma_F$ into Eq. 5.15 and performing analytic continuation, one obtains

$$
\sigma_{\alpha,\beta}^S \simeq \frac{V}{4\pi^2} \text{Im} \int d\Omega \frac{d}{d\Omega} \left( \Omega \coth \frac{\Omega}{2T} \right) \left[ J_\alpha G_R(\epsilon)V(\Omega)G_A(\Omega - \epsilon)G_R(\epsilon)J_\beta G_A(\epsilon) \right. 
$$

$$
- J_\alpha G_R(\epsilon)V(\Omega)G_R(\epsilon - \Omega)G_R(\epsilon)J_\beta G_A(\epsilon) - J_\alpha G_R(\epsilon)V(\Omega)G_A(\epsilon - \Omega)G_R(\epsilon)J_\beta G_R(\epsilon) \left].
$$

Similarly, one could perform the analytic continuation in the vertex correction and find

$$
\sigma_{\alpha,\beta}^V = \frac{T}{4\pi} \text{Re} \int d\epsilon \left[ \partial_\epsilon \tanh \frac{\epsilon}{2T} \right] J_\alpha \left[ G_R(\epsilon)\Gamma_\beta(\epsilon + i\delta, \epsilon - i\delta)G_A(\epsilon) - G_R(\epsilon)\Gamma_\beta(\epsilon + i\delta, \epsilon + i\delta)G_R(\epsilon) \right],
$$
where $\delta$ is an arbitrary small positive number. Diagrams $c$ and $d$ in Fig. 5.3 of the maintext are of the vertex type. The first order vertex correction reads $\Gamma_\beta(i\omega_m,i\omega_m-i\nu_l) = VT\sum_{i\nu_l} G_0(i\omega_m-i\nu_l) J_\beta G_0(i\omega_m-i\nu_l-i\nu_n)$. Performing the analytic continuation for $i\omega$, $i\nu$ and inserting the expression of $\Gamma$, one finds

$$\sigma_{\alpha,\beta}^{V} \simeq \frac{1}{8\pi^2} \text{Im} \int d\Omega \frac{d}{d\Omega} \left( \Omega \coth \frac{\Omega}{2T} \right) \times J_\alpha \left[ 2G_R(\epsilon)V(\Omega)G_A(\epsilon-\Omega)J_\beta G_A(\epsilon-\Omega)G_A(\epsilon) ight. 
$$
$$
\left. -G_R(\epsilon)V(\Omega)G_A(\epsilon-\Omega)J_\beta G_A(\epsilon-\Omega)G_R(\epsilon) \right]. \quad (5.17)
$$

### 5.4.2 Interaction corrections to static longitudinal conductivity

This section provides a detailed calculation to derive the main temperature dependence in the static longitudinal conductivity, $\delta\sigma$. Taking all four diagrams into consideration, we find that the leading correction to $\sigma$ in the ballistic regime ($T\tau \gg 1$) is given by

$$\delta\sigma \simeq \frac{V}{2\pi^2} \text{Im} \int d\Omega \frac{d}{d\Omega} \left( \Omega \coth \frac{\Omega}{2T} \right) \text{tr} \left[ J_\alpha G_R(\epsilon) 
$$
$$
V_{\text{imp}} G_R(\epsilon)V(\Omega)G_A(\epsilon-\Omega)V_{\text{imp}} G_A(\epsilon-\Omega)G_R(\epsilon)J_\beta G_A(\epsilon) \right]. \quad (5.18)
$$

Here $V_{\text{imp}}$ represents the impurity potential. Thus the main task is to evaluate the Eq. 5.18. Here we adopt the semiclassical limit to estimate Eq. 5.18. In the semiclassical limit, the interaction potential acts as a touching potential. The real space Green’s function averaged over impurities, reads

$$\langle G(r,\omega) \rangle_I = \frac{k_F}{2v_F} \sqrt{\frac{1}{2k_F r}} e^{i\text{sgn}(\omega)\Phi_0(r)-r/(2\tau v_F)} M, \quad (5.19)$$

where the phase $\Phi_0(r) = k_F r + \omega r/v_F + \pi/4 - r^3/(24k_F^3)$ and the matrix $M$ is given by

$$M(r,\text{sgn}(\omega)) \simeq (\text{sgn}(\omega) + i(2k_F r)^{-1}) \hat{r} \cdot \hat{\Sigma} + \hat{I} - i\text{sgn}(\omega)\varphi(r)\hat{\Sigma}_z - \frac{\varphi(r)^2}{2} \hat{I}, \quad (5.20)$$
where $\Sigma = (\Sigma_x, \Sigma_y)$ and $\hat{I}$ is the identity matrix. Here $\varphi(r) = \omega_0 r / (2v_F)$ is the half of the angle corresponding to the arc of the Larmour circle with length $r$. The angle $\varphi(r)$ represents the extent of the chiral symmetry breaking, since $\Sigma_z$ anti-commutes with $\Sigma_{x,y}$.

To perform real space integration in the expression for the conductivity, one may make use of the following identity

$$\int d^2 x G_R(\mathbf{x}', \mathbf{x}; \epsilon) \Sigma_\alpha G_A(\mathbf{x}, \mathbf{y}; \epsilon) = -i \tau \frac{\partial}{\partial x'_\alpha} \left[ G_A - G_R \right](\mathbf{x}', \mathbf{y}; \epsilon),$$

(5.21)

where $\alpha = 1, 2$. This identity helps us in Eq. 5.18 bringing the convolution of two propagators into one around the vertex. Applying Eq. 5.21 twice (once for $J_\alpha$ and once for $J_\beta$), one arrives at

$$\delta \sigma \simeq \frac{-e^2 \tau^2 k_F^2}{64 \pi^2 v_F^2 y^2 2\pi^2} \Im \int d\Omega \frac{d}{d\Omega} \left( \frac{\Omega \coth \frac{\Omega}{2T}}{2T} \right) \times \text{tr} \int d^2 y \hat{u} M(-y; +) M(y; -) \hat{u} M(-y; -) M(y; +) e^{2i(\Omega + i\tau) y / v_F}. \quad (5.22)$$

Here $\hat{u}$ is a $4 \times 4$ matrix and $\hat{u} \otimes \hat{u}$ inherits the matrix structure from Eq. 5.12. Namely, it corresponds to the part contained in the square bracket of Eq. 5.12. To further evaluate $\delta \sigma$, one needs to perform angular integration yielding

$$\text{tr} \int d\theta \hat{u} M(-y; +) M(y; -) \hat{u} M(-y; -) M(y; +) = 32\pi \left( 2p \sin^2 \varphi(y) + t \right). \quad (5.23)$$

Here $\theta$ is the angular coordinate of $y$. Parameters are defined as $p' = \gamma_0 - \beta_z - \gamma_z$ and $t' = 2\gamma_z + 2\beta_z + \beta_\perp + \gamma_\perp$. Linearly expanding $\sin \varphi$, one can write $\delta \sigma$ as the following single variable integral

$$\delta \sigma \simeq \frac{-e^2 \tau^2 k_F^2}{4\pi^3 v_F^2} \int d\Omega \frac{d}{d\Omega} \left( \frac{\Omega \coth \frac{\Omega}{2T}}{2T} \right) \Im \int \frac{dy}{y} \left( p' \frac{y^2}{2k_F^2 l^4} + t' \right) e^{2i(\Omega + i\tau) y / v_F}. \quad (5.24)$$
Now we handle the integral over \( y \) firstly and define

\[
I(B) = \text{Im} \int \frac{dy}{y} \left( p' \frac{y^2}{2k^2_F l^4} + t' \right) e^{2i(\Omega + i\tau)y/v_F}. \tag{5.25}
\]

The zero field result is simply given by

\[
I(0) \simeq t' \int_{1/k_F}^{\infty} dy \frac{1}{y} \sin \frac{2\Omega y}{v_F} = \frac{\pi t'}{2} + O(\Omega/E_F). \tag{5.26}
\]

Note that the scalar part \( \alpha_0 \) of impurity potential does not contribute to \( t \), i.e., the zero field conductivity. The field-dependent contribution reads

\[
I(B) - I(0) = \frac{p'}{2k^2_F l^4} \int_{1/k_F}^{v_F/\omega_0} y \sin \frac{2\Omega y}{v_F} e^{-2\omega_0} dy. \tag{5.27}
\]

We limit our attention to the limit \( \omega_0 \tau \ll 1 \) so that \( \exp(-\omega_0 \tau) \simeq 0 \). This ensures the convergence of the integral. Also \( E_F \tau \gg 1 \) is assumed. Then we define \( x = 2y/v_F \tau \) and rewrite the integral as

\[
I(B) - I(0) \simeq \frac{p'}{8k^2_F l^4} (v_F \tau)^2 \int_{0}^{\infty} x \sin(\Omega \tau x) e^{-x} dx. \tag{5.28}
\]

Here the lower cut-off is set as zero and the upper cut-off is set to be infinity, since \( 1/(E_F \tau) \ll 1 \) and \( 1/(\omega_0 \tau) \gg 1 \). Performing the integral, one obtains

\[
I(B) - I(0) = \frac{p'(v_F \tau)^2}{8k^2_F l^4} \frac{2\Omega \tau}{(1 + \Omega^2 \tau^2)^2}. \tag{5.29}
\]

Thus, with the help of Eqs. 5.26 and 5.29, one can write the conductivity as a single variable integral

\[
\delta \sigma \simeq -\frac{e^2 \tau^2 k^2_F}{4\pi^3 v^2_F} \int d\Omega \frac{d}{d\Omega} \left( \frac{\Omega \coth \frac{\Omega}{2T}}{2T} \right) \left[ \frac{\pi t'}{2} + \frac{p'(v_F \tau)^2}{4k^2_F l^4} \frac{\Omega \tau}{(1 + \Omega^2 \tau^2)^2} \right]. \tag{5.30}
\]

The remaining task is to simply evaluate the integral above. Now we treat the zero-field and field-dependent contributions separately.
• Zero-field contribution. At $B=0$, the integral involved is

$$\int_0^{E_F} d\Omega d\Omega \left(\Omega \coth \frac{\Omega}{2T}\right) = \left[E_F \coth\left(\frac{E_F}{2T}\right) - 2T\right]. \quad (5.31)$$

Here we set the upper bound for $\Omega$ to be the Fermi energy, $E_F$. This integral leads to the well-known linear temperature dependence in the longitudinal conductivity. Since $E_F/T \gg 1$, the temperature dependence in $\coth(E_F/2T)$ function is exponentially weak. The main temperature dependence comes from the latter, the linear one $-2T$.

• Field-dependent contribution. The field-dependent contribution is given by the integral

$$\int d\Omega d\Omega \left(\Omega \coth \frac{\Omega}{2T}\right) \frac{\Omega\tau}{(1+\Omega^2\tau^2)^2} = 2T \int_0^{\infty} dz \frac{d}{dz} \left(\coth z\right) \frac{2z \times T\tau}{(1+4z^2(T\tau)^2)^2}. \quad (5.32)$$

Here we define the variable $z = \Omega/2T$. Since we consider the ballistic regime, we only need the asymptotic behavior of the integral at $T\tau \gg 1$. We find that Eq. 5.32 has the asymptotic behavior, $\alpha 2T(T\tau)^{-2}$ when $T\tau \gg 1$. Here $\alpha$ is analytically found to be $\alpha = \pi/24$. The functional dependence $\propto (T\tau)^{-2}$ and $\alpha$ are derived below.

For the integrand in the Eq. 5.32, one can separate the integral domain into two parts. They are $(0, \kappa)$ and $(\kappa, \infty)$ for variable $z$ with $\kappa \sim 1$. We call each region’s contribution to the integral as $J_1, J_2$ in a sequence. At the first region, $\partial_z(z/\tanh z) \simeq 2z/3$. Then one defines $x = 2zT\tau$ and gets

$$J_1 = 2T \frac{(T\tau)^{-2}}{6} \int_0^{+\infty} dx \frac{x^2}{(1+x^2)^2} = \frac{\pi}{24} \frac{2T(T\tau)^{-2}}{6}. \quad (5.33)$$
Here we extend the upper bound of integral $2T\tau$ to $\infty$, since $T\tau \gg 1$ and we are looking for the leading order. In second region, $\partial_z( z/\tanh z) \simeq 1$. One similarly obtains

$$J_2 \simeq 2T \int_\kappa^\infty dz (2zT\tau)^{-3} \propto (T\tau)^{-3}. \quad (5.34)$$

From the analysis, one can clearly see that $J_1$ and $J_2$ give the leading contributions and the asymptotic behavior of Eq. 5.32 is $\sim (T\tau)^{-2}$.

Now we assume the weak and short-ranged scatterer and identity the expression of $\tau$ in the Born-approximation[205],

$$\frac{1}{\tau} = \frac{k_F}{2v_F}(\gamma_0 + 4\beta_\perp + 2\gamma_\perp + 2\beta_z + \gamma_z). \quad (5.35)$$

Thus $\delta\sigma$ can be simplified to be

$$\delta\sigma \simeq \frac{\lambda e^{2\tau}}{\pi} \left( \tilde{\tau}T - \tilde{p} \frac{\omega_0^2}{48 T} \right). \quad (5.36)$$

Here $\lambda$ is the dimensionless interaction parameter $\lambda = U_0 k_F (2\pi v_F)^{-1}$. Parameters $\tilde{\tau}$ and $\tilde{p}$ are dimensionless and describe the strength of disorder potential. They are defined by

$$\tilde{\tau} = \frac{2\gamma_z + 2\beta_z + \beta_\perp + \gamma_\perp}{\gamma_0 + 4\beta_\perp + 2\gamma_\perp + 2\beta_z + \gamma_z}, \quad \tilde{p} = \frac{\gamma_0 - \beta_z - \gamma_z}{\gamma_0 + 4\beta_\perp + 2\gamma_\perp + 2\beta_z + \gamma_z}. \quad (5.37)$$

Eq. 5.36 is the main conclusion in this note. (i) The zero-field contribution linearly depends on the temperature, and this linear dependence is highly sensitive to the nature of the disorder. Once the impurity potential is scalar-like, i.e., only $\alpha_0 \neq 0$ while $\gamma_z = \beta_z = \beta_\perp = \gamma_\perp = 0$, the linear in temperature term vanishes. (ii)
The field-dependent correction is inversely dependent on the temperature. If the impurity potential is scalar-like, the $\omega_0^2/T$ gives the leading interaction correction to the conductivity.

5.5 Comparison of the ballistic magnetotransport with the hydrodynamics description

Here, we present a comparison between the mechanism in this chapter and the hydrodynamics, which has been the main focus of studies recently. We also argue that the mechanism in this chapter is the dominating effect when temperature lies in a parametrically large interval.

It is well established that clean many-body quantum systems may exhibit the hydrodynamic limit[31]. To observe hydrodynamics, the many-body system shall have the condition on scales, $l_{ee} \ll L$. Here $l_{ee}$ is the mean free path due to the interaction while $L$ is the one due to disorder/impurity potential. In other words, the length scale from interactions shall be the smallest.

We mainly focus on the effects of interactions on magnetotransport of doped graphene. This implies that the Femi energy is the largest energy scale, $\hbar E_F \tau / k_B \gg 1$, so the quasiparticles are long-lived and weakly interacting. This indicates that $l_{ee}$ is very large. Moreover, even in the ultra-clean sample, One can show that $l_{ee} > L$ in a parametrically large temperature interval. Consider a temperature scale corresponding to ballistic transport given in terms of the impurity scattering time, $\tau$,

$$T_0 = \frac{\hbar L}{v_F k_B}.$$  (5.38)

In doped graphene the scattering rate of quasi-particles, $1/\tau_{ee}$, due to the interaction is determined by the Fermi-liquid processes to be [6, 167, 163]

$$h\tau^{-1}_{ee} \sim \frac{k_B T^2}{E_F} \ln \frac{E_F}{T}.$$  (5.39)
The condition $l_{ee} \gg L$ is then satisfied at temperatures, $T$, such that

$$\frac{k_B^2 T^2}{E_F} \ln \frac{E_F}{k_B T} < k_B T_0. \quad (5.40)$$

This condition implies that within the logarithmic accuracy $T \lesssim \left( \frac{k_B}{\hbar} \right) \left[ \frac{\hbar E_F \tau}{k_B \ln(h E_F \tau/k_B)} \right]^{1/2}$.

The estimate for the temperature can be obtained from Eq. (5.40) more accurately. It yields

$$\frac{\alpha^2}{\alpha_0} \ln(1/\alpha) < 1, \quad \text{with} \quad \alpha = \frac{k_B T}{E_F}, \quad \alpha_0 = \frac{k_B T_0}{E_F} \quad (5.41)$$

Under this condition, the ballistic magnetotransport reported in the present chapter is dominating over the hydrodynamics mechanism. Note the condition can be applied to any sample, for given disorder-related parameter, $\alpha_0$, of the sample.

For samples studied in Refs. [215], one has

$$E_F \simeq 0.4eV, \quad T_0 = \hbar L/v_F k_B \simeq 1.7K \quad (5.42)$$

where $E_F$ is the Fermi energy, $v_F$ is the Fermi velocity and $k_B$ is the Boltzmann constant. Given the data, one can evaluate the corresponding $\alpha_0 \simeq 3.6 \times 10^{-4}$. Then the condition (5.42) on the temperature acquires the form

$$f(\alpha) \equiv \alpha^2 \times \ln(1/\alpha) < \alpha_0 \approx 3.6 \times 10^{-4}. \quad (5.43)$$

Fig. 3.3 depicts the parameter range for temperature under which the condition is satisfied, namely when $\alpha < 8.7 \times 10^{-3}$. This means for samples under consideration $T < 40K$. Thus the main result of the present chapter is dominating for the ultraclean and doped sample in Eq. 5.42, when the temperature lies in a parametrically large interval, $1.7K < T < 40K$. Here the lower bound is set by the ballistic regime.
\[ \alpha = \frac{k_B T}{E_F} \]

Figure 5.4: (color online) The plot of \( f(\alpha) \) defined in Eq. 5.43. The red line locates the value of \( \alpha_0 \). The intersection of two curves is around \( \alpha \approx 8.7 \times 10^{-3} \).

### 5.6 Implications for the experiments.

The new magnetoresistance behavior can be observed in experiments, provided with two conditions on disorder: (1). the disorder in the sample should ensure the inequality, \( p/t \gg 1 \). (2). The sample should be clean enough so that the ballistic transport can be observed.

To ensure \( p/t \gg 1 \), the type of disorder in a sample needs to be primarily scalar-like. Namely, only a small portion of disorder potentials create intra-valley scatterings \( A \leftrightarrow B \), intervalley scatterings \( K \leftrightarrow K' \), and different on-site chemical potentials on sub-lattices.

The ballistic transport sets a lower bound for temperature, \( T > T_0 \equiv \frac{k_B}{\hbar \tau} \). Meanwhile, the temperature should be low enough so that the thermal effects and phonon effects do not defeat the quantum effects of electrons. Thus sample should be clean enough for \( T_0 \) to represent a low temperature. In the previous magnetotransport experiments, samples under consideration were not clean enough for the ballistic
transport to be observed. For example, in Refs. [183] and [184], the mobility of sample is \( \mu \sim 2 \times 10^3 \text{ cm/Vs} \) and the transport time is \( \tau \sim 100 \text{ fs} \). The temperature \( T_0 \) is \( T_0 \sim 500K \). This is a high temperature where thermal, and phonon effects[216, 217, 218, 219, 220, 221] are strong and dominating. Nowadays, a clean sample with highly mobile electrons can be fabricated. According to Ref. [215], the method of chemical vapor deposition on reusable copper can be used to fabricate the graphene device with a high mobility, \( \mu \sim 3.5 \times 10^5 \text{ cm/Vs} \). The subsequent work[187] shows that the electron mobility can be enhanced to be \( \mu \sim 3 \times 10^6 \text{ cm/Vs} \) together with the observation of ballistic transport at 1.7K. These recent techniques may allow one to study the magnetoresistance of the doped graphene in the ballistic regime[222, 223]. In this regard, the predicted phenomenon in this chapter can be observed.
CONCLUSIONS

In the first part of the thesis, we obtained the universal features including finite-size amplitude and entanglement entropy to characterize two novel types of quantum criticalities in one spatial dimension.

We obtained a non-monotonic finite-size scaling function around the tricriticality separating topologically ordered, SPT, and trivial phases in Majorana chains. The finite size correction to the ground state energy is a universal function of a new dimensionless scale, \( g \sim \sqrt{N}B \), where \( N \) is the system size in Chapter 1 of Part I and \( B \) is the symmetry-breaking field. We derive the effective low-energy theory corresponding to these models and show the emergence of the scale \( g \) that describes the evolution of the low-energy spectrum with \( B \). We analytically calculate the asymptotes of the universal finite-size scaling function, \( f(w, g) \). Finally, we show that the scale \( g \) emerges in the boundary entropy, which is shown to be universal for three models.

We also found an anomalously large finite-size amplitude at the non-CFT criticality \( \Pi \), which separates two topologically-distinct CFTs. The universal finite-size amplitude \( J \) emerges as the coefficient in front of \( L^{-2} \) term in the ground state energy of the system. Here \( L \) is the system size in Chapter 2 of Part I. The magnitude of \( J \) is anomalously large as it is of the order of one. The entanglement of the ground state is also found to be non-trivial, carrying a non-logarithmic entropy. This originates from the zero modes at the Fermi surface. Compared to CFTs, zero modes play a more crucial role at the criticality \( \Pi \).
In the second part of the thesis, we systematically studied the effect of a weak magnetic field in the doped graphene. We established the mechanism of chiral symmetry breaking and have found various many-body consequences.

We obtained a new and anomalous form of Friedel oscillations (FO) in graphene induced by a weak magnetic field. The new FO carries the constant magnitude of the oscillation in a parametrically large interval. The origin of this effect is an emerging spin-dependent phase in electron propagators, \( \sim \exp(-i\hat{\Sigma}_z \theta(r)/2) \). The emergence of \( \Sigma_z \) in the semi-classical propagator characterizes the chiral symmetry breaking effect.

We found that, for two-dimensional Dirac electrons, the application of a weak magnetic field enhances significantly the many-body effects. This is in contrast to the conventional 2D electron gas. The reason for this is the pseudospin-dependent magnetic correction in Dirac electron propagators, \( \sim \hat{\Sigma}_z \theta(r) \). Many-body characteristics including quasi-particle lifetime, quasi-particle velocity and thermodynamics acquire novel field-dependent corrections from the CSB effect.

We also discovered that the pseudospin-dependent phase generates an anomalous interaction correction to the static conductivity in the ballistic regime. The correction implies that the magnetoresistance, \( \delta \rho_{xx} \) scales inversely with temperature \( \propto 1/T \) in a parametrically large interval. When the disorder is scalarlike, the \( \propto 1/T \) behavior is the leading contribution in the crossover between diffusive regime exhibiting weak localization and quantum magnetooscillations.

To conclude, we showed in the present thesis that breaking of conventional symmetries such as the time-reversal symmetry, conformal symmetry, and the chiral symmetry leads to significant physical consequences including universal finite-size scaling and enhanced interaction effects in low-dimensional electronic systems.
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