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ABSTRACT

SEARCH FOR EXOTIC HIGGS BOSON DECAY TO MULTIPLE B-QUARKS WITH THE ATLAS DETECTOR AT LHC USING MACHINE LEARNING METHODS

SEPTEMBER 2023

YUAN-TANG CHOU
B.Sc., NATIONAL TSING HUA UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Verena Martinez Outschoorn and Professor Rafael Coelho Lopes de Sa

The discovery of the Higgs boson has opened up new possibilities for investigating physics beyond the Standard Model (SM). New particles may interact with the SM through the Higgs boson, and deviations from SM predictions can indicate the presence of new physics. This dissertation focuses on the search for exotic Higgs decay, $H \rightarrow aa \rightarrow (b\bar{b})(b\bar{b})$ where $a$ is a new scalar boson and focuses on the case where the Higgs boson is produced in association with a Z boson. The data were collected by the ATLAS detector at the Large Hadron Collider at center-of-mass energy $\sqrt{s} = 13$ TeV from 2015 to 2018 with a total integrated luminosity of $140 \text{ fb}^{-1}$. A new general-purpose low-mass double-b tagging algorithm was developed and applied in the search. With new machine-learning reconstruction techniques, the search is able to set a strong limit on the branching ratio of $\text{Br}(H \rightarrow aa \rightarrow (b\bar{b})(b\bar{b}))$. Furthermore,
the search also considers models with two new scalars of different masses, $a_1$ and $a_2$, 
and sets the limits on the branching ratio of $\text{Br}(H \rightarrow a_1 a_2 \rightarrow (b\bar{b})(b\bar{b}))$.
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INTRODUCTION

The observation of the Higgs boson by the ATLAS and CMS collaborations in 2012 [1, 2] opened new doors for physicists to study the nature of the universe. With years of scrutiny, the Standard Model still holds an extraordinary level of agreement in most of the experimental measurements. Nevertheless, several unsolved problems indicate the need for a theory beyond the Standard Model.

The Higgs boson was discovered by observing a small number of decay modes [1, 2]. With several years of studies, the available measurements are only able to constrain non-SM decays to $\lesssim 12\%$ of all decays at 95% confidence level (C.L.) [3] under several assumptions. Searches for exotic Higgs decays provide a direct way to find a hint of beyond the SM physics and shed light on the road to complete the puzzle. This thesis is structured as follows:

In chapter 1, I start by laying the foundation and summarizing our current understanding of the Standard Model. This leads us to unsolved questions and observations still not explained by the Standard Model. These intriguing phenomena motivate us to search for exotic Higgs boson decays using particle colliders.

Chapter 2 presents an overview of the experimental apparatus for high-energy particle physics experiments, the Large Hadron Collider, and the ATLAS detector. I discuss the ATLAS detector as it was used to collect the collision data used in this thesis and talk briefly about the planned future upgrade of the detector system.

Chapter 3 summarizes the process of physics object reconstruction, and Chapter 4 presents an overview of data and Monte Carlo simulated samples used in the following analysis.
The following two chapters focus on the search for exotic Higgs decays to multiple b-quarks with data collected from 2015 to 2018 by the ATLAS detector. The advancement of new identification techniques plays a pivotal role in enhancing the sensitivity of searches for final states involving b-quarks.

In Chapter 5, I detail the development of novel techniques to identify jets containing two b-quarks and calibrations using data.

Chapter 6 showcases the use of this new identification technique along with other modern machine learning methods to search for exotic Higgs decay to b-quarks. Finally, Chapter 7 provides a summary and discusses the results of this thesis.
CHAPTER 1
THE STANDARD MODEL OF PARTICLE PHYSICS AND BEYOND

The goal of particle physics is to study the fundamental mechanisms governing our universe. As far as we know, these mechanisms are described by four interactions: electromagnetic, strong, weak, and gravitational forces. Over several decades of theoretical and experimental advancements, our current understanding of nature is summarized in the Standard Model, which serves as a theoretical framework to describe the interaction of all known elementary particles except gravity.

In this chapter, I provide an overview of the Standard Model, briefly describing its underlying theoretical framework, its successes, and its limitations. This chapter aims to provide the theoretical foundation and motivation for the analysis performed in this thesis.

1.1 The Standard Model

The Standard Model (SM) is a theoretical model describing the properties and interactions of elementary particles. It incorporates three out of the four fundamental forces: electromagnetic, strong, and weak forces. It does not include the gravitational force. Various attempts have been made to have a theory of quantum gravity, such as string theory. In the context of high-energy physics experiments and the scope of this thesis, the gravitational force is too weak compared with the other three forces considered. Hence it’s ignored in the following discussion.

The Standard Model is a quantum gauge field theory which encodes the description of the interactions between particles and three fundamental forces in the internal local
symmetries of the $SU(3)_C \times SU(2)_L \times U(1)_Y$. The elementary particles in the Standard Model are shown in Figure 1.1. For each particle, there is a corresponding quantum field where the particle is interpreted as the excitation of that field. Based on their spin, we could categorize them into two types: fermions and bosons.

Particles with half-integer spin are called fermions, which account for the building block of matter. There are two classes of fermions: leptons and quarks, and they are further categorized into three generations. Both are described by the Fermi-Dirac statistics. Each generation of lepton has a charged lepton and corresponding neutrinos. The neutrinos have no charge and hence do not interact via electromagnetic force. On the other hand, all the quarks have fractional electric charges and also color charges.

The other class of elementary particles with integer spin is called boson, which is described by the Bose-Einstein statistics. The force carriers and the Higgs boson in SM fall into this category. The gluon is the mediator of the strong force, which also carries color charges. The photon is the mediator for the electromagnetic force, which interact with all the particle with electric charges. Finally, the W-and Z-boson is responsible for the weak interaction.

The total Lagrangian of the SM can be summarized into four terms:

$$\mathcal{L}_{SM} = \mathcal{L}_{\text{Strong}} + \mathcal{L}_{\text{EW}} + \mathcal{L}_{\text{Higgs}} + \mathcal{L}_{\text{Yukawa}},$$ (1.1)

where the first term describes the strong interaction, and the second term describes the electroweak interaction. The third term represents the kinetic and potential terms of the scalar field and the last term is the Yukawa interaction of fermions with the scalar field. In the following, a short discussion is given to explain the role of a particular term in SM.
Quantum Chromodynamics

The underlying theory for the strong force is called Quantum chromodynamics (QCD), which is a non-abelian gauge theory with $SU(3)_C$ symmetry. The QCD Lagrangian, $\mathcal{L}_{\text{Strong}}$, can be expanded as follow:

$$
\mathcal{L}_{\text{Strong}} = -\frac{1}{4} F^a_{\mu\nu} F^{a\mu\nu} + \sum_f \bar{\Psi}_f (i \mathcal{D}) \Psi_f ,
$$

(1.2)

where $\Psi_f$ is the Dirac spinor of the quark field, where $f$ is the quark flavor and the $F^a_{\mu\nu}$ is the field strength tensor defined by

$$
F^a_{\mu\nu} = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu - i g_s f^{abc} A^b_\mu A^c_\nu ,
$$

(1.3)

where $A^a_\mu$ is the components of gluon field given by $A^a_\mu = A^a_\mu x^a$ with $a = 1, \ldots, 8$, $f^{abc}$ is the structure constants of the $SU(3)_C$ group and $\mathcal{D} \equiv \gamma_\mu \mathcal{D}^\mu$ where $\mathcal{D}_\mu$ is the covariant
derivative defined by $D_\mu = (\partial_\mu - ig_s A_\mu)$. The $g_s$ is the QCD coupling constant, and $t^a$ is the generator of $SU(3)_C$ in the fundamental representation.

Despite its simple form, the QCD describes the interaction between quarks and gluons, which is essential to understand the physics of a hadron collider. One of the interesting features of the QCD is that the strong coupling change as a function of energy. This property is known as asymptotic freedom [5, 6]. At low energies, the coupling becomes stronger. As a result, there are no free quarks observed in nature. At very high energies, the interactions between quarks and gluons become weak, and perturbation theory can be applied to calculate their interaction.

**Electroweak Theory**

The next part of the Lagrangian describes the electroweak theory,

$$\mathcal{L}_{EW} = \overline{Q}_i i \gamma^\mu D_\mu Q_i + \overline{L}_i i \gamma^\mu D_\mu L_i + \overline{e}^i_R i \gamma^\mu D_\mu e^i_R + \overline{\nu}_R^i i \gamma^\mu D_\mu \nu_R^i + \overline{u}_R^i i \gamma^\mu D_\mu u_R^i + \overline{d}_R^i i \gamma^\mu D_\mu d_R^i - \frac{1}{4} W^a_{\mu\nu} W^{a\mu\nu} - \frac{1}{4} B_{\mu\nu} B^{\mu\nu},$$

where $Q_i$ and $L_i$ is the left-handed doublet for each generation of leptons and quarks field, $u_R$ and $d_R$ are right-handed singlet up and down quark fields, $e_R$ and $\nu_R$ are vectors of right-handed lepton fields. The covariant derivative, $D_\mu$, is defined as $D_\mu = (\partial_\mu + ig_\sigma W^a_\mu/2 + ig' Y B_\mu/2)$, where $g$ and $g'$ are the SU(2)$_L$ and U(1)$_Y$ gauge couplings, respectively. The $W^a_{\mu\nu}$ are field strength tensors of a $W_\mu$ gauge field indexed in weak isospin space $a$ and the $B_{\mu\nu}$ is field strength tensors associated with $B_\mu$ gauge field with the U(1) symmetry. The Lagrangian describes the interaction between the gauge boson and fermions. The first six describes the interaction between fermions and gauge bosons. The last two terms are the interactions between the gauge boson. However, there is no mass term for the gauge boson, which could not explain the observed massive boson in measurement. The introduction of the complex scalar
field later fixed this problem via a mechanism called spontaneous symmetry breaking of electroweak symmetry.

1.1.1 Electroweak Symmetry Breaking and the Higgs Mechanism

To introduce the mass of the gauge boson while maintaining the gauge invariance, the Brout–Englert–Higgs mechanism was introduced back in 1964 [7–9], which is also referred to as the Higgs mechanism. This mechanism introduces a new scalar field as follows:

$$\Phi \equiv \begin{pmatrix} \phi^+ \\ \phi^0 \end{pmatrix}. \tag{1.5}$$

The Lagrangian for the Higgs field is defined as

$$L_{\text{Higgs}} = (D_\mu \Phi)^\dagger (D^\mu \Phi) + \mu^2 \Phi^\dagger \Phi - \lambda (\Phi^\dagger \Phi)^2. \tag{1.6}$$

where the covariant derivative acting on the Higgs doublet is

$$D_\mu \Phi = (\partial_\mu + ig W^a_\mu \sigma^a + \frac{ig'}{2} B_\mu) \Phi. \tag{1.7}$$

The last two terms in equation 1.6 are the Higgs potential, where the $\lambda$ is the self-coupling and $\mu$ is related to the mass term of the field. The minimum of the potential occurs at

$$\Phi^\dagger \Phi = \frac{\mu^2}{2\lambda} \equiv \frac{\nu^2}{2}, \tag{1.8}$$

where we require the $\lambda > 0$ and $\nu$ is the vacuum expectation value (VEV). If $\mu^2 < 0$, it will behave like a normal scalar field and have a minimum at zero. However, if $\mu^2 > 0$, the minimum potential energy for the scalar field does not occur for $|\phi| = 0$. There will be an infinite set of degenerate minima.
Similar to the other field in QFT, the excitation of a field corresponds to an elementary particle. One can be studied the scalar field by expanding around the minimum, giving us two terms. One corresponds to the Higgs boson, and others are associated with the Goldstone bosons. We can take the unitarity gauge, which removes the Goldstone boson terms and becomes the longitudinal degree of freedom of the massive W and Z boson.

\[
\Phi(x) = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ u + H(x) \end{pmatrix}. \tag{1.9}
\]

The remaining term, \(H(x)\), can be identified as the Higgs boson. After plugging the number into the Higgs potential, we could get the relation between the Higgs boson mass, \(\lambda\), and \(\mu\) to be

\[
m_H = \sqrt{2\mu^2} = \sqrt{2\lambda u^2}. \tag{1.10}
\]

Using the Higgs boson defined in equation 1.9 and 1.6, one could identify the mass term for W, Z boson, and photon from the expansion term with some algebra. The photon is massless, as expected. As for the mass for W, Z boson is given by

\[
m_{W^\pm} = \frac{1}{2} g u, \tag{1.11}
\]

and

\[
m_Z = \frac{1}{2} \sqrt{g^2 + g'^2}, \tag{1.12}
\]

where \(g\) and \(g'\) are not predicted by the theory and hence can only be determined with experimental measurement.

Similarly, fermions also gains their mass by interacting with the Higgs field, which is described in the Yukawa term in equation 1.1, which is defined as:
\( \mathcal{L}_{\text{Yukawa}} = -\Sigma f m_f (\bar{f}_L f_R + \bar{f}_R f_L), \)  

(1.13)

where \( f \) are fermions and the mass of a fermion is

\[ m_f = \frac{v}{\sqrt{2} y_f}, \]  

(1.14)

where \( y_f \) is the Yukawa coupling for the fermion. The fermion masses are not predicted in the SM, which gives an additional nine free parameters and are determined solely from the experiment. In the next section, I will discuss the relevant aspect of the Higgs boson in the collider experiment.

1.1.2 The Higgs boson during the LHC era

The observation of a Higgs boson by the ATLAS and CMS collaborations [1, 2] has started a new phase in the LHC physics program aimed at studying the properties of the Higgs boson and search for new physics. In the following, I will briefly describe the property of the Higgs boson and how we study them with the LHC.

**Higgs boson production** There are four main Higgs boson production mechanisms to produce Higgs boson in a hadron collider. The cross-section predicted per production mode as a function of the center of mass energy can be seen in Figure 1.2

- **Gluon fusion (ggF):** This is the production mechanism with the largest cross-section. The two gluons interact within a loop to produce the Higgs boson, as shown in Figure 1.3 (a). The dominant contribution comes from the top quark. Contributions from lighter quarks are suppressed due to the smaller Yukawa coupling.

- **Weak boson fusion (VBF)** This is the production mechanism with the second-largest cross-section. The Higgs boson is produced via \( W^\pm / Z \) radiation
from the quark of the proton, as shown in Figure 1.3 (b). The VBF production has its unique feature of two high-energy jets at the forward regions of the detector.

- **Associated production with a gauge boson** ($VH$): Higgs-strahlung as shown in Figure 1.3 (c) or in a loop from gluon-gluon interaction. This is the most relevant Higgs boson production mechanism for this thesis, given that the leptonic decay of vector bosons can be used to select the events and help suppress large QCD backgrounds. This is crucial for searching with the hadronic final state of the Higgs boson, such as $H \rightarrow b\bar{b}$

- **Associated production with a pair of top quarks** ($t\bar{t}H$): The Higgs boson can be produced by exchanging a top quark between two gluons and radiating a Higgs boson. This production mechanism allows the direct probe of top-Higgs Yukawa coupling. There is also a similar production for the associated production with a pair of bottom quarks with smaller cross-sections.

Figure 1.2: Standard Model Higgs boson production cross sections as a function of the center of mass energy [10].
Decay mode of Higgs boson  As discussed in Section 1.1.1, the coupling of the SM Higgs boson is scaled as a function of the mass of the particles. As a result, the Higgs boson predominately decays to heavier particles. The decay branching ratio as a function of Higgs boson mass predicted by the SM is shown in Figure 1.4. The largest decay mode is the $H \rightarrow b\bar{b}$, which accounts for around 57.9% of the branching ratio. This is followed by the $H \rightarrow WW^*$ channel with a branching ratio of 21.7%.

Several decay modes have been observed and measured at the LHC. The latest result is shown in Figure 1.5, consistent with the SM predictions [3]. However, available measurements are only able to constrain non-SM or exotic decays to $\lesssim 12\%$ of all decays at 95% confidence level (C.L.) [3] on the corresponding branching. These decays are interesting because they may be a window to new physics, including scenarios called Higgs portals, where the Higgs boson is the leading or only mediator between the SM and new physics sectors.
Figure 1.4: Standard Model Higgs boson decay branching ratio [10].

Figure 1.5: Ratio of the production cross section times branching ratio that best fits available data relative to the SM expectation for individual decay modes [3].
1.2 Unsolved question in the nature

Even after several years of studies, the SM has been overwhelmingly accurate in predicting experimental results across all kinds of experiments. However, some questions remain unanswered by the SM, such as dark matter and baryon asymmetry.

**Dark matter** Existing astrophysics results provide compelling evidence that the ordinary matter observed today only consists of 5% of the total mass-energy content of the universe [11–13]. Galaxy rotation curve, weak lensing of the Bullet Cluster [14], and measurements on cosmological scales of anisotropies in the cosmic microwave background [15, 16] are evidence of the existence of dark matter. However, no particles that exist in the SM can explain all observations simultaneously. One plausible explanation is introducing dark matter (DM), which does not interact electromagnetically.

**Matter-antimatter asymmetry** Matter and antimatter are believed to be produced in equal amounts at the end of inflation. However, the abundance of baryonic matter and almost no existence of antibaryonic matter is observed in the current universe. No mechanism in the SM can explain the current observed asymmetry.

**Hierarchy problem** The current measurement of the Higgs boson mass is too small and requires substantial quantum corrections from the virtual loop correction. The SM requires finetuning of the Higgs boson bare mass to agree with the current observed mass. This is considered uncomfortable from a theoretical point of view because there are no known physical mechanisms to produce a fine-tuned theory.

1.3 Physics beyond Standard Model

Numerous theory models try to incorporate phenomena not explained by considering new internal symmetry or adding new quantum fields to the SM. One particularly
interesting place to look for signs of beyond Standard Model is the Higgs boson. As mentioned early in Section 1.1.2, many decay modes are measured with data at the LHC. There is still plenty of room for exotic Higgs decay not predicted by the SM. These decays are interesting because they may be a window to new physics, including scenarios called Higgs portals, where the Higgs boson is the leading or only mediator between the SM and new physics sectors.

One of the simplest possibilities is that the Higgs boson decays into a pair of new spin-zero particles. This new spin-zero particle, \(a\), will not exhibit electromagnetic, weak, or strong interactions but interact through the observed Higgs boson. The new light particle with even small couplings to the Higgs boson can result in sizeable exotic branching fractions because of the small total width of the Higgs boson. The new spin-0 particle can be either a scalar or a pseudoscalar under parity transformations depending on the model construction and how it mixes with the other scalar to acquire coupling to fermion.

Theories that introduce a new spin-zero scalar coupled to the Higgs Boson could provide a possible explanation for electroweak baryogenesis [17, 18]. The light scalar could also serve as the mediator between SM particles and new physics sectors, such as a mediator in dark matter models [19, 20] that avoid the strong constraint from direct detection.

Exotic decays are predicted by many theories of physics beyond the SM [4], including those with an extended Higgs sector (such as the Next-to-Minimal Supersymmetric Standard Model, NMSSM [21–25]), several models of dark matter [26–30], models with a first-order electroweak phase transition [18, 31], and theories with neutral naturalness [32–34].

In Section 1.3.1, I will discuss the two-Higgs-doublet model and later discuss how we can add additional scalar(s) that motives the search for exotic Higgs decay in four b-quark final states.
1.3.1 Two-Higgs-doublet model

As discussed in the Section 1.1.2, the SM was completed by adding one complex scalar doublet to the theory. However, the number of doublets one could add to the theory is not limited by nature. One of the simplest extensions based on this idea is the two-Higgs-doublet model (2HDM) [35].

This type of model considers two SU(2) doublet:

\[
\Phi_1 \equiv \begin{pmatrix} \phi^+_1 \\ \phi^0_1 \end{pmatrix}, \quad \Phi_2 \equiv \begin{pmatrix} \phi^+_2 \\ \phi^0_2 \end{pmatrix},
\]

(1.15)

where \(\phi^+_1, \phi^0_1, \phi^+_2, \phi^0_2\) are complex fields. Assuming that CP is conserved in the Higgs sector and all the parameters are real scalar potential of such fields can be written as:

\[
V = m_{11}^2 \Phi_1^\dagger \Phi_1 + m_{22}^2 \Phi_2^\dagger \Phi_2 - m_{12}(\Phi_1^\dagger \Phi_2 + \Phi_2^\dagger \Phi_1) + \frac{\lambda_1}{2} (\Phi_1^\dagger \Phi_1)^2 + \frac{\lambda_2}{2} (\Phi_2^\dagger \Phi_2)^2
\]

\[
+ \lambda_3 \Phi_1^\dagger \Phi_2^\dagger \Phi_2 + \lambda_4 \Phi_1^\dagger \Phi_2 \Phi_2^\dagger \Phi_1 + \frac{\lambda_5}{2} [(\Phi_1^\dagger \Phi_2)^2 + (\Phi_2^\dagger \Phi_1)^2]
\]

(1.16)

Like the Higgs mechanism as SM, the new scalar field will result in two vacuum expectation values, \(v_1\) and \(v_2\). And there are eight new degrees of freedom in the 2HDM model, resulting in five physical Higgs particles and three Goldstone bosons absorbed by the W and Z boson. The five physical Higgs states are two CP-even \(h\) and \(H\), CP-odd \(A\), and Charged Higgs boson \(H^\pm\). The observed Higgs boson can be the mix of two CP-even states.

The model can be fully described by setting six of the free parameters in the model: the mass of the four Higgs bosons, the mixing angle between the two CP-even Higgs bosons \(\alpha\), and the free parameter describing the relation between the two vacua given by
\[
\tan \beta = \frac{v_1}{v_2}.
\]

(1.17)

However, the 2HDM models can introduce tree-level flavor-changing neutral currents, which have not been observed so far, which is avoided by introducing the Glashow-Weinberg condition [36]. The condition requires that each group of fermions couples exactly to one of the two doublets. Based on how the doublet interacts with fermion, the 2HDM model can be categorized into the following types:

- **Type I**: This type of model is called fermiophobic because charged fermions only couple to one doublet and provide all the mass to the fermions.

- **Type II**: This type of model is similar to the Minimal Supersymmetric Standard model. Only the up-type quark couple to the one of the doublet. The remaining doublet couple to both the down-type quark and charged leptons.

- **Type III**: This type of model is commonly called flipped type, where one doublet couples to up-type quarks and charged leptons. The remaining doublet couples to the down-type quarks.

- **Type IV**: This type of model is called the lepton-specific type. In these models, one doublet couple to the quark and charged leptons couple to the other doublet.

### 1.3.2 Two-Higgs-doublet plus scalar model

The 2HDM models have been extensively tested at the LHC. Extensive parameter space has been probed, but no additional Higgs bosons predicted have been seen at the LHC. Further extensions of the 2HDM model have been proposed to introduce the possibility of exotic Higgs decay in these models. One of the simplest is adding an additional scalar field that mixes with the doublet state in 2HDM, given the null result from heavy Higgs searches at LHC. This extension allows the new particle can decay directly into fermions. In this case, depending on the type of 2HDM model
considered, the new light pseudoscalar $a$ will inherit the Yukawa-like couple through mixing with the pseudoscalar $A$ or Higgs boson [4].

In many scenarios where the Higgs boson decays to a pair of new spin-zero particles $a$, such as the model shown in Fig. 1.6, the dominant decay mode is to a pair of $b$-quarks ($a \rightarrow bb$) for $m_a > 10$ GeV, above the $b$-pair production threshold. Despite the experimental challenges associated with such a $4b$ signature ($H \rightarrow 4b$), this is expected to be one of the most sensitive decay modes [4, 37–39].

1.4 Experimental landscape

The analysis presented in this thesis is an update of two results published in 2018 and 2020 [40, 41]. Fig. 1.7 shows the upper limit at 95% CL on $\sigma(ZH) \times Br$, where $Br = Br(H \rightarrow 2a) \times Br(a \rightarrow bb)^2$, versus $m_a$ from these publications. The analysis trying to reconstruct four fully resolved b-tagged jets is referred to as resolved
Figure 1.7: Upper limit at 95% CL on $\sigma(ZH) \times \text{Br}$, where $\text{Br} = \text{Br}(H \rightarrow 2a) \times \text{Br}(a \rightarrow bb)^2$, versus $m_a$. The observed (CLs) values (solid black line) are compared to the expected (median) (CLs) values under the background-only hypothesis (dotted black line). The surrounding shaded bands correspond to the 68% and 95% CL intervals around the expected (CLs) values, denoted by $\pm 1\sigma$ and $\pm 2\sigma$, respectively. The solid blue line indicated the same observed limit from the resolved channel analysis. The solid red line indicates the SM $pp \rightarrow ZH$ cross-section, assuming $\text{Br}(H \rightarrow 2a) \times \text{Br}(a \rightarrow bb)^2 = 1$ [41].

In the case where the $a \rightarrow bb$ decay is merged into a single reconstructed jet, the analysis is referred to as merged analysis. I contributed to the first merged analysis published in 2020 and gained experience in designing strategies for analysis in this thesis.

Several searches for a Higgs boson decaying to electrons, muons, taus, photons, or $b$-jets via two pseudoscalars have been performed at both the LHC and the Tevatron [40, 42–56]. These searches have led to limits on the branching ratio of the Higgs boson decaying to $2a$, scaled by the ratio of the production cross-section of the Higgs boson that is searched for to that predicted by the SM, $\sigma(H)/\sigma_{SM} \times \text{Br}(H \rightarrow 2a)$, between 1% and 3% for pseudoscalar masses between 1 GeV and 3 GeV and between 10% and 100% for masses larger than 5 GeV, in the SM+a scenario where $a$ is a new
Higgs-mixed scalar which inherits its coupling with SM fields via mixing with the Higgs boson as described in [57].

The signature of a decay of the Higgs boson to two light scalars of different mass $H \to a_1 a_2$ is yet uncovered. Hence the analysis presented in this thesis also explores the $H \to a_1 a_2$ decay for the first time. The phenomenology of a model where the SM is extended by two real scalar singlets is given in [58].
CHAPTER 2
THE ATLAS EXPERIMENT AT LHC

This chapter provides an overview of the experimental apparatus and aims to provide readers with background knowledge to understand the techniques and results described in the following chapters. An overview of the Large Hadron Collider (LHC) [59] is given in Section 2.1, along with a brief description of the accompanying accelerator complex and relevant terminology. The thesis used collision data recorded by the ATLAS (A Toroidal LHC ApparatuS) detector, comprised of various detector subsystems described in Section 2.2. Several planned upgrades aim to improve the capability of the LHC machine and ATLAS detector to enhance discovery and physics potential. Section 2.3 outlined these activities with a focus on developing the Level-0 MDT trigger processor upgrade for ATLAS, which is also part of this thesis work.

2.1 The Large Hadron Collider

The LHC is located at the European Organization for Nuclear Research, known as CERN (Conseil européen pour la recherche nucléaire), close to the broader of Switzerland and France border near Geneva. The LHC is a particle accelerator built in a 27 km circumference tunnel underground which is able to accelerate protons and heavy ions for physics studies. It inherits the same tunnel hosting the LEP (Large Electron-Positron Collider). There are four major experiments installed around the accelerator: ATLAS, CMS, LHCb, and ALICE. The ATLAS and CMS experiments are general-purpose particle detectors designed to study various physical final states. On the other hand, LHCb (Large Hadron Collider beauty experiment) and ALICE
(A Large Ion Collider Experiment) experiments are specialized detectors focused on studying CP violation and heavy ion physics, respectively, which are beyond the scope of and not covered in this thesis. I will focus on describing the ATLAS experiment, which is used to collect data for this thesis. A cutaway diagram of the LHC and four major experiments are shown in Figure 2.1

2.1.1 The CERN accelerator complex

The LHC is the last component of the CERN accelerator complex, as shown in Figure 2.2. Many machines are chained to reach the targeted energy for the LHC. The first accelerator is the Linac2 to accelerate protons to 50 MeV, which feeds into the Proton Synchrotron Booster (PSB). Protons are accelerated to 1.4 GeV in PSB. The proton beam is sent to the PS (Proton Synchrotron) and further pushed to 25 GeV. The last step before injecting it into LHC is done by the SPS (Super Proton Synchrotron) to 450 GeV. The injected beam circulates into two pipes, one clockwise and the other anticlockwise. Both are accelerating to reach the targeted energy of
The CERN accelerator complex. The LHC is the last ring (dark blue line) in a complex chain of particle accelerators. The smaller machines are used in a chain to boost the particles to final energies and provide beams to other smaller experiments, which are not discussed. Illustrations credit Ref [61]

6.5 TeV per beam. After the beam reaches a stable condition for physics, it will be brought to collide at the center of ATLAS and CMS detector with the total center of mass energy of 13 TeV. The LHC machine can also accelerate heavy nuclei such as Pb or Xe for the LHC heavy ion program.

2.1.2 Luminosity

The events rate of the collision is proportional to the interaction cross-section and instantaneous luminosity $\mathcal{L}(t)$

$$\frac{dN}{dt} = \mathcal{L}(t)\sigma. \quad (2.1)$$

The instantaneous luminosity $\mathcal{L}(t)$ have the unit of cm$^{-2}$s$^{-1}$ which is proportional to machine parameters.
Figure 2.3: Total Integrated Luminosity and Data Quality during Run-2 data-taking in 2015-2018. Summary plot from Ref [62]

\[ \mathcal{L} \propto \frac{f N_1 N_2}{4\pi \varepsilon \beta^*}, \]  

where \( f \) is the bunches crossing frequency, \( N_1 \) and \( N_2 \) are the number of protons in a bunch, \( \varepsilon \) is the emittance of the beams, and \( \beta^* \) is the beta function of the beam which quantifies how narrow the beam. The nominal value is \( \mathcal{L}(t) \approx 10^{34} \text{ cm}^{-2}\text{s}^{-1} \) for the LHC. The total luminosity delivered by the LHC can be calculated by the integral of the instantaneous luminosity with respect to time

\[ \mathcal{L}_{\text{integrated}} = \int \mathcal{L}(t) dt, \]  

which is expressed in the inverse of cross-section, \( \text{fb}^{-1} \). The total integrated luminosity delivered and collected by the ATLAS detector in 2015-2018 is shown in Figure 2.3. Only data with all the detector systems functioning are good for physics and are used in this thesis. More detail on the data will be described in Section 4.1.
2.1.3 Pileup

The collision of bunches of protons usually result in multiple interactions per bunch crossing. The mean number of interactions per bunch crossing is shown in Figure 2.4. However, not all collisions are interesting for physics analysis. As a result, the interaction with the largest energy transfer during the collision is selected as the hard-scatter vertex using the associated tracks. The remaining interactions are called pileup, which is from the low-energy QCD process, which is less interesting. Pile-up will also deposit energy and spoil the measurement of the detector. Hence dedicated correction procedure must be carried out to mitigate this allowing us to properly reconstruct the physics objects for analysis, which will be discussed in Chapter 3.

2.2 The ATLAS detector

The ATLAS detector [63] covers nearly the entire solid angle around the collision point, which is 44 m long and 25 m in diameter. A cutaway view of the ATLAS detector is shown in Figure 2.5. The ATLAS detector consists of many sub-detector systems layers targeting to identify and reconstruct individual particles. The innermost tracking detector is surrounded by a superconducting solenoid magnet, electromag-
magnetic and hadronic calorimeters, and an external muon spectrometer incorporating three large toroid magnet assemblies. The ATLAS detector can be divided into two parts, barrel and endcap region. In this section, an overview of each subdetector is provided, along with conventions used in the following chapters.

**Coordinate systems** ATLAS uses a cartesian right-handed coordinate system with its origin at the nominal interaction point (IP) in the center of the detector and the $z$-axis coinciding with the axis of the beam pipe. The $x$-axis points from the IP to the center of the LHC ring, and the $z$-axis along the tunnel. Cylindrical coordinates $(r,\phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the beam pipe. For a collider experiment, a significant unknown fraction of energy could escape down to the beam pipe. Defining kinematic variables in the transverse plane perpendicular to the beam pipe is more useful, as the sum of transverse momentum...
is known to be zero. The transverse energy is defined as $E_T = E \sin \theta$. Similarly, the transverse momentum is defined as $p_T = \sqrt{p_x^2 + p_y^2}$. The rapidity of an object is defined as

$$y = \frac{1}{2} \ln \frac{E + p_z}{E - p_z}. \quad (2.4)$$

Another more common angular definition is pseudorapidity, defined in terms of the polar angle $\theta$ as

$$\eta = - \ln \tan(\theta/2). \quad (2.5)$$

In the ultrarelativistic limit, the pseudorapidity is approximately equal to rapidity. These allow the definition of commonly used angular distance defined as

$$\Delta R = \sqrt{\Delta \eta^2 + (\Delta \phi)^2}. \quad (2.6)$$

### 2.2.1 Inner Detector

The inner detector system is the innermost component of the ATLAS detector close to the beam pipe. The goal is to provide high-precision measurements of the charged particles for the momentum and vertex reconstruction. Figure 2.6 shows the cutaway view of the inner detector systems. The barrel inner detector is arranged on the concentric cylinder around the beam and consists of three layers of detectors. In contrast, the end-cap systems are disk perpendicular to the beam pipe. A high-granularity silicon pixel detector (Pixel), along with including the insertable B-layer (IBL) [66], and a silicon microstrip tracker (SCT), together provide precision tracking in the pseudorapidity range $|\eta| < 2.5$, complemented by a transition radiation tracker (TRT) providing tracking and electron identification information for $|\eta| < 2.0$. All the inner detectors are immersed in the 2 Tesla magnetic field from the solenoidal magnet.
Figure 2.6: Cutaway diagram of ATLAS inner detector systems. Visualization credit to Ref. [65]

Figure 2.7: Cutaway diagram of ATLAS inner detector systems. Visualization credit to Ref. [67]
**Pixel**  The Pixel Detector is a compact system that provides high-precision and high-granularity measurements of charge particles as close as the interaction point. It has four concentric layers in the barrel and three disks on each end cap, with 80.4 million readout channels. It uses 250 $\mu$m thick silicon as detecting material. Detecting charged particles in silicon detectors relies on the electron-hole pairs produced when they pass through. The electrons then drift to an electrode under the influence of an electric field, creating an electric signal which can be measured. The resolution can reach almost 10 $\mu$m in the $R - \phi$ plane and 11 $\mu$m in the z-direction. During the LHC shutdown in 2013-2014 (LS1), a new insertable B-Layer was inserted even closer to the beam pipe (3.3 cm) thanks to a new smaller radius beam pipe installed during the same period. This layer provides a measurement closer to the IP, critical for vertex reconstruction and the identified b-quark-initiated jets.

**Silicon microstrip tracker (SCT)**  The SCT [68] is used to detect and reconstruct the tracks of charged particles produced during collisions. It consists of 4088 modules of silicon covering a surface of about 62 m$^2$ and has over 6 million readout channels. Its layout has been optimized so that each particle crosses at least four silicon layers in the intermediate radial range, yielding an excellent spatial resolution of 25 $\mu$m.

**Transition radiation tracker (TRT)**  The TRT is the third layer of the Inner Detector and consists of about 300,000 thin-walled 4 mm diameter straw tubes. Each straw contains a 30 $\mu$m gold-plated tungsten wire in the center. The straw is filled with a Xe-based gas mixture (70\% Xe + 27\% CO$_2$ + 3\% O$_2$). The technique is intrinsically radiation hard with a modest cost. The barrel TRT straws are parallel to the beam pipe and perpendicular to the beam axis. Charged particles passing through will ionize the gas mixture and be read out by the wire. The TRT system provides around 30 space points with $\approx$ 130 $\mu$m resolution for charged tracks with $|\eta| < 2$ and $p_T > 0.5$ GeV. The TRT also exploits the emission of soft photons via
transition radiation by electrons in the polymer fibers interleaved with the straws to discriminate electrons from other particles.

2.2.2 Calorimeters

The ATLAS calorimeter subsector system aims to measure the energy of both charge and neutral particles from the collision, except muons and neutrinos. The calorimeters cover $|\eta| < 4.9$ and consist of electromagnetic and hadronic calorimeter subsystems. Calorimeters can stop most known particles except muons and neutrinos. Both are sampling calorimeters with active and passive material layers interleaved to increase the interaction length but keep the cost within budget. Figure 2.9 shows the interaction length of the ATLAS calorimeters. The passive material layers use high-density material that stops incoming particles. The active material provides signals that can be read out to sample the energy deposited on the detector material. The electromagnetic (EM) sampling calorimeter uses lead as the absorber material and liquid-argon (LAr) as the active medium and is divided into barrel ($|\eta| < 1.475$) and end-cap ($1.375 < |\eta| < 3.2$) regions. The hadron calorimetry uses scintillator tiles or LAr as the active medium and steel, copper, or tungsten as the absorber material.

**Liquid Argon Calorimeters** The Liquid Argon Calorimeter is designed to identify electrons, photons, and hadrons surrounding the Inner Detector subsystem and solenoid magnet. It used layers of metal (tungsten, copper, or lead) as passive absorbing material and liquid argon as active material. The charged particle passing through the LAr and absorber material will create secondary particles traveling in LAr and creating ionized charges that can be measured. In the barrel, the LAr calorimeter is designed to identify the electrons and photons. In the endcap regions, the LAr calorimeter consists of three parts: electromagnetic endcap (EMEC), hadronic endcap (HEC), and the LAr forward calorimeter (FCal).
Figure 2.8: Cutaway diagram of ATLAS calorimeter detector. Visualization credit to Ref. [69]
Figure 2.9: The cumulative amount of material, in units of interaction length, as a function of $|\eta|$, in front of the electromagnetic calorimeters, in each electromagnetic and hadronic compartment, and the total amount at the end of the active calorimetry. For completeness, the total amount of material in front of the first active layer of the muon spectrometer is also shown (up to $|\eta| < 3.0$). Plots from Ref. [63]

**Hadronic Calorimeters**  
The Tile Calorimeter is the next detector subsystem surrounding the LAr calorimeter. It measures hadronic particles that do not deposit all their energy in the electromagnetic calorimeter. The Tile Calorimeter is made of layers of steel and plastic scintillating tiles. Steel generates showers of new particles when hit by hadrons, producing photons when passing the plastic scintillator tiles. The photons are later covered into an electric current proportional to the original energy of the particle.

**2.2.3 Muon Spectrometer**

The muon spectrometer measures the deflection of muons with $|\eta| < 2.7$ using multiple layers of high-precision tracking chambers located in a toroidal field of approximately 0.5 T and 1 T in the central and end-cap regions of ATLAS, respectively. The muon spectrometer is also instrumented with separate trigger chambers covering $|\eta| < 2.4$. Figure 2.10 show the cutaway diagram for the muon spectrometer system.
Figure 2.10: Cutaway diagram for muon sub-detector system. Visualization credit to Ref. [70]
Resistive-plate chambers (RPC) The RPC are gaseous detectors. It measures in both $\eta$ and $\phi$ coordinates, providing up to six position measurements for a muon with a space-time resolution of $2 \text{ cm} \times 2 \text{ ns}$. The RPC is constructed with two parallel resistive electrodes with a gas gap of 2 mm. The gas mixture used is C$_2$H$_2$F$_4$(94.7%)–C$_4$H$_{10}$(5%)–SF$_6$(0.3%), which is a greenhouse house that needs a substitute for future operation [71].

Monitored Drift Tube (MDT) The MDT detectors are composed of 3 cm wide aluminum tubes filled with a gas mixture. MDT chambers provide precision charged-particle tracking in the z-r coordinates. It can provide a single-hit spatial resolution of $81.7 \mu m$ [72].

Cathode strip chambers (CSC) The CSC are employed in the very forward pseudo-rapidity range, $2.0 < \eta < 2.7$ in the first end-cap layer. There are 32 CSCs in total, 16 chambers on either detector side. CSCs are multiwire proportional chambers. The chambers contain the same gas composition as the MDTs for precision tracking. However, it has a much faster drift time of 40 $\mu$s, which is more suitable to deal with the high rate close to the beam pipe.

The Thin Gap Chamber (TGC) The TGC consists of parallel 30 $\mu$m wires in a gas mixture of CO$_2$/n-pentane. Pentane increases ionization when charged particles pass through. It’s used to measure the curvature of the muon tracks in the end-cap regions before and after forward toroids. It is designed to provide a fast end-cap muon trigger to select collision events that are potentially interesting for physics quickly.

2.2.4 Magnetic systems

The magnetic system is the heart of the ATLAS detector, allowing the determination of the momenta of charged particles. The ATLAS used two superconducting magnet systems: solenoidal and toroidal [73]. Both are cooled down by liquid helium.
to around 4.5 K (−268°C) to provide a strong magnetic field to bend the trajectories of charged particles. Figure 2.11 shows the visualization for ATLAS magnetic systems.

The central solenoid magnet is 5.6 m long and 2.56 m in diameter. It provides a 2 Tesla axial magnetic field, which encloses the inner detector for precision determination of charged particles momenta. To minimize interactions between the material in the magnet and the particles, the thickness is merely 4.5 cm, which results in 0.66 radiation length before reaching the electromagnetic calorimeter [74].

The forward toroids are composed of three toroid magnets, which primarily provide magnetic fields up to 3.5 Tesla for the determination of muon momenta. The barrel toroidal magnet surrounding the center of the ATLAS detector consists of eight air-core coils, with 25.3 m in length and an outer diameter of 20.1 m. Two end-cap toroids extend the magnetic field to particles leaving the detector close to the beam pipe. Each end cap is 10.7 m in outer diameter and 5.0 m in length.
Figure 2.12: The ATLAS trigger systems, the detector read-out, and data flow. The Fast TracKer systems shown in the diagram were not installed and were canceled. Image from Ref [76]

2.2.5 Trigger System

The ATLAS has a two-level trigger system during the Run 2 data-taking, using custom hardware followed by a software-based trigger [76]. This allows the reduction of the events rate from an initial bunch crossing rate of 40 MHz to 1 kHz for offline storage. ATLAS sees around 1.7 billion collisions every second. However, it is unfeasible to record all the data, and only some of the collisions are interesting. Roughly 1500 individual event selections were included in a trigger menu to record physically interesting events and keep the rate within the bandwidth limitation, which the Data Acquisition system (DAQ) can handle. The Level-1 (L1) trigger used custom electronics to trigger coarse information from the calorimeter and muon detectors to
achieve such low latency. The latency for L1 to accept an event must be within the 2.5 µs. This is followed by the next software-based high-level trigger (HLT). After the trigger decision from the L1 is confirmed, the events are buffered in the Read-Out System and further processed by the HLT. The HLT is a computer farm that applies more sophisticated algorithms to make the final decision. Once an event is selected, it will be read and written to the storage for offline physics analysis. Otherwise, it is lost permanently.

### 2.3 High-Luminosity LHC and ATLAS detector upgrade

The High Luminosity Large Hadron Collider (HL-LHC) is an upgrade of the LHC. The timeline is shown in Figure 2.13. The goal is to enable the machine to deliver a factor of 5 to 7.5 luminosities than the LHC archived with the potential to reach the initially designed center of energy, $\sqrt{s} = 14$ GeV. At the end of its operation, it’s expected to reach a total integrated luminosity of 3000 to 4000 fb$^{-1}$.
Extensive activity to upgrade the machine is ongoing, such as new superconducting magnets and compact superconducting crab cavities for beam rotation [77]. The HL-LHC is expected to start operation in 2029. The upgrade will allow the HL-LHC to produce at least 15 million Higgs bosons annually. This will allow us to have more statistics to probe rare processes and exotic Higgs decay not predicted by the SM. However, the increase in instantaneous luminosity will also increase the number of interactions per bunch crossing. This poses significant challenges to the current ATLAS detector and data acquisition systems. With the ultimate configuration of HL-LHC, the instantaneous luminosity is leveled at \( \mathcal{L} = 7.5 \times 10^{34} \text{ cm}^{-2}\text{s}^{-1} \). This is equivalent to around a pile-up of up to 200 inelastic collisions per bunch crossing. As a result, several upgrades are planned for the ATLAS detector during the Long Shutdown 3 (LS3) to cope with the increase in expected instantaneous luminosity.

**Muon chambers** Significant upgrades are carried out in the detector [78] and on-detector electronics [79]. The muon system coverage is improved by an additional RPC layer in the inner station and new sMDT chambers. The New Small Wheel detectors are installed in the forward regions using new gaseous detector technologies: Micromegas (MM) and small-strip thin-gap chambers (sTGC). The on-detector electronics for the RPCs, TGCs, and MDTs will be replaced. The MDTs will be used for the first time for the trigger to improve the \( p_T \) resolution with its precision tracking of muon curvature. A more detailed description of this work is given in Section 2.3.1.

**Inner Tracker Detector** The ATLAS Inner Tracker (ITk) is a new all-silicon-based inner detector that will replace the current inner detector, including the TRT [80]. The ITk will provide better impact parameter resolution to identify hadrons containing b- and c-quarks. Furthermore, The new detector will extend to pseudorapidity coverage in the forward region from \( |\eta| < 2.5 \) to \( |\eta| < 4 \), increasing the acceptance of
important physics processes in forward regions, such as vector boson fusion production of Higgs boson.

**High Granularity Timing Detector** The High-Granularity Timing Detector (HGTD) is a new detector that can provide a time resolution of 30 to 50 ps [81]. The detector comprises two double-side silicon layers on both sides of the ATLAS detector, covering the pseudorapidity range of $2.4 < |\eta| < 4$. The precise timing of this detector allows us to disentangle pile-ups and achieve 4D tracking using time information.

**Trigger and Data Acquisition system** Several significant upgrades to the trigger and data acquisition allow an efficient selection of events. A new Level-0 hardware trigger system will be added to replace the existing trigger to reach a readout rate of 1 MHz and a maximum latency of 10 ms. An Event filter system using a large processor farm is used to further reduce the rate with a more sophisticated offline algorithm. The system is designed to accommodate an output rate of 10 kHz for permanent storage.

### 2.3.1 Upgrade for Level-0 MDT trigger processor

The Level-1 muon trigger system will be updated to a new Level-0 Muon trigger system for the HL-LHC [79]. This will allow the inclusion of data from the newly installed detector during the Phase-II upgrade and LS2. The expected muon spectrometer layout is shown in Figure 2.14.

The main goal of this upgrade is to increase the latencies and the rates of the trigger and readout system. Additionally, improving trigger efficiency is a crucial aspect of this upgrade. The reason can be seen in Figure 2.15, where the transverse momentum of the muon candidate selected by the Level-1 trigger using offline reconstruction is shown. As shown in the plot, a substantial contribution of fake muons is
selected by the current muon trigger. Many selected muon candidates have $p_T$ lower than the threshold due to limited $p_T$ resolution at the trigger level.

The high rate from fake muons will significantly deteriorate the already limited trigger bandwidth for physics analysis during the HL-LHC era. Consequently, it is proposed to include the MDT chambers to provide precision tracking capabilities, which will sharpen the muon trigger efficiency turn-on curves as shown in Figure 2.16.

Dedicated algorithms are developed and implemented on custom off-detector hardware with FPGA (Field-programmable gate array). The MDT trigger algorithms can be divided into three stages as follow:

**Hit extraction** The selection of MDT hits relies on the information RPC/TGC candidates provided. This process involves filtering MDT hits based on their position and time information. The calculation of drift radius and position is also performed for subsequent stages.
Figure 2.15: The transverse momentum of muon reconstructed with offline reconstruction algorithm for muon candidate select by the Level-1 rigger with 20 GeV threshold.

Figure 2.16: The trigger efficiency in $|\eta| < 2.4$ as a function of $p_T$ measure by offline reconstruction.
Segment Finding  Following the previous stage, using the MDT hits, the segment-finding algorithm is employed to identify track segments at each station. Two algorithms have been proposed: the Legendre Transform Segment Finder (LSF) and the Compact Segment Finder (CSF).

*p_T* estimation  The track segments are connected across stations to determine the momentum of the muon candidate track. This allows for the estimation of the transverse momentum (*p_T*).

For this project, I contribute to the simulation and performance studies to support firmware design. The focus is on the hit extraction and DAQ functionalities. In particular, the task involves defining the hit extraction inputs and formats for playback testing. The VHSIC Hardware Description Language (VHDL) is used to design the L0MDT trigger processor on FPGA. A validation framework is developed to verify the VHDL implementation by comparing the VHDL and software implementation results. To simulate the data stream from the detector systems, input files are generated by concatenating the simulated events and mimicking the bunch crossing data stream.
As mentioned above, hit extraction is the first step in the trigger algorithms. The algorithms need to select and calibrate MDT hits under very tight latency constraints and limited resources that could fit in the FPGA. This is achieved using various LUTs to avoid complicated algorithms and reduce required resources and clock times.
CHAPTER 3
PHYSICS OBJECT RECONSTRUCTION

This chapter provides a summary of the object reconstruction algorithm used in this thesis. In a particle collider experiment, events recorded by the detector need further processing before being used in physics analysis. After being written to permanent storage, the offline reconstruction software will process the events accepted by triggers. A serial algorithm is applied to reconstruct physics objects from the detector signals. Figure 3.1 illustrates how particles interact with the detector subsystems. The reconstruction and selection of electrons and muons are described in Sections 3.1 and 3.2, respectively. In Section 3.3, the jet reconstruction algorithm is described. The flavor tagging algorithm applied on the jet to identify jets initiated from heavy flavor quarks is also discussed. Furthermore, the search also uses a soft secondary vertex reconstruction technique to recover soft b-hadrons not reconstructed as jets, as described in Section 3.4. Lastly, the missing transverse momentum is defined in Section 3.5.

3.1 Electrons

Electron candidates are reconstructed from energy deposits (superclusters) in the electromagnetic calorimeter and a matched track in the inner detector [83]. Candidates are selected to satisfy $p_T > 10\text{GeV}$ and with $|\eta| < 2.47$, excluding the calorimeter transition region $1.37 < |\eta| < 1.52$. Electrons must pass the TightLH likelihood-based identification criterion. This criterion aims to discriminate genuine electrons from prompt-isolated electrons from energy deposits from hadronic jets, con-
verted photons, and the decays of heavy-flavor hadrons. Electron candidates are also required to satisfy the working point defined by PromptLeptonTagger to reject fake electrons from heavy-flavor decays or light hadrons misidentified as electrons. The PLVLoose isolation working point is also required to suppress fake electrons further. Lastly, Electron candidates are required to have $|z_0 \sin \theta| < 0.5$ mm and $|\frac{d_0}{\sigma(d_0)}| < 5$, where the longitudinal and transverse impact parameters are computed with respect to the beam-line.

### 3.2 Muons

As described in the Section 2.2.3, the muon spectrometer is designed to provide a precision measurement of muons with a pseudorapidity coverage up to $|\eta| = 2.7$. The muon reconstruction algorithm uses primary measurements from the muon spectrometer and the ID, which provide coverage only up to $|\eta| = 2.5$. Other detectors are also used but only serve as complimentary [84].
Muon reconstruction starts by reconstructing the muon track independently in the inner detector and the muon spectrometer. The reconstruction is similar to that usually used for charged particle reconstruction in the inner detector. For the muon spectrometer, the reconstruction starts by searching for hit patterns inside each muon chamber to form muon track segments. These muon tracks are later combined with the information from the inner detector for the combined reconstruction. There are five muon types defined depending on the information used.

- Combined (CB) muon: The algorithm uses tracks reconstructed independently from the inner detector and muon spectrometer as input. A global refit is performed, which could add or remove muon spectrometer hits to improve the fit quality. This is the primary method of muon reconstruction for physics analysis in ATLAS.

- Inside-out combined (IO) muons: The IO muons are reconstructed using a complementary inside-out algorithm. It extrapolates the ID track to find at least three aligned muon spectrometer hits for a combined track fit. This algorithm does not rely on an independently reconstructed muon spectrometer track and recovers some efficiency loss in CB muons. For example, in regions of limited muon spectrometer coverage and for low-$p_T$ muons, which may not reach the middle station of the muon spectrometer.

- Segment-tagged (ST) muons: The algorithm extrapolates the inner detector track to the muon spectrometer and associates it to at least one track segment in the precision chambers (MDT or CSC). This method captures cases with low-$p_T$ muons or those muons that fall in regions with reduced muon spectrometer acceptance.

- Calorimeter-tagged (CT) muons: The CT muons are identified by a track that matches the calorimeter energy deposit. Only those energy deposits compatible
with a minimum-ionizing particle are considered. The purity of this method is very low, but it recovers muons in the muon spectrometer corresponding to cables and services.

- Muon-spectrometer extrapolated (ME) muons: The ME muons are mainly used to recover acceptance in regions not covered by the ID ($2.5 < |\eta| < 2.7$). The muons are reconstructed only by muon spectrometer track and require it to extrapolate back from the interaction point.

For the analysis performed in this thesis, muons candidates are required to satisfy $p_T > 10$ GeV and $|\eta| < 2.5$. Further requirements must be applied to reconstructed muon to suppress fake muon from the background, such as pion and kaon decay. Muons are required to pass the Medium quality requirements. Additional vertex association criteria are imposed on muon tracks to reject muon from hadron decays and pile-up. The absolute value of muon $d_0$ significance must be less than 3, and the value of $|z_0 \sin \theta|$ must be less than 0.5 mm. An isolation criteria $\text{PLVLoose}$ is required to further suppress non-prompt muons from hadron decay. The detailed definition of identification and isolation criteria can be found in Ref [84]

\subsection{3.3 Jets}

\textbf{Jet reconstruction}

A jet collection can be defined by applying the jet algorithm to a collection of four-vector objects. The inputs can be stable particles from the MC generator, and the resulting jets are usually referred to as truth jets. They can also be charged particle tracks, calorimeter energy deposits, or an algorithmic combination of the two. The reconstruction of the hadronic jet can be improved by using both inner detector and calorimeter systems. This is done by the particle flow (PFlow) algorithm [85]. The particle flow method combines measurements from the inner detector and calorimeter
Figure 3.2: Stages of jet energy scale calibrations. Flowchart taken from Ref \[86\]

systems to form Particle Flow Objects for jet reconstruction. In this procedure, the energy deposited in the calorimeter by charged particles is removed from the topocluster measurements and replaced by the momenta of tracks matched to those topoclusters.

The jets used in this thesis are reconstructed by clustering Particle Flow Objects \[85, 86\] with the anti-$k_t$ algorithm \[87\] with a radius parameter of $R = 0.4$ with a four-momentum recombination scheme implemented in the FastJet package \[88\].

**Jet calibration**

The jet energy is corrected to the particle level by applying a jet energy scale calibration derived from 13 TeV data and simulation \[89\]. The calibration procedure is briefly summarized in Figure 3.2. The jet energy scale calibration aims to restore the jet energy to that of jets reconstructed at the particle level.

This thesis uses new corrections on the jet energy delivered centrally by the ATLAS collaboration to cover the low jet $p_T$ range of $15$ GeV $\leq p_T \leq 20$ GeV. Additional studies are performed for the Jet Vertex Tagger (JVT) and b-tagging efficiency measurements down to this transverse momentum range. The jets used in this thesis is required to have $p_T > 15$ GeV, $|\eta| < 2.5$, and satisfy the LooseBad jet cleaning working point criteria. They are also required to pass a Tight pileup rejection based on the JVT score, $w_{JVT}$: for jet $p_T \in [15, 60]$ GeV and $|\eta| < 2.4$, $w_{JVT} > 0.5$ is
required [90]. The MC-to-data corrections for the JVT and b-tagging efficiencies are consistent with one, and the corresponding uncertainties are included in the analysis.

**Overlap removal**

To prevent double-counting of electron energy deposits as jets, the closest jet within \( \Delta R_y = \sqrt{(\Delta y)^2 + (\Delta \phi)^2} = 0.2 \) of a selected electron is removed. If the nearest jet surviving that selection is within \( \Delta R_y = 0.4 \) of the electron, the electron is discarded. Muons are removed if they are separated from the nearest jet by \( \Delta R_y < 0.4 \), which reduces the background from heavy-flavour decays inside jets. However, if this jet has fewer than three associated tracks, the muon is kept, and the jet is removed instead. In that case, this avoids an inefficiency for high-energy muons undergoing significant energy loss in the calorimeter.

**Flavor tagging**

Identifying jets containing b- and c-hadrons against those from neither of them is one of the essential parts of the studies performed in this thesis. Conventionally, the jets containing at least one or more b- and c-hadrons are called heavy-flavor jets. Conversely, those that do not contain b- and c-hadrons are denoted as light jets. Several algorithms aim to identify heavy-flavor jets and are referred to as flavor-tagging algorithms. These algorithms exploit the lifetime, high mass, and high decay multiplicity of b-hadrons to distinguish them from their counterparts. The lifetime of b-hadrons is typically around 1.5 ps which gives rise to a decay vertex displaced from the hard-scatter interaction point.

In this thesis, two algorithms are applied sequentially to categorize jets. First, the double-b tagging algorithm, DeXTer, is applied on the jet to identify boosted double-b quark decays from the light scalar. The details of this algorithm are described in Chapter 5. If the jet is not tagged by DeXTer, the standard b-tagging algorithm,
DL1r, is applied. The algorithms aim to identify $a \rightarrow bb$ decays resolved into two separate b-jets. The detail of this algorithm are given below.

**DL1r b-tagging**  
B-jets are identified using the DL1r algorithm [91], a high-level tagger based on a deep NN. The NN is trained on both MC $t\bar{t}$ and $Z'$ events and uses the results of specialized low-level taggers (based on the identification of the interaction point and track parameters and secondary vertices) to obtain the probability for each jet to be a $b$, $c$- or light-jet ($p_b$, $p_c$ and $p_{light}$, respectively). To reduce the output dimensionality, these probabilities are combined in one variable as in Eq. 3.1:

$$D_{DL1r} = \ln \left( \frac{p_b}{f_c \cdot p_c + (1 - f_c) \cdot p_{light}} \right), \quad (3.1)$$

where $f_c$ is the charm fraction and the threshold on the DL1r itself are variable parameters used to define WPs with different $b$-jet efficiency and $c$-/light-jet rejection rates. In the analysis, an 85% WP is used, using the pseudo-continuous calibrations and corresponding to an 85% $b$-jet efficiency [92–94].

The corrections to the simulated DL1r tagging efficiency delivered centrally do not cover the low jet $p_T$ range of $15\text{ GeV} \leq p_T \leq 20\text{ GeV}$. Hence, a separate calibration of the 85% WP was carried out. The b-tag efficiency correction factors derived for both b- and light-labeled jets agree with one within uncertainty. For c-labeled jets, no additional correction scale factors are derived. The uncertainties from the lowest bin from the nominal c-jet mistagging calibration are inflated by an additional 5% and used.

### 3.4 Soft secondary vertex

The use of soft Secondary Vertices (SV) is motivated by the case where the low-$p_T$ b hadron is not reconstructed as a jet. In that case, the Track-Cluster-based Low-$p_T$ Vertex Tagger (TC-LVT) [95] algorithm is applied. It relies on reconstructed inner
detector tracks to find secondary vertices that can originate from the decay of b-hadrons. The algorithm starts by finding a set of seed tracks that have $p_T > 1.5$ GeV, and transverse impact parameter significance, $\frac{d_0}{\sigma(d_0)} > 0.5$. Clusters are built around these seed tracks by adding additional displaced tracks within an angular distance $\Delta R_{\text{track seed}} < 0.75$ and seed-to-track distance $r_{\text{track seed}} < 0.25$ mm. The Single Secondary Vertex Finder (SSVF) algorithm [96] is run on these clusters to produce candidate vertices. The four-momentum of each vertex is defined as the invariant sum of the associated track momenta. The analysis selects and uses only the secondary vertex candidates with $p_T > 3$ GeV and a mass $m_{\text{vtx}} > 600$ MeV. The selections on seed tracks, cluster tracks, and the resulting vertices applied here correspond to the Loose working point defined in [95] and are summarised in Table 3.1.

In the overlap removal procedure, any soft SV within $\Delta R < 0.2$ of a lepton, within $\Delta R < 0.6$ of a jet, or within $\Delta R < 0.9$ of a DeXTer-tagged jet is removed. Any two vertices within an angular distance of $\Delta R < 0.3$ are merged. This is motivated by the assumption that most of these cases are not vertices from two b-hadron decays but more likely a secondary or tertiary decay in the same hadron decay chain. For each vertex, the decay lengths are defined relative to the primary vertex. $L_{xy}$ is the decay length projected on the transverse plane and $L_{3d}$ is the magnitude of decay length relative to the primary vertex. The four-vector of the merged vertices are added, and the resulting vertex retains the decay length values of the merged vertex with the smallest $L_{xy}$.

The efficiency of the TC-LVT tagger is measured in the data, which determines correction factors for the simulated efficiency and fake rate of the tagger.

3.5 Missing Transverse Energy

The missing transverse momentum $E_T^{\text{miss}}$ in the event is defined as the magnitude of the negative vector sum of $p_T$ for all selected and calibrated physics objects in the
Table 3.1: Selection applied for the vertex reconstruction of the TC-LVT Loose working point.

<table>
<thead>
<tr>
<th>Seed track</th>
<th>Cluster tracks</th>
<th>Vertex</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_0/\sigma(d_0) &gt; 0.5$</td>
<td>$d_0/\sigma(d_0) &gt; 1.5$</td>
<td>$m_{vtx} &gt; 600 \text{ MeV}$</td>
</tr>
<tr>
<td>$p_T &gt; 1.5 \text{ GeV}$</td>
<td>$\Delta R_{track}^{seed} &lt; 0.75$</td>
<td>$p_T^{vtx} &gt; 3 \text{ GeV}$</td>
</tr>
<tr>
<td>$\eta_{track}^{seed} &lt; 0.25 \text{ mm}$</td>
<td>$\eta_{seed} &gt; 600 \text{ MeV}$</td>
<td>$p_T^vtx &gt; 3 \text{ GeV}$</td>
</tr>
</tbody>
</table>

This soft term is calculated from inner detector tracks matched to the primary vertex to make it more resilient to pile-up contaminations [98, 99].

Two different transverse momenta are defined and used in the analysis. The variable $H_T^{had}$ is defined as the sum of the jet transverse momentum $p_T$. In addition, the variable $H_T$ also includes the transverse momentum of leptons.
CHAPTER 4
DATA AND MONTE CARLO SIMULATION

This chapter summarizes data and Monte Carlo simulations used in this thesis. I focus on the generic information relevant to the studies performed in the following chapters. Details only applicable to specific studies are mentioned in the corresponding chapter. The collision data are described in Section 4.1 along with the trigger used. Section 4.2 detail the Monte-Carlo simulation used in the analysis, including both $H \rightarrow a_1a_2 \rightarrow (b\bar{b})(b\bar{b})$ signals and SM backgrounds.

4.1 Data

As described in Chapter 2, a tremendous amount of work is needed to accelerate and collide protons to study the structure of subatomic particles. The search described in the following chapters uses data collected from the LHC at $\sqrt{s} = 13$ TeV center-of-mass energy recorded with the ATLAS detector between 2015 and 2018. This dataset corresponds to an integrated luminosity of 140 fb$^{-1}$ [100]. Only events recorded with a single electron [101] or single muon trigger [102] under stable beam conditions are considered. This requires all detector subsystems to be operated under nominal conditions. Single lepton triggers with different $p_T$ thresholds are combined in a logical OR to increase the overall efficiency. Table 4.1 lists all the trigger chains used for each of the four years of data-taking.

The name of the HLT trigger corresponds to the $p_T$ threshold and isolation requirement. The single-muon trigger chain HLT$\text{mu26}_i\text{varmedium}$ selects an isolated muon with $p_T > 26$ GeV with medium isolation working point.
The triggers with the lower $p_T$ threshold include isolation requirements on the candidate lepton, resulting in inefficiencies at high $p_T$. These are recovered by the triggers with higher $p_T$ threshold that do not apply isolation requirements. The trigger efficiencies for the combined single electron and combined single muon triggers are above 90%.

### 4.2 Monte Carlo Simulation

All simulated samples are processed using either GEANT4 description [103] or ATLFAST2 of the ATLAS detector. The effect of multiple interactions in the same and neighboring bunch crossings (pileup) is modeled by overlaying the simulated hard-scattering event with inelastic proton-proton ($pp$) events generated with PYTHIA 8.186 [104] using the NNPDF 2.3LO set of parton distribution functions (PDF) [105] and the A3 set of tuned parameters [106].

#### 4.2.1 Simulation of exotic Higgs boson decay $H \rightarrow a_1 a_2 \rightarrow b\bar{b}b\bar{b}$

Signal samples of associated Higgs boson production with a $Z$ boson, $pp \rightarrow ZH$ are generated with POWHEG using the NNPDF3.0nlo [107] parton distribution

---

<table>
<thead>
<tr>
<th>Trigger name</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
<th>2018</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Electron trigger</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HLT_e24_lhmedium_L1EM20VH</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HLT_e26_lhtight_nod0ivarloose</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HLT_e60_lhmedium</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HLT_e60_lhmedium_nod0</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HLT_e120_lhloose</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HLT_e140_lhloose_nod0</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Muon trigger</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HLT_mu20_iloose_L1MU15</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HLT_mu26_ivarmedium</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HLT_mu50</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 4.1: The un-prescaled single-lepton trigger used for 2015, 2016, 2017, and 2018 data selection. A logical OR is used for a given year.
function (PDF). A Higgs boson mass of \( m_H = 125 \text{ GeV} \) is assumed. The \( pp \to ZH \) process includes \( gg \to ZH \), which contributes around 10% of the total cross-section. Two separate signal samples are produced for the \( qq \to ZH \) and the \( gg \to ZH \) production processes. The events are interfaced with the Pythia 8.244 generator that models the decay of the Higgs boson into a pair of new light scalars with the masses shown in Table 4.2. These new scalars are then decayed into a pair of \( b \)-quarks. Events are subsequently showered and hadronized with Pythia 8.244 using the AZNLO tune [108] to model the underlying event. Events from minimum-bias interactions are simulated with the Pythia 8.244 generators. They are overlaid on the simulated signal events according to the luminosity profile of the recorded data. The contributions from these pile-up interactions are modeled within the same bunch crossing as the hard-scattering process and in neighboring bunch crossings. Finally, the generated samples are processed through a simulation of the detector geometry and response using ATLFAST2. All samples are processed through the same reconstruction software as the data. Simulated events are corrected so that the object identification efficiencies, energy scales, and energy resolutions match those determined from data control samples. Table 4.2 lists all mass hypotheses considered in this thesis.

**Signal kinematics**

This section describes studies of the kinematics of the signal samples generated at the truth level based on the information from the hard interaction before showering.

<table>
<thead>
<tr>
<th>Signal hypothesis</th>
<th>Parameters</th>
<th>Mass (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H \to aa \to bbbb )</td>
<td>( m_a )</td>
<td>12, 16, 20, 25, 30, 50, 60</td>
</tr>
<tr>
<td>( H \to a_1a_2 \to bbbb )</td>
<td>( (m_{a_1}, m_{a_2}) )</td>
<td>(20,30), (40,60), (50,70)</td>
</tr>
</tbody>
</table>

Table 4.2: List of mass hypotheses considered for this analysis.
Figure 4.1: $p_T$ distribution of the Higgs boson and the Z boson for the $ZH + ggZH$ production mode using POWHEG under the $H \to a_1a_2 \to 4b$ signal hypothesis. The $H \to a_1a_2 \to 4b$ signal is expected to have the same kinetics.

Figures 4.1 show the truth-level Higgs and Z boson $p_T$ distribution, for $pp \to ZH$ production at $\sqrt{s} = 13$ TeV and all the signal hypotheses. The $p_T$ of the Higgs boson corresponds to that of the Z boson since these particles are recoiling off each other. In addition, the kinematics of $H$ and $Z$ are independent of the mass of the $a$ boson.

Figures 4.2 show kinematic distributions for the $a$-boson for the $ZH + ggZH$ production under the different signal hypothesis. The angular separations between the heavier $a$ bosons tend to be smaller than between the lighter ones since the $p_T$ over mass ratio is lower. In the case of the separation between $b$-quarks originating from the same parent, for smaller $a$ masses, the quarks are more likely to be boosted, although this may not be the case when the second $a$-boson is much heavier than the first. This can be seen in Figure 4.4. If an event has only one of the $a \to b\bar{b}$ merged into one jet, the other is resolved into two jets or one jet and a secondary vertex. These are called semi-merged channels.

The $p_T$ of the $b$-quarks originating from $a$ decays is displayed in Figure 4.6. From this set of histograms, it is observed how in many cases, these $b$-quarks have a very low $p_T$, below the typical jet calibration in ATLAS $p_T > 20$ GeV. This motivates
Figure 4.2: Kinematic distributions for the $a$-bosons under the $H \rightarrow aa \rightarrow 4b$ signal hypothesis for the $ZH + ggZH$ production mode. The figures (a) show the angular separation between particles, (b) the $p_T$ distribution of the leading $a$, and (c) the $p_T$ distribution of the sub-leading $a$.

Figure 4.3: Kinematic distributions for the $a$-bosons under the $H \rightarrow a_1a_2 \rightarrow 4b$ signal hypothesis for the $ZH + ggZH$ production mode. The figures show (a) the angular separation between particles, (b) the $p_T$ distribution of the $a_1$, (c) and the $p_T$ distribution of the $a_2$. 
Figure 4.4: Angular separation of \(b\)-pairs from the same parent under the \(H \rightarrow aa \rightarrow 4b\) signal hypothesis for the \(ZH + ggZH\) production mode.

Figure 4.5: Angular separation of \(b\)-pairs from the same parent under the \(H \rightarrow a_1a_2 \rightarrow 4b\) signal hypothesis for the \(ZH + ggZH\) production mode.
Figure 4.6: $p_T$ distributions for the $b$-quarks coming from the $H \rightarrow aa \rightarrow 4b$ decay for the $ZH + ggZH$ production mode.

extending jet reconstruction and calibration down to $p_T > 15$ GeV and adding the soft secondary vertex reconstruction to reduce acceptance loss.

4.2.2 Truth categorization of simulated events

Both the $t\bar{t}$+jets and $Z$+jets samples are categorized depending on the flavor of the partons that are matched to particle jets that do not originate from the decay of the $t\bar{t}$ or $Z$ system, respectively. This follows a similar procedure as described in Ref [109]. These generator-level particle jets are reconstructed from stable particles with the anti-$k_t$ algorithm with a radius parameter $R = 0.4$ and are required to have
Figure 4.7: $p_T$ distributions for the $b$-quarks coming from the $H \rightarrow a_1 a_2 \rightarrow 4b$ decay for the $ZH + ggZH$ production mode.
$p_T > 15$ GeV and $|\eta| < 2.5$. The flavor of a jet is determined by counting the number of $b$- or $c$-hadrons within $\Delta R < 0.4$ of the jet axis. The naming convention for these jets is the following:

- $b$: the jet is matched to a $b$-hadron.
- $B$: the jet is matched to at least two $b$-hadrons.
- $c$: the jet is matched to a $c$-hadron, but no $b$-hadron.
- $C$: the jet is matched to at least two $c$-hadrons, but no $b$-hadron.
- light: the jet is not matched to any $b$- or $c$-hadrons.

This allows to classify the $t\bar{t}$+jets in four orthogonal categories:

- $t\bar{t}+\geq 1B$: events with at least one $B$ jet and any number of $b$ jets not originating from the decay of the $t\bar{t}$ system.
- $t\bar{t}+\geq 1b$: events with at least one $b$ jet, and no $B$ jets, not originating from the decay of the $t\bar{t}$ system.
- $t\bar{t}+\geq 1c$: events with at least one $c$ or $C$ jet, and no $b$ or $B$ jet, not originating from the decay of the $t\bar{t}$ system.
- $t\bar{t}$+light: events not included in the other three categories.

where $t\bar{t}+\geq 1B$, $t\bar{t}+\geq 1b$ and $t\bar{t}+\geq 1c$ can also be referred to as $t\bar{t}$+HF (heavy flavor).

The $Z$+jets backgrounds follow the same categories counting definitions.

As the contribution of $t\bar{t}+\geq 1c$ and $Z+\geq 1c$ events are small in the signal and control regions selected for the analysis, it is merged into the $t\bar{t}$+light and $Z$+light category respectively in the following sections unless otherwise specified.
4.2.3 Simulation of $Z + \text{jets}$ background

The $Z + \text{jets}$ sample was simulated with the SHERPA 2.2.11 generator using next-to-leading-order (NLO) matrix elements for up to two partons in addition to the $Z$ boson and LO matrix elements for up to five partons calculated with the Comix and OPENLOOPS libraries [110, 111]. Virtual electroweak NLO corrections were applied to the ME calculation. The NNPDF3.1nnlo set of PDFs was used. The MC sampling is biased in $\text{max}(p_T^V, H_T)^2$ to enhance statistics in the tails of distributions.

An alternative sample is simulated with the MadGraph5_aMC@NLO 2.6.5 program to generate matrix elements for $V + 0, 1, 2,$ and 3 additional partons in the final state to NLO accuracy. The ME calculation employed the NNPDF3.0nlo set of PDFs [107]. Events were interfaced to PYTHIA 8.240 [104] for modeling the parton shower, hadronization, and underlying event. The different jet multiplicities are merged using the FxFx prescription [112]. The A14 tune [113] of PYTHIA 8 was used with the NNPDF2.3lo PDF set [105].

4.2.4 Simulation of $t\bar{t}$ background

To enhance the statistics in the phase space relevant to this analysis, dedicated filtered samples were produced for all the $t\bar{t}$ MC samples described below. Based on categorization defined in Section 4.2.2, the simulated events in the inclusive sample are replaced with simulated events from the corresponding filtered samples to avoid duplication and enhanced MC statistics.

$t\bar{t}$ (5FS) samples A suite of MC samples with different accuracy in the Matrix Element (ME) generation and different Parton Showers (PSs) are used for the $t\bar{t}$ (+jets) process. These samples can be used for the nominal $t\bar{t}$ model, the modeling of systematic uncertainties, and cross-checks.

The production of $t\bar{t}$ events is modeled using the POWHEGBOX [114] v2 generator at the next-to-leading order (NLO) in QCD in the five flavor scheme (FS). It uses
Pythia 8.230 with similar settings to the POWHEGBOX+PYTHIA8 samples. The $h_{\text{damp}}$ parameter is set to $3/4 \cdot (m_t + m_{ar{t}}) = 1.5 \ m_{\text{top}}$ [115], and the functional form of the renormalization and factorization scale is set to the default scale $\sqrt{m_{\text{top}}^2 + p_T^2}$.

This sample is used as the nominal prediction for $t\bar{t}$+light and $t\bar{t}+ \geq 1c$ events. The uncertainties due to ISR and FSR are estimated using weights in the ME and the PS. The impact of using a different parton shower and hadronization model was evaluated by comparing the nominal $t\bar{t}$ sample with another event sample produced with the POWHEG BOX v2 [114, 116–118] generator using the NNPDF3.0NLO [107] parton distribution function (PDF). Events in the latter sample were interfaced with HERWIG 7.13 [119, 120], using the HERWIG 7.1 default set of tuned parameters [120, 121] and the MMHT2014LO PDF set [122]. The decays of the bottom and charm hadrons were simulated using the EvtGen 1.6.0 program [123].

$t\bar{t}b\bar{b}$ (4FS) samples A dedicated MC simulation is used instead for the top-quark pair production in association with a $b$-quark pair $t\bar{t}b\bar{b}$ [124]. The predictions are calculated using POWHEGBOX-Res framework at NLO with massive $b$-quarks [125], $m_b = 4.75\text{GeV}$, with the ”4FS NLO as 0118” PDF sets [124]. The POWHEGBOX internal parameter $h_{\text{bsd}}$ is set to 5. The renormalization scale is set to the geometric average of the transverse mass of top- and $b$-quarks defined as $m_{T,i} = \sqrt{m_i^2 + p_{T,i}^2}$, where $m_i$ refer to the mass, $p_{T,i}$ to the transverse momentum and $i$ to the top or $b$-quark. The factorization scale is related to the average of the transverse mass of the outgoing partons in the matrix element calculation. The PYTHIA 8 parameters for parton shower and hadronization modeling are set to the A14 [113] tune.

This sample is used as nominal $t\bar{t}+ \geq 1b$ and $t\bar{t}+ \geq 1B$ prediction. The relevant uncertainties are evaluated following the same recipes as the nominal $t\bar{t}$ samples.
<table>
<thead>
<tr>
<th>Process</th>
<th>MC generator</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-top</td>
<td>Powheg Box v2 + Pythia 8.230</td>
<td>NLO</td>
</tr>
<tr>
<td>W+ jets</td>
<td>Sherpa 2.2.11</td>
<td>NLO</td>
</tr>
<tr>
<td>ttV</td>
<td>MadGraph5_aMC@NLO 2.3.3 + Pythia 8.210</td>
<td>NLO</td>
</tr>
<tr>
<td>ttH</td>
<td>Powheg Box v2 + Pythia 8.230</td>
<td>NLO</td>
</tr>
<tr>
<td>VV</td>
<td>Sherpa 2.2.1 or 2.2.2</td>
<td>NLO</td>
</tr>
</tbody>
</table>

Table 4.3: Summary of MC generators used for the rare process with small contributions in the studies.

4.2.5 Simulation for minor background

Other minor background processes could contribute to the studies described in this thesis. A summary of the generator used for these samples can be found in Table 4.3.
CHAPTER 5
DEEP SETS BASED NEURAL NETWORKS FOR
LOW-PT X $\rightarrow bb$ IDENTIFICATION

This chapter describes the development of a flavor tagging algorithm, DeXTer, for merged reconstructed jets of low transverse momentum, $p_T < 200$ GeV. It is the first general-purpose low-$p_T$ double-b tagger in ATLAS. It is explicitly designed for the $H \rightarrow aa \rightarrow 4b$ search performed in this thesis with a goal to also apply it to other light resonance searches with a merged double-b jet final state. A brief overview of the existing double-b tagger is given in Section 5.1, which serves as the motivation for the development of DeXTer. Chapter 5.2 describes the special object reconstruction used as input to the algorithm. The DeXTer algorithm development and performance are extensively discussed in Sections 5.3 and 5.4, respectively. To use the tagger in a physics analysis, it is essential to measure the algorithm’s efficiency in data, $t\bar{t}$ and $Z +$jets events selected from data are used for this measurement. Results are summarized in Section 5.5.

5.1 Boosted jet tagging in ATLAS

Several SM and BSM processes produce final states with two or more collimated particle jets reconstructed as a single, merged jet in the detector. The excellent spatial resolution of the ATLAS tracker and calorimeter allows different particle jets merged into the single reconstructed jet to be partially resolved [126]. Resolving individual particle jets relies on substructure patterns formed when the jets are clustered together in a single reconstructed jet. In order to properly identify the substructure of
merged jets, it is crucial to have information about all particles from all constituent particle jets, which can be challenging since the standard jet clustering was designed for reconstructed jets associated to a single particle jet. Therefore, substructure identification algorithms are usually applied to jets clustered with large radius (large-$R$) parameters. One example of such large-$R$ clustering are the calorimeter jets clustered with the anti-$k_t$ algorithm and radius parameter $R = 1.0$ used in several ATLAS analyses [127]. Existing algorithms in ATLAS use large-$R$ jets for boosted heavy resonance, such as $W$, $Z$, and Higgs boson. For example, the high-$p_T$ $X \rightarrow b\bar{b}$ tagger uses variable-radius (VR) track-jet reconstruction [128] to identify the large-$R$ jet substructure and apply $b$-tagging algorithms on them for double-$b$ tagging [129].

However, using a large-$R$ clustering algorithm can possibly cluster a large number of particles that come either from long-range phenomena or pile-up. These additional particles usually have low transverse momentum but can have a non-negligible contribution to the jet energy scale when integrated over a large jet area. Several dedicated techniques have been developed to address these challenges [130], relying on the expected behavior of QCD showers to trim off regions of the jet with a small relative contribution to the jet transverse momentum. The trimming of low transverse momentum particles only works well if the particles associated to the particle jets are of relatively large transverse momentum. Thus, large-$R$ reconstructed jets are only defined and calibrated for $p_T > 200$ GeV, rendering most substructure techniques inaccessible to analyses with final states comprising low-$p_T$, merged jets. This is not suitable for the jets we are interested in from our signals. The only calibrated jets in this transverse momentum range are the particle-flow jets reconstructed using the anti-$k_t$ algorithm radius parameter $R = 0.4$.

The development of the DEXTer algorithm has been motivated by several searches of BSM physics where the transverse momentum of a $b\bar{b}$ pair is produced by an intermediate light resonance. In particular, this thesis, focuses on exotic Higgs boson de-
cays to a pair of new low-mass scalar particles. The new scalar can subsequently decay to one or more $b\bar{b}$ pairs which require a specialized identification method. Also, new low-mass scalars and pseudoscalars are present in models where they are produced in association with top-quark pairs [131]. Developing a specialized flavor tagging algorithm for light resonances can benefit many searches with such signatures.

5.2 Special object reconstruction

DeXTer uses standard ATLAS particle-flow jets described in Section 3.3. DeXTer is optimized to apply on only a subset of these jets that satisfy the requirements described in this section. We start by reclustering particle-flow jets to find isolated jets that allow us to build a $R = 0.8$ track-jet to capture leakage outside the jets. This is described in Section 5.2.1. Furthermore, track subjets and secondary vertices are reconstructed from the tracks associated with the $R = 0.8$ track jet. These provide additional information for the flavor tagging algorithm.

The DeXTer algorithm uses tracks that satisfy a loose selection criteria, defined as $p_T > 0.5$ GeV, $|d_0| < 3.5$ mm, and $|z_0 \sin \theta| < 5$ mm. Only jets with $p_T > 20$ GeV and $|\eta| < 2.5$ are used. To reduce the background from muons from heavy-flavor decays inside jets, muons are required to be separated by $\Delta R > 0.4$ from the nearest jet. A muon with $p_T > 4$ GeV is within $\Delta R < 0.4$ of a jet is called a soft-muon if the jet has at least three associated tracks. The jet is removed if a jet has less than three tracks and a nearby muon. Soft-muons are not used to identify events but to aid jet classification in data events.

5.2.1 Track-jet reconstruction

The radius parameter $R = 0.4$ provides good containment for particles created in the fragmentation of a jet originating from the hadronization of a single parton. To capture the particles from the fragmentation or decay of heavy-flavored hadrons from
multiple partons which may escape the $R = 0.4$ jet, DEXTER associates an extended collection of tracks to a reconstructed jet by clustering all PFlow jets and ID tracks matched to the jets using the ghost-association method [132]. This method treats the tracks as four vectors of infinitesimal magnitude during the jet reconstruction and assigns them to the jet with which it is clustered using an anti-$k_t$ algorithm with radius parameter $R = 0.8$. This process is called reclustering [133], and its purpose is two-fold here. First, it creates large-$R$ track-jets around each PFlow reconstructed jet. Second, it creates a technical definition of jet isolation. An isolated jet is defined here as a reclustered jet with a single PFlow jet constituent. The radius parameter $R = 0.8$ is chosen as a compromise between capturing most tracks from heavy-flavored hadron decays and not including unnecessary uncorrelated tracks that cannot be removed with trimming procedures at this momentum range. The same radius parameter has been used successfully in a previous version of this work [41]. The $R = 0.8$ track jets are the primary input to the DEXTER algorithm. The associated $R = 0.8$ track jet is required to satisfy $|\eta| < 2.0$ to account for the extended radius and the acceptance of the ID.

### 5.2.2 Multiple secondary vertex reconstruction

Many flavor tagging algorithms have explored secondary vertices (SV) in jets in ATLAS [96, 134]. These algorithms either reconstruct the cascade decay of detached $b$-hadron vertex and subsequent decay vertex to $c$-hadron or only try to find the displaced vertex of a $b$-hadron.

To explore the multiple heavy-flavor decays with DEXTER, an algorithm to reconstruct multiple decay vertices was developed by combining two existing algorithms: the track-cluster-based low-$p_T$ vertex tagger (TC-LVT) [95], and the multiple secondary vertex finder algorithms (MSVF) [135].
The TC-LVT algorithm has been developed for soft $b$-hadron tagging and optimized to reconstruct low-$p_T$ $b$-hadron decays. This work uses the clustering algorithm from TC-LVT to identify the collection of tracks that may have at least one displaced secondary vertex. The MSVF algorithm is used to identify multiple SVs in the track cluster. The algorithm builds all two-track proto-vertices consistent with displaced tracks incompatible with a hadronic material interaction, a photon conversion, or the decay of long-lived light-flavored hadrons. All displaced tracks reconstructed in the ID are used to build proto-vertices. Proto-vertices define relations between tracks. A single track can be part of more than one proto-vertex and therefore be related to more than one other track. Each set of tracks that are mutually connected to each other form a secondary vertex. After secondary vertices are formed, tracks with small compatibility with the vertex are removed, and the ambiguity caused by distant vertices sharing common tracks is resolved. The MSVF algorithm also merges nearby vertices. Finally, reconstructed SVs are required to be $\Delta R$-matched to a reclustered $R = 0.8$ track-jet.

5.2.3 Track subjet reconstruction

One of the main goals of substructure methods is to identify the flight axis of the several particle jets merged in a single reconstructed jet. Several algorithms have been developed for that purpose [136] with different performances and algorithmic complexity. A good compromise is obtained with the exclusive-$k_t$ clustering of the jet constituents [137]. The exclusive-$k_t$ algorithm is a sequential clustering algorithm that compares the relative $k_t$-distance $\min(p_{T,i}, p_{T,j}) \times \Delta R_{ij}$ between pairs of components $(i, j)$ and the so-called beam distance $p_{T,i}$. The component is removed if the smallest value in the set is the beam distance. On the other hand, if the smallest value is the $k_t$-distance, components $i$ and $j$ are clustered together in a pseudo-jet. The algorithm then iterates over the merged pseudo-jet and stops when a well-defined
<table>
<thead>
<tr>
<th>Jet flavor label</th>
<th>Number of $b$-hadrons</th>
<th>Number of $c$-hadrons</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>$\geq 2$</td>
<td>-</td>
</tr>
<tr>
<td>$b$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$c$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>light</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.1: Jet flavor labeling based on number of ghost-associated $b$-hadrons or $c$-hadrons

number of pseudo-jets remain, the subjets used to estimate the flight direction of the two particle-jets merged together.

**DeXTer** uses as inputs the direction of the subjets formed using the exclusive-$k_t$ algorithm on the tracks from the reclustered $R = 0.8$ track jet, stopping when two pseudo-jets are left. In this note, this particular algorithm instance is referred to as Ex$k_t^{(2)}$. Each Ex$k_t^{(2)}$ subject is required to satisfy $p_T > 5$ GeV where the track-subjet $p_T$ is estimated from the sum of the tracks’ four-momenta.

### 5.2.4 Jet flavor labeling

In the MC, the true flavor of reconstructed jets is determined by the number of ghost-associated [138] $b$- and $c$-hadrons with $p_T > 5$ GeV. $b$-hadrons ($c$-hadrons) in the decay chain of another $b$-hadron ($c$-hadron, respectively) are not ghost-associated to avoid double-counting. Jets are categorized as a $B$-labeled jet if at least two $b$-hadrons are ghost-associated to the jet. If exactly one $b$-hadron and no $c$-hadron are ghost-associated to the jet, it is categorized as a $b$-labeled jet. The reconstructed jet is categorized as light-labeled if no $b$- or $c$-hadron is ghost-associated.

### 5.3 Algorithm architecture

**DeXTer** is inspired by the recent developments using the Deep Sets architecture to develop a permutation-invariant neural network (NN) for flavor tagging in ATLAS. The set-based impact-parameter $b$-tagging algorithm (DIPS) [139] uses track
Figure 5.1: Architecture of the DeXTer algorithm. Two sets of feature-extracting NN are used for track and SV observables. A final global NN with a softmax output layer is used to interpret each output as a probability for each flavor.

information as input for jet flavor tagging. This approach minimizes the empirical ordering typically introduced in the prior algorithm on tracks associated to jets. The same architecture has also been used for energy-flow and particle-flow event classification [140, 141].

The DeXTer algorithm extends this architecture to incorporate extra information from reconstructed secondary vertices and kinematical variables from the PFlow jet. The architecture comprises two separate feed-forward NNs which serve as the feature extractor for the tracks in the $R = 0.8$ track jet and for the SVs. An additional global feed-forward NN combines the output of the feature-extraction NNs with the jet kinematics to learn correlations between them. The calibrated energy-momentum of the single PFlow jet in the isolated jet is used as estimate of the jet kinematics for the NN. A final layer with a softmax activation function [142] is used to predict the probability for each flavor label. Figure 5.1 summarizes the structure of the complete algorithm.

The feature-extraction NNs contain 2 hidden layers with 100 neurons and an output layer with 128 features. The 256 features are used as input to the global NN which has 3 hidden layers. All NNs use the ELU activation function [143]. The global NN also receives the PFlow jet $p_T$ and $\eta$ as inputs.
5.3.1 Track neural network

The tracks clustered in the $R = 0.8$ track-jet are ordered in decreasing value of transverse impact parameter significance $S_{d_{0}}$ [144]. Properties of the 25 first tracks are used as input to the DEXTER algorithm. The track NN algorithm input variables are presented in Table 5.2. Variables that depend on both the track and the reconstructed jet, namely $\Delta \eta$(track, jet) and $\Delta \phi$(track, jet), are calculated with respect to the axis of the $Exk_{t}^{(2)}$ track-subjet, since it is a better estimate of the original $b$-hadron flight direction than the PFlow jet. The sign of the impact parameter significance is not altered because the PFlow jet axis still represents the best estimate for reconstructed jets that do not come from merged particle jets.

5.3.2 Secondary vertex neural network

The reconstructed secondary vertices matched to the $R = 0.8$ track-jet are ordered in decreasing value of the transverse decay length significance $S_{L_{xy}}$ and the properties of the 12 first vertices are used as input to the secondary vertex NN. The properties used are listed in Table 5.2. The definition of the variables is identical to the one used in other SV-based $b$-taggers [96], with the only differences being the choice of the $Exk_{t}^{(2)}$ jet axes as the reference for $\Delta \eta$(track, jet) and $\Delta \phi$(track, jet). Decay lengths are always calculated with respect to the event PV:

$$L_{xy} = |(\vec{p}^{SV} - \vec{p}^{PV}) \times \hat{z}| \quad L_{z} = |(\vec{p}^{SV} - \vec{p}^{PV}) \cdot \hat{z}|.$$ 

The decay length significance values are calculated taking into account the covariance matrices of both primary and secondary vertices:

$$S_{L_{xy}} = (p^{SV} - p^{PV})_i (P_{xy}^{-1}(C^{SV} + C^{PV})^{-1}P_{xy})_{ij} (p^{SV} - p^{PV})_j,$$

$$S_{L_{z}} = (p^{SV} - p^{PV})_i (P_{z}^{-1}(C^{SV} + C^{PV})^{-1}P_{z})_{ij} (p^{SV} - p^{PV})_j.$$
where $P_{xy}$ and $P_z$ are projectors onto the transverse plane and longitudinal direction, respectively.

Even though an ordering is imposed to select the maximum number of input tracks and secondary vertices, the NN itself is permutation invariant.

### 5.3.3 Color charge adversarial neural network

The algorithm obtained with the NN depicted in Figure 5.1 will exhibit significant differences in the response for color singlet and octet $b\bar{b}$ states. The difference stems from the larger track multiplicity observed in the shower from octet states and the track distribution from the color interaction between two octet states [145]. This difference could be used to create optimized taggers for the singlet and octet cases. However, since the only calibration sample available comes from $g \rightarrow b\bar{b}$, a choice is made to minimize the differences by penalizing the feature extracting NNs using a domain-adversarial training of the NN (DANN) [146].

The $B$-labeled jet sample used for training is an ensemble mixture of $a \rightarrow b\bar{b}$ and $g \rightarrow b\bar{b}$ events. The adversarial NN receives the same inputs as the global NN and is built with a categorical loss $L_A$ that discriminates between the two categories. The loss function $L_D$ is used to discriminate $B$, $b$, and light-labeled jets are built from the three output neurons on the global NN. While the backpropagation of the global NN is performed only with $\partial L_D/\partial \theta_g$ and the backpropagation of the adversarial NN is performed only with $\partial L_A/\partial \theta_a$, the backpropagation of the feature-extraction NNs is done via the gradient:

$$\frac{\partial L_D}{\partial \theta_f} - \lambda \frac{\partial L_A}{\partial \theta_f},$$

where $\theta_g, \theta_a, \theta_f$ are the global, adversarial, and feature-extracting NN weights, respectively. The optimized value $\lambda = 10$ is chosen for the regulator when training
<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T$</td>
<td>Jet transverse momentum</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Jet pseudorapidity</td>
</tr>
<tr>
<td>$\log p_T^{\text{frac}} (\text{track, PFlow jet})$</td>
<td>$\log \frac{p_T^{\text{track}}}{p_T^{\text{PFlow jet}}}$ of the $p_T$ fraction between track and PFlow jet $p_T$</td>
</tr>
<tr>
<td>$\Delta \eta$ (track, $\text{Exk}_t^{(2)}$ track jet)</td>
<td>Pseudorapidity difference between track and $\text{Exk}_t^{(2)}$ jet</td>
</tr>
<tr>
<td>$\Delta \phi$ (track, $\text{Exk}_t^{(2)}$ track jet)</td>
<td>Angular difference between between track and $\text{Exk}_t^{(2)}$ jet</td>
</tr>
<tr>
<td>$d_0$</td>
<td>Transverse impact parameter</td>
</tr>
<tr>
<td>$z_0 \sin \theta$</td>
<td>Longitudinal impact parameter</td>
</tr>
<tr>
<td>$S_{d_0}$</td>
<td>$d_0/\sigma_0$ : transverse IP significance</td>
</tr>
<tr>
<td>$S_{z_0 \sin \theta}$</td>
<td>$z_0 \sin \theta/\sigma_{z_0 \sin \theta}$: longitudinal IP significance</td>
</tr>
<tr>
<td>PIX1 hits</td>
<td>Number of hits in the first pixel layer</td>
</tr>
<tr>
<td>IBL hits</td>
<td>Number of hits in the IBL</td>
</tr>
<tr>
<td>Shared IBL Hits</td>
<td>Number of shared hits in the IBL</td>
</tr>
<tr>
<td>Split IBL Hits</td>
<td>Number of split hits in the IBL</td>
</tr>
<tr>
<td>Shared pixel hits</td>
<td>Number of shared hits in the pixel layers</td>
</tr>
<tr>
<td>Split pixel hits</td>
<td>Number of split hits in the pixel layers</td>
</tr>
<tr>
<td>Shared SCT hits</td>
<td>Number of shared hits in the SCT</td>
</tr>
<tr>
<td>nPixHits</td>
<td>Number of hits in the pixel layers</td>
</tr>
<tr>
<td>nSCTHits</td>
<td>Number of hits in the SCT layers</td>
</tr>
<tr>
<td>$\log (m)$</td>
<td>Track mass of the secondary vertex</td>
</tr>
<tr>
<td>$\log p_T^{\text{frac}} (\text{vertex, PFlow jet})$</td>
<td>$\log \frac{p_T^{\text{SV}}}{p_T^{\text{PFlow jet}}}$ of the $p_T$ fraction between the secondary vertex and PFlow $p_T$ jet</td>
</tr>
<tr>
<td>$\Delta \eta$ (vertex, $\text{Exk}_t^{(2)}$ track jet)</td>
<td>Pseudorapidity difference between the secondary vertex and the $\text{Exk}_t^{(2)}$ jet</td>
</tr>
<tr>
<td>$\Delta \phi$ (vertex, $\text{Exk}_t^{(2)}$ track jet)</td>
<td>Angular difference between between the secondary vertex and the $\text{Exk}_t^{(2)}$ jet</td>
</tr>
<tr>
<td>$L_{xy}$</td>
<td>Transverse decay length relative to primary vertex</td>
</tr>
<tr>
<td>$L_z$</td>
<td>Longitudinal decay length relative to primary vertex</td>
</tr>
<tr>
<td>$S_{L_{xy}}$</td>
<td>Transverse decay length significance</td>
</tr>
<tr>
<td>$S_{L_z}$</td>
<td>Longitudinal decay length significance</td>
</tr>
</tbody>
</table>

Table 5.2: List of features used as input for the DEXTER algorithm. In the table, $\text{Exk}_t^{(2)}$ jet refers to track subjets reconstructed as described in Section 5.2.3.
Figure 5.2: Architecture of the DeXTer algorithm with an adversarial NN. A DANN strategy is used to train the feature-extraction NNs. The adversarial NN discriminates $a \rightarrow bb$ and $g \rightarrow b\bar{b}$ events included in the $B$-labeled jet ensemble mixture.

the DeXTer algorithm to minimize the difference in the response between color singlets and octets.

DeXTer was trained with 3.4 million $B$-, $b$-, and light-labeled jets. From this dataset, 20% of jets are held out as a validation set. The architecture uses Keras [147] with the TensorFlow backend [148]. An early stopping method that monitors the improvement of the validation set loss is used during the training. The Adam optimizer [149] is used with a learning rate of 0.001 and batch size of 512. Another independent set of 0.8 million jets is kept out for the performance studies shown in Section 5.4.

5.4 Algorithm performance

As described in Section 5.3, the DeXTer algorithm is trained to classify reconstructed jets into three categories based on the extracted input features. The
three-class probabilities predicted by the model \((p_B, p_b, p_l)\) are combined in a tagging discriminant, \(D_B\), defined as:

\[
D_B = \ln \frac{p_B}{(1 - f_b)p_l + f_b p_b},
\]

(5.1)

where \(f_b\) is a free parameter that balances between the rejection of light-labeled jets versus \(b\)-labeled jets. The value \(f_b = 0.4\) is used in this work based on the flavor composition of the \(t\bar{t}\) sample. Different applications may optimize \(f_b\) for background rejection. A clear separation between different categories can be observed in Figure 5.3.

![Figure 5.3: DEXTER discriminant distribution evaluated using \(B\)-labeled jets from \(H \rightarrow aa \rightarrow (b\bar{b})(b\bar{b})\) and \(t\bar{t}a\) with \(a \rightarrow (b\bar{b})\) and \(b\), and light-labeled jets from \(t\bar{t}\) samples with \(f_b = 0.4\). The \(D_B\) score distributions are normalized to unity.](image)

The model can be further analyzed by examining saliency maps \([150]\). The saliency maps are defined as follows:

\[
S^i = \frac{\partial D_B}{\partial z_i}(D_B^{-1}(\tau))
\]

(5.2)

is computed by taking the derivative of discriminate \(D_B\) with respect to the normalized value:
of the input parameter $x_i$. The derivative is estimated by taking the average over all tracks (SV) of jets for which $|D_B - \tau| < 0.2$. The saliency map is calculated separately for $B$ and $b$ jets. Moreover, to highlight the importance of highly displaced tracks (SV), the average is calculated separately for tracks (SV) with $S_{d_0}$ ($S_{L_{xy}}$) below 2, between 2 and 5, and above 5.

These values provide the relative importance of each input variable at the working point (WP) defined by a specific value of $D_B = \tau$. Figure 5.4 shows the saliency maps for each track input. The map is estimated for highly displaced tracks ($S_{d_0} > 5$), partially displaced tracks ($2 < S_{d_0} < 5$), and non-displaced ($S_{d_0} < 2$) tracks. Two different WPs are shown: an inclusive tight WP, corresponding to an average 40% efficiency, and an inclusive loose WP, corresponding to an average 60% efficiency. Figure 5.5 shows an equivalent map for SV inputs.

5.4.1 Performance dependency on resonance color charge

The exact response of the DeXTer algorithm depends on the adversarial penalty introduced to minimize the difference between the decay of color singlets and octets. Figure 5.6 compares the difference in response between the two types of decay to a $b\bar{b}$ pair with and without the DANN. The value $\lambda = 10$ was chosen to minimize the difference in the area under the receiver operating characteristic (ROC) curve for $a \rightarrow b\bar{b}$ and $g \rightarrow b\bar{b}$ events.

5.4.2 Performance dependency on resonance mass

Another desirable feature of the tagger is to be independent of the parent particle mass. Not only is it desirable for the tagger performance to be independent of unknown model parameters, but it is also fundamental when mass sidebands are used.
Figure 5.4: The saliency map of $D_B$ with respect to the track inputs. The maps are shown for (a) an inclusive tight WP corresponding to $D_B = 3.2$ and (b) an inclusive loose WP corresponding to $D_B = 1.8$.
Figure 5.5: The saliency map of $D_B$ with respect to the SV inputs. The maps are shown for (a) an inclusive tight WP corresponding to $D_B = 3.2$ and (b) an inclusive loose WP corresponding to $D_B = 1.8$.

Figure 5.6: Comparison of the $B$-labeled jet tagging efficiency vs. the $b$-labeled jet rejection for $B$-jets originating from color singlets (red) and color octets (blue). The ROC curves are shown for architectures of DEXTER with (solid) and without (dashed) DANN. Two example working points are marked with labels corresponding to the approximate $B$-labeled jet efficiency for $g \rightarrow b\bar{b}$. The two working points are the boundaries of the intervals for which the efficiencies are measured in data. The difference in efficiency for $B$-labeled jets between $a \rightarrow b\bar{b}$ and $g \rightarrow b\bar{b}$ is approximately 6 – 7% in the two working points.
Figure 5.7: Performance for different $a$-boson masses in $H \rightarrow aa \rightarrow (b\bar{b})(b\bar{b})$ events. The same working points defined in Figure 5.6 are marked. The $B$-labeled jet efficiency on the two reference working points differs by approximately $2-3\%$ across the examined values of $m_a$.

The PFlow jet mass is not a good proxy for the $B$-labeled jet particle-level mass since it doesn’t provide good containment for multiple particle jets merged in the same reconstructed jet. Because of this, mass correlation is assessed using the true mass of the $a$-boson in decays $a \rightarrow b\bar{b}$.

Two strategies are adopted to minimize the mass correlation. First, the $B$-enriched sample used to train DEXTER is composed of an ensemble mix of $H \rightarrow aa \rightarrow (b\bar{b})(b\bar{b})$ and $t\bar{t}a, a \rightarrow b\bar{b}$ samples with different values of the $a$-boson mass. Second, the impact of each input variable with the mass correlation of the response is studied. When a variable is identified as the cause of a large difference in performance, it is either redefined to be less mass-sensitive or removed when a suitable redefinition is not possible. The performance difference is examined by comparing the ROC curves across different $m_a$ values in $H \rightarrow aa \rightarrow (b\bar{b})(b\bar{b})$ decays, as shown in Figure 5.7.
5.5 Efficiency measurement in data and simulation

The development of DEXTER relies solely on the MC simulated sample. There is no guarantee the tagger will behave similarly when applied to real data. It’s essential to perform efficiency measurements with data to correct imperfect modeling in simulation for the practical usage of DEXTER in physics analysis.

However, measuring the efficiency of DEXTER is challenging since selecting merged $B$-flavored particle jets unbiasedly can be difficult. A particularly clear decay topology that can be explored is $Z(\rightarrow b\bar{b})\gamma$ [151]. However, this decay is only merged for $p_T^Z \gtrsim 400$ GeV, beyond the $p_T$ range targeted by DEXTER. A previous version of such tagger [41] used $g \rightarrow b\bar{b}$ processes in multijet events, but those events require prescaled triggers, which limit the number of available events and are challenging to simulate due to the large cross-section. As a result, in this iteration of calibration for jets tagged with the DEXTER algorithm using $Z(\rightarrow \ell^+\ell^-) + g(\rightarrow b\bar{b})$ events as a source of $B$-labeled jets and $t\bar{t}$ events as a source of $b$-labeled jets [92].

Efficiencies are measured in two tagging intervals. The first tagging interval is defined by $D_B > 3.2$ and corresponds to efficiencies in the range $0 - 40\%$. The second tagging interval is defined as $1.8 < D_B < 3.2$ and corresponds to average efficiencies in the range $40 - 60\%$. Jets with $D_B < 1.8$ belong to the $60 - 100\%$ tagging interval. The representative tagging efficiencies of each interval are determined using a $g \rightarrow b\bar{b}$ sample and would be slightly higher if a $a \rightarrow b\bar{b}$ sample were used, as shown in Figure 5.6. The $0 - 40\%$ tagging interval has an average expected light-labeled jet efficiency of $1/(2.4 \times 10^4)$. For each tagging interval, the efficiency is measured in three exclusive $p_T$ bins: $20 < p_T^{\text{jet}} < 90$ GeV, $90 \leq p_T^{\text{jet}} < 140$ GeV, and $140 \leq p_T^{\text{jet}} < 200$ GeV, for a total of 6 different measurements per jet label.

Figure 5.8 shows the efficiency observed in simulation for the $0 - 40\%$ and $40 - 60\%$ tagging intervals. Unless otherwise specified, all efficiencies for simulated samples are determined through truth matching of jets produced by PowhegBox +Pythia8.
The efficiencies for $B$- and $b$-labeled jets in all $p_T^{\text{jet}}$ ranges and tagging intervals are measured simultaneously. This allows taking into account the full correlation model in the propagation of uncertainties, which is not possible in other calibration strategies where tagging and mis-tagging efficiencies are measured separately [152].

5.5.1 Event selection

Two regions are defined, targeting different processes and jet flavor compositions. A top-region is defined by the presence of a high-$p_T$ electron and a high-$p_T$ muon produced in association with multiple jets to target top quark pair events. On the contrary, $Z$-region is defined by the presence of an opposite-charge $ee$ or $\mu\mu$ pair with an invariant mass around the $Z$ pole mass. In both regions, the tight lepton identification suppresses any significant non-prompt background. Due to the use of single lepton triggers, the leading lepton is required to satisfy $p_T > 27\text{ GeV}$ in both top- and $Z$-region.

Top-region event selection and channels

The definition of the top-region is inspired by the measurement of the $b$-jets identification efficiency with $t\bar{t}$ events in ATLAS [92]. Candidate events are required to have
exactly two leptons with opposite sign charges. To suppress the contamination from backgrounds with $Z$-bosons, events are required to have one electron and one muon. A selection on the mass of the two leptons $m_{e\mu} > 50$ GeV is applied to reject events with low dilepton invariant mass that the simulation does not well-model. Events are also required to have exactly two reconstructed jets to suppress light-flavor jets from initial- or final-state radiation. Furthermore, a $\Delta R(j_{\text{jet}}, \text{leptons}) > 0.8$ is applied to avoid leptons close to jets used to measure the efficiency.

A simple top-quark pair reconstruction is also adopted to achieve higher purity of two $b$-jets events from $t\bar{t}$ decays. The electron and the muon are paired with the selected jets in the event using the following criterion:

$$\text{argmin}_{\ell_1, \ell_2 \in \{e, \mu\}} (m_{j_1, \ell_1}^2 + m_{j_2, \ell_2}^2),$$

where $j_1$ ($j_2$) is the jet with the highest (lowest) $p_T$. The invariant masses of the pairs formed are required to satisfy $m_{j_1, \ell_1} > 20$ GeV, and $m_{j_2, \ell_2} > 20$ GeV to avoid regions populated with low-$p_T$ jets.

The masses of the pairs ($j_1, \ell_1$) and ($j_2, \ell_2$) are used to define signal regions (SR) and control regions (CR):

- $m_{j_1, \ell_1} < 175$ GeV and $m_{j_2, \ell_2} < 175$ GeV (SR $bb$),
- $m_{j_1, \ell_1} < 175$ GeV and $m_{j_2, \ell_2} > 175$ GeV (CR $b\ell$),
- $m_{j_1, \ell_1} > 175$ GeV and $m_{j_2, \ell_2} < 175$ GeV (CR $\ell b$),
- $m_{j_1, \ell_1} > 175$ GeV and $m_{j_2, \ell_2} > 175$ GeV (CR $\ell \ell$).

Jets from events in the signal regions are further categorized depending on their $p_T$ and their DeXTer tagging interval to measure the different efficiencies. Jets from events in the control regions are further categorized only based on their $p_T$. These regions serve primarily to constrain the flavor composition of the selected jets.
by adding channels that, despite not being sensitive to the efficiency values, provide independent degrees of freedom. Figure 5.9 shows a diagrammatic representation of the event selection.

**Z-region event selection and channels**

Events in the Z-region are required to have exactly two leptons, electrons or muons, with the same flavor and opposite electric charge. The dilepton invariant mass is required to be in the Z-boson mass-pole region $81 < m_{\ell\ell} < 101 \text{ GeV}$. Events with exactly one *probe* jet, defined as the single jet selected in addition to the leptons and used to measure the efficiency of the DeXTer algorithm, are selected. A condition $\Delta R(\text{jet, } \ell\ell) > 1.0$ is imposed on the angular separation between the probe jet and the dilepton pair to avoid mismodeling in the production of Z bosons with multiple jets. Another similar requirement $\Delta R(\text{jet, lepton}) > 1.0$ is applied to avoid leptons too close to the probe that could impact the performance of the DeXTer algorithm.

To enrich the fraction of heavy-flavored jets in this region, the probe jet is required to have a soft-muon within $\Delta R(\text{soft-muon}, \text{Ex}k_t^{(2)}) < 0.3$ of one of the two $\text{Ex}k_t^{(2)}$ axes. The track-subjet closest to the soft-muon is called the *muon-Ex}k_t^{(2)}* track-subjet while the other is called the *non-muon-Ex}k_t^{(2)}* track-subjet.
Jets in the $Z$-region which fail the $40 - 60\%$ tagging interval condition are further categorized in channels depending on the $\langle S_{d_0} \rangle$ of the muon-$Exk_t^{(2)}$ and non-muon-$Exk_t^{(2)}$ track-subjets. The observable $\langle S_{d_0} \rangle$ is defined as:

$$\langle S_{d_0} \rangle = \frac{1}{3}(S_{d_0}^1 + S_{d_0}^2 + S_{d_0}^3),$$

where $S_{d_0}^{1,2,3}$ are the signed transverse impact parameter significances of the three tracks ghost-associated to the track-subjet with highest value of $S_{d_0}$.

The non-muon-$Exk_t^{(2)}$ is binned in two regions $\langle S_{d_0} \rangle < 0$ and $\langle S_{d_0} \rangle \geq 0$ to create channels enriched in light- and $b$-labeled jet components. The number of $B$-labeled jets that fail the $40 - 60\%$ tagging interval is small compared to these two other components. The muon-$Exk_t^{(2)}$ is binned in 6 different bins. A total of $3 (p_T \text{ bins}) \times 12 (\langle S_{d_0} \rangle \text{ bins})$ channels are used in the $60 - 100\%$ tagging interval.

For jets in the $0 - 40\%$ and $40 - 60\%$ tagging intervals, an additional categorization is performed depending on the largest secondary-vertex mass $m_{SV}^{\text{max}}$ within the non-muon-$Exk_t^{(2)}$ track-subjet $\Delta R(SV, Exk_t^{(2)}) < 0.3$. Two channels are defined by $m_{SV}^{\text{max}} < 2 \text{ GeV}$ and $m_{SV}^{\text{max}} \geq 2 \text{ GeV}$ which are enriched in $b$- and $B$-labeled jets, respectively. Jets without a reconstructed SV are assigned $m_{SV}^{\text{max}} = 0 \text{ GeV}$. An identical binning is made for the muon-$Exk_t^{(2)}$ track-subjet. A total of $3 (p_T \text{ bins}) \times 2 (\text{tagging interval}) \times 4 (m_{SV}^{\text{max}} \text{ bins})$ channels are used in the $40 - 60\%$ and $0 - 40\%$ tagging intervals. The total number of channels in the $Z$-region is 60. Figure 5.10 shows a diagram of the classification described.

5.5.2 Methodology

A binned Poisson likelihood is built based on the number of jets observed in the channels and regions described in Section 5.5.1. Each event from the top-region contributes with two jets, while each event from the $Z$-region contributes with a single
jet. The expected value for the Poisson probability distributions is built from all the simulated samples described in Section 4.2.

A series of multipliers are introduced:

**Flavor fraction** \((\mu)\) Different multipliers are introduced for \(b\)- and light-flavored jets, separately for the top-region and the \(Z\)-region, and for each \(p_T\)-bin. These multipliers provide a data-driven normalization of the corresponding flavor components in the phase space used for the efficiency measurement.

**Efficiency scale factors** (SF) Scale factors represent the ratio between the efficiency in data to the one in simulation. Different multipliers are introduced for \(b\)- and \(B\)-flavored jets, separately for each \(p_T\) bin and each tagging interval. The SF multipliers are defined so that the total number of predicted events is unchanged by efficiency scale factors.

Therefore, the expected value in each region \(r\) (\(r = \text{top or } Z\)) and channel \(c\) can be written as:
\[ \lambda_{rc} = \mu^b_r \text{SF}^b_{0-40} n^b_{rc,0-40} + \mu^b_r \text{SF}^b_{40-60} n^b_{rc,40-60} + \mu^b_r \frac{(1 - \text{SF}^b_{0-40} \varepsilon^b_{0-40,MC} - \text{SF}^b_{40-60} \varepsilon^b_{40-60,MC})}{(1 - \varepsilon^b_{0-40,MC} - \varepsilon^b_{40-60,MC})} n^b_{rc,60-100} 
+ \text{SF}^B_{0-40} n^B_{rc,0-40} + \text{SF}^B_{40-60} n^B_{rc,40-60} + \frac{(1 - \text{SF}^B_{0-40} \varepsilon^B_{0-40,MC} - \text{SF}^B_{40-60} \varepsilon^B_{40-60,MC})}{(1 - \varepsilon^B_{0-40,MC} - \varepsilon^B_{40-60,MC})} n^B_{rc,60-100} 
+ \mu^\text{light}_r n^\text{light}_{rc} + \sum_i n^i_{rc}. \] (5.4)

All the parameters in Eq. 5.4 depend on the jet \( p_T \) bin, even though no additional index was introduced to simplify the notation. The MC yields \( n \) are corrected with dedicated MC-MC scale factors when simulated samples are generated with different programs. The tagging efficiency in simulation depends on the detailed description of the hadronization of heavy-flavored partons and the resonant decays of hadrons inside jets [153]. The results in this note use the efficiency observed in Pythia 8 as reference as the scale factors.

Systematic uncertainties are introduced with constrained nuisance parameters. The nuisance parameters representing experimental and modeling uncertainties are accompanied by Gaussian constraint terms. In contrast, those representing statistical variations arising from the limited number of simulated events are accompanied by Poisson constraint terms. The values of all nuisance parameters and flavor fractions \( \mu \) are determined by building a profile likelihood. The measured value and covariance for the several scale factors SF are determined by their maximum likelihood estimators.

### 5.5.3 Systematic uncertainties

Several sources of uncertainties are considered in the efficiency measurement. They can be loosely divided into four categories: experimental uncertainties from object reconstruction and identification, uncertainties from simulation modeling, statistical uncertainties from Monte Carlo simulation, and extrapolation uncertainties due to the use of soft-muons to select jets used in the efficiency measurement.
Experimental uncertainties

For each object, a set of reconstruction uncertainties are included. Uncertainties associated with leptons arise from the trigger, reconstruction, identification, and isolation efficiencies [84, 154, 155], as well as the lepton momentum scale and resolution [83, 155]. Uncertainties related to jet reconstruction stem from the efficiency of pileup rejection by the jet vertex tagger [156], the jet energy scale [157] and resolution [158].

Since DeXTER uses detailed information from tracks in the feature-extracting NNs and to define the channels in the $Z$-region, tracking reconstruction uncertainties are included. Uncertainties related to the track selection efficiency and the number of fake tracks are considered. Finally, dedicated systematic uncertainties are considered for the tracking parameters, including the transverse and longitudinal impact parameters and the track sagitta. The uncertainty on the integrated luminosity for the full Run-2 dataset is 1.7% [100], as obtained using the LUCID-2 detector [159]. A variation in the pileup modeling based on different estimates of the total inelastic cross section is included as an uncertainty.

Modeling uncertainties

Variations in the renormalization and factorization scales are used to estimate the uncertainty due to missing higher-order corrections. The combined PDF and $\alpha_s$ uncertainties follow the PDF4LHC prescription [160]. Additional modeling systematic uncertainties are applied to specific samples and are described below.

$Z + \text{jets modeling uncertainties}$ Additional modeling uncertainties on the $Z + \text{jets}$ MC prediction are considered, related to the description of the $p_T$ distribution, the modeling of associated heavy-flavor production, and the choice of generator. The modeling of the $Z$ boson $p_T$ distribution is improved by reweighting the MC prediction to data using an inclusive selection. The full difference between the original MC prediction and the data is used as a systematic uncertainty. The uncertainty in
the heavy-flavor components is evaluated by comparing the nominal $Z + \text{jets}$ sample with alternatives with varied settings for the overlap between ME and Parton shower emissions and the resummation scale [161].

A generator uncertainty is also considered by comparing the nominal SHERPA 2.2.1 sample to the MadGRAPH5_AMC@NLO sample, as described in Section 4.2. The prediction difference is taken as a systematic uncertainty in the modeling of $Z + \text{jets}$.

$t\bar{t}$ modeling uncertainties For shower uncertainties, the settings of the nominal PowhegBox+Pythia8 $t\bar{t}$ (5FS) sample are varied, resulting in different event weights; the uncertainty due to initial shower radiation is estimated by simultaneously changing the renormalization and factorization scale in the ME and in the parton shower, while the uncertainty due to final state shower radiation is estimated by changing the associated scale in the simulation. For the uncertainties due to hadronization and NLO matching, the nominal PowhegBox+Pythia8 $t\bar{t}$ (5FS) sample is compared to the PowhegBox+Herwig7 $t\bar{t}$ (5FS) sample mentioned in Section 4.2.

Single-top modeling uncertainties Systematic uncertainties for the single top MC modeling follow the prescription in $t\bar{t}$ modeling uncertainties. On top of these uncertainties, the interference between the single top and $t\bar{t}$ production is considered by comparing the diagram removal and diagram subtraction schemes.

Extrapolation systematic uncertainties

Systematic variations associated to the use of a soft-muon to select jets in the $Z$-region are estimated by comparing, for each tagging interval, the efficiency using SHERPA 2.2.1 and MadGRAPH5_AMC@NLO. This additional uncertainty is added to account for any mis-modeling in the efficiency of selecting jets with soft-muons and in the correlation of this efficiency with the DeXTER efficiency. The relative differ-
<table>
<thead>
<tr>
<th>Jet label</th>
<th>Jet $p_T$ range (GeV)</th>
<th>Tagging Interval</th>
<th>Scale Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$-label</td>
<td>[20, 90]</td>
<td>0 – 40%</td>
<td>1.15 ± 0.05 (stat.) ± 0.26 (syst.)</td>
</tr>
<tr>
<td>$B$-label</td>
<td>[90, 140]</td>
<td>0 – 40%</td>
<td>1.00 ± 0.10 (stat.) ± 0.14 (syst.)</td>
</tr>
<tr>
<td>$B$-label</td>
<td>[140, 200]</td>
<td>0 – 40%</td>
<td>1.12 ± 0.16 (stat.) ± 0.16 (syst.)</td>
</tr>
<tr>
<td>$B$-label</td>
<td>[20, 90]</td>
<td>40 – 60%</td>
<td>1.77 ± 0.12 (stat.) ± 0.46 (syst.)</td>
</tr>
<tr>
<td>$B$-label</td>
<td>[90, 140]</td>
<td>40 – 60%</td>
<td>1.13 ± 0.24 (stat.) ± 0.31 (syst.)</td>
</tr>
<tr>
<td>$B$-label</td>
<td>[140, 200]</td>
<td>40 – 60%</td>
<td>1.78 ± 0.34 (stat.) ± 0.34 (syst.)</td>
</tr>
<tr>
<td>$b$-label</td>
<td>[20, 90]</td>
<td>0 – 40%</td>
<td>1.33 ± 0.04 (stat.) ± 0.18 (syst.)</td>
</tr>
<tr>
<td>$b$-label</td>
<td>[90, 140]</td>
<td>0 – 40%</td>
<td>1.91 ± 0.12 (stat.) ± 0.13 (syst.)</td>
</tr>
<tr>
<td>$b$-label</td>
<td>[140, 200]</td>
<td>0 – 40%</td>
<td>1.88 ± 0.11 (stat.) ± 0.08 (syst.)</td>
</tr>
<tr>
<td>$b$-label</td>
<td>[20, 90]</td>
<td>40 – 60%</td>
<td>1.17 ± 0.03 (stat.) ± 0.13 (syst.)</td>
</tr>
<tr>
<td>$b$-label</td>
<td>[90, 140]</td>
<td>40 – 60%</td>
<td>1.53 ± 0.09 (stat.) ± 0.13 (syst.)</td>
</tr>
<tr>
<td>$b$-label</td>
<td>[140, 200]</td>
<td>40 – 60%</td>
<td>1.43 ± 0.07 (stat.) ± 0.09 (syst.)</td>
</tr>
</tbody>
</table>

Table 5.3: Ratio of the efficiency measured in data to MC for different jet labels, $p_T$ ranges, and tagging intervals.

ence between the efficiency with and without soft-muon tagging in the two generators is used as an additional source of systematic uncertainty. This relative difference varies between 1 – 12% depending on the tagging interval and $p_T$ range.

5.5.4 Results

The measured DEXTer efficiencies for $B$- and $b$-labeled jets in the two tagging intervals are shown in Figure 5.11 and Figure 5.12. The values are also summarized in Table 5.3. The statistical and total uncertainty are shown separately. The SFs for $B$-labeled jets in the 0 – 40% tagging interval are consistent with unity and uncertainties less than 20% showing the robustness of the choices made during the algorithm development. At low $p_T$, the uncertainty in this measurement is dominated by modeling uncertainties.

Figure 5.13 compares the simulated and observed data in the top-regions. Figure 5.14 shows a summary comparison in the Z-region. Figure 5.15 shows an example of $\langle S_{d0} \rangle$ and $m_{SV}^{\text{max}}$ distributions for two different bins of Figure 5.14. Ta-
Figure 5.11: Data-to-MC scale factors obtained for $B$-labeled jets in the (a) 40 – 60% and (b) 0 – 40% tagging intervals. The blue error band includes systematic and statistical uncertainties. The red error bar represents the statistical uncertainty only.

Figure 5.12: Data-to-MC scale factors obtained for $b$-labeled jets in the (a) 40 – 60% and (b) 0 – 40% tagging intervals. The blue error band includes systematic and statistical uncertainties. The red error bar represents the statistical uncertainty only.
Figure 5.13: Comparison between data and prediction for the event yields in the top-region channels after the efficiency correction. The hatched band represents the systematic uncertainty in each channel.

Tables 5.4 and 5.5 show a breakdown of the systematic uncertainties in grouped categories for B- and b-labeled jets, respectively.
Figure 5.14: Comparison between data and prediction for the event yields in the Z-region channels after the efficiency correction. The labels $H$ and $L$ indicate the two different channels depending on the value of the non-muon-Ex$k_t^{(2)}$ track-subjet $m_{SV}^{\text{max}}$ ($H$: $m_{SV}^{\text{max}} \geq 2\text{ GeV}$, $L$: $m_{SV}^{\text{max}} < 2\text{ GeV}$) or $\langle S_{d_0} \rangle$ ($H$: $\langle S_{d_0} \rangle \geq 0$, $L$: $\langle S_{d_0} \rangle < 0$). The hatched band represents the systematic uncertainty in each channel.
Figure 5.15: Comparison between data and prediction in the $Z$-region, after efficiency correction, for (a) the muon $E_{k_t}^{(2)} \langle S_{d_0} \rangle$ distribution in the $60 - 100\%$ tagging interval when requiring the non-muon $E_{k_t}^{(2)} \langle S_{d_0} \rangle > 0$ and (b) the muon $E_{k_t}^{(2)} m_{SV}^{\max}$ distribution in the $0 - 40\%$ tagging interval when requiring the non-muon $E_{k_t}^{(2)} m_{SV}^{\max} < 2 \, \text{GeV}$. 

\[ \]
<table>
<thead>
<tr>
<th>Source of uncertainties</th>
<th>0 – 40% tagging interval</th>
<th>40 – 60% tagging interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_{T}^{B} range (GeV)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[20, 90]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Statistical</td>
<td>0.26</td>
<td>0.48</td>
</tr>
<tr>
<td>Systematic</td>
<td>0.26</td>
<td>0.46</td>
</tr>
<tr>
<td>Extrapolation</td>
<td>0.21</td>
<td>0.38</td>
</tr>
<tr>
<td>MC statistics</td>
<td>0.21</td>
<td>0.36</td>
</tr>
<tr>
<td>Jets</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>Leptons</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>Luminosity</td>
<td>0.01</td>
<td>0.06</td>
</tr>
<tr>
<td>Flavor fraction</td>
<td>0.19</td>
<td>0.30</td>
</tr>
<tr>
<td>Pileup</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>Tracking</td>
<td>0.16</td>
<td>0.19</td>
</tr>
<tr>
<td>Single top modeling</td>
<td>0.01</td>
<td>0.12</td>
</tr>
<tr>
<td>t\bar{t} modeling</td>
<td>0.12</td>
<td>0.19</td>
</tr>
<tr>
<td>Z + jets modeling</td>
<td>0.22</td>
<td>0.39</td>
</tr>
</tbody>
</table>

Table 5.4: Breakdown of the SF uncertainties for each summary category in different tagging intervals and P_{T} range for B-labeled jets. The statistical uncertainties are also included for comparison. Due to correlations, the total systematic uncertainty is not equal to the sum in quadrature of the individual components.
<table>
<thead>
<tr>
<th>Source of uncertainties</th>
<th>0 – 40% tagging interval $p_T$ range (GeV)</th>
<th>40 – 60% tagging interval $p_T$ range (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total uncertainty</td>
<td>0.18 [20, 90] 0.18 [90, 140] 0.14 [140, 200]</td>
<td>0.13 [20, 90] 0.16 [90, 140] 0.11 [140, 200]</td>
</tr>
<tr>
<td>Statistical</td>
<td>0.04 [20, 90] 0.12 [90, 140] 0.11 [140, 200]</td>
<td>0.03 [20, 90] 0.09 [90, 140] 0.07 [140, 200]</td>
</tr>
<tr>
<td>Systematic</td>
<td>0.18 [20, 90] 0.13 [90, 140] 0.09 [140, 200]</td>
<td>0.13 [20, 90] 0.13 [90, 140] 0.09 [140, 200]</td>
</tr>
<tr>
<td>Extrapolation</td>
<td>0.18 [20, 90] 0.12 [90, 140] 0.07 [140, 200]</td>
<td>0.13 [20, 90] 0.12 [90, 140] 0.07 [140, 200]</td>
</tr>
<tr>
<td>MC statistics</td>
<td>0.13 [20, 90] 0.04 [90, 140] 0.02 [140, 200]</td>
<td>0.10 [20, 90] 0.04 [90, 140] 0.02 [140, 200]</td>
</tr>
<tr>
<td>Jets</td>
<td>0.07 [20, 90] 0.04 [90, 140] 0.03 [140, 200]</td>
<td>0.06 [20, 90] 0.04 [90, 140] 0.03 [140, 200]</td>
</tr>
<tr>
<td>Leptons</td>
<td>0.04 [20, 90] 0.01 [90, 140] 0.00 [140, 200]</td>
<td>0.03 [20, 90] 0.01 [90, 140] 0.00 [140, 200]</td>
</tr>
<tr>
<td>Luminosity</td>
<td>0.04 [20, 90] 0.01 [90, 140] 0.01 [140, 200]</td>
<td>0.03 [20, 90] 0.01 [90, 140] 0.01 [140, 200]</td>
</tr>
<tr>
<td>Flavor fraction</td>
<td>0.17 [20, 90] 0.11 [90, 140] 0.06 [140, 200]</td>
<td>0.12 [20, 90] 0.11 [90, 140] 0.06 [140, 200]</td>
</tr>
<tr>
<td>Pileup</td>
<td>0.05 [20, 90] 0.02 [90, 140] 0.00 [140, 200]</td>
<td>0.04 [20, 90] 0.02 [90, 140] 0.00 [140, 200]</td>
</tr>
<tr>
<td>Tracking</td>
<td>0.12 [20, 90] 0.04 [90, 140] 0.02 [140, 200]</td>
<td>0.09 [20, 90] 0.04 [90, 140] 0.02 [140, 200]</td>
</tr>
<tr>
<td>Single top modeling</td>
<td>0.14 [20, 90] 0.03 [90, 140] 0.04 [140, 200]</td>
<td>0.09 [20, 90] 0.03 [90, 140] 0.04 [140, 200]</td>
</tr>
<tr>
<td>$t\bar{t}$ modeling</td>
<td>0.17 [20, 90] 0.07 [90, 140] 0.03 [140, 200]</td>
<td>0.13 [20, 90] 0.07 [90, 140] 0.03 [140, 200]</td>
</tr>
<tr>
<td>$Z +$ jets modeling</td>
<td>0.18 [20, 90] 0.12 [90, 140] 0.07 [140, 200]</td>
<td>0.13 [20, 90] 0.12 [90, 140] 0.07 [140, 200]</td>
</tr>
</tbody>
</table>

Table 5.5: Breakdown of the SF uncertainties for each summary category in different tagging intervals and $p_T$ range for $b$-labeled jets. The statistical uncertainties are also included for comparison. Due to correlations, the total systematic uncertainty is not equal to the sum in quadrature of the individual components.
5.6 Summary

This chapter presents the development of DEXTer, an algorithm that performs flavor tagging of low-$p_T$ jets arising from the hadronization of one or two heavy-flavor hadrons. The algorithm uses a neural network with two permutation-invariant deep-set feature extractors, one for displaced tracks and one for secondary vertices. Displaced vertices are selected from a large-$R$ track jet reconstructed around PFlow jets. Secondary vertices are reconstructed with the TC-LVT clustering algorithm and the MSVF vertex finding algorithm.

The performance is studied in detail, ensuring a reduced dependency of the tagger performance with the parent particle color charge and mass. A measurement of the efficiency for two tagging intervals and three $p_T^{\text{jet}}$ ranges using $t\bar{t}$ and $Z + \text{jets}$ events are reported for $B$- and $b$-labeled jets. These measurements make applying this algorithm in physics analyses possible, enabling and improving several new BSM searches and SM measurements. In the next chapter, I will demonstrate a use case where DEXTer greatly improves the search sensitivity of $H \to aa \to 4b$, specifically for low-mass $a \to bb$. 
CHAPTER 6
SEARCH FOR EXOTIC HIGGS BOSON DECAY TO MULTIPLE B-QUARKS

In this chapter, I will focus on a search for exotic Higgs decay to multiple b-quarks using the full Run-2 data collected from 2015 to 2018 at $\sqrt{s} = 13$ TeV with the ATLAS detector at LHC corresponding to an integrated luminosity of 140 fb$^{-1}$. Similar searches were done in 2017 and 2020 using the data collected with the ATLAS detector from 2015 and 2016 corresponding to an integrated luminosity of 36 fb$^{-1}$. The search presented in this chapter is based on both prior experiences. The strategy is redesigned in the last iteration of the analysis. Using state-of-art machine-learning techniques and an almost fourfold increase in the dataset, we can set a stronger upper limit at 95% confidence level on the branching ratio of exotic Higgs decays $\text{BR}(H \rightarrow a \rightarrow (b \bar{b})(b \bar{b}))$. Furthermore, for the first time, we also consider benchmark models assuming two new scalars and set limits on $\text{BR}(H \rightarrow a_1 a_2 \rightarrow (b \bar{b})(b \bar{b}))$. The chapter is arranged as follows: Section 6.1 gives an overview of additional improvements in object reconstruction not mentioned in the previous chapters. Section 6.2 and Section 6.3 detail the event selection and analysis strategy with machine learning. The systematics considered are summarized in Section 6.4. The statistical method is described in Section 6.5. Section 6.6 presents and discusses the results of the search. This chapter concludes with Section 6.7 which discusses the opportunities for future searches.
6.1 Objects selection

The standard object reconstruction and selection have already been described in Chapter 3. This section focuses on the additional technique developed to improve object reconstruction for the search. One particularly important area is the kinematic correction for heavy-flavor jets. Different methods are applied on jets tagged by DeXTer or DL1r. Jets tagged by DeXTer are referred to as B-jets in the following sections. Jets tagged by DL1r are referred to as b-jets. In the case of B-jets, the energy-momentum estimation is derived solely from tracks that only consider the contribution from charged particle tracks. In Section 6.1.1, a dedicated NN regression is designed to infer the energy of the jet at the particle level, including the neutral particle contribution and soft muon.

Charged muons and neutrinos from the leptonic decays of the b-quark will escape from detection that solely relies on the calorimeter measurements. A straightforward approach is pursued for b-jets to account for the underestimation of b-jet energy from leptonic decays. This method is described in Section 6.1.2.

6.1.1 DNN energy-momentum estimate regression

As shown in Ref. [162], the large-\( R \) track jet provides improved containment when the jet originates from the hadronization of two particle jets. Any B-jet has a single PFlow jet as a seed, and the standard ATLAS jet calibration of that PFlow jet provides an unbiased estimate of the jet’s momentum at the particle level. However, this calibration procedure ignores the increased leakage from the poor containment when two particle jets are present.

The tracks in the region \( 0.4 < R < 0.8 \) provide information that can be used to create a higher-resolution estimate of the B-jet momentum, closer to the momentum of the two-particle b-jets. The procedure developed in this section is an energy-momentum estimate used to perform searches. It provides improved resolution for
jets similar to the ones produced in $VH \rightarrow aa \rightarrow 4b$ signals but should never be interpreted as the real energy momentum of the particle jet.

The large-$R$ track jet mass is defined by the four-vector sum of tracks associated to the large-$R$ track jet. The energy-momentum estimate uses the information from the seed PFlow jet, the tracks of the large-$R$ track jet, and non-isolated muons inside the large-$R$ track jet. The estimate is built as a regression that targets the momentum of truth large-$R$ trimmed particle jets that is $\Delta R$-matched to the B-jets. The large-R particle jets are built with the anti-$k_t$ algorithm [87] with a radius parameter of $R = 0.8$ to cluster truth particles into large-R particle jets and apply jet trimming [163] on the resulting truth particle jet collection. These jets are required to be isolated ($\Delta R > 1.0$) from any other truth jet or lepton in the event to avoid bias in the momentum determination.

The NN topology and inputs are very similar to the ones used for flavor tagging with DeXTer [162], and a similar method is applied in b-jet energy and resolution estimates in CMS [164]. Some additional features provide information about the energy distribution inside the B-jet. Kinematic information related to the two $E_{T}^{k_{t}^{(2)}}$ track subjets and non-isolated muons inside the jet are added using the same deep-set topology [165] used for tracks and secondary vertices. A complete set of variables used for the training can be found in Table. 6.1. The training, validation, and testing samples are produced by selecting B-jets from $a \rightarrow bb$ signals and B-jets from $Z+$jets with $g \rightarrow bb$ MC samples. A more detailed description of the datasets and hyperparameters can be found in Appendix A.1.

The regression has one output neuron, the estimation correction factor $\hat{s}$ of the mass:

$$\hat{s} = \frac{m_{\text{gen}}}{m_{\text{reco}}}$$  \hspace{1cm} (6.1)
<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T$</td>
<td>Jet transverse momentum</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Jet pseudorapidity</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Jet azimuthal angle</td>
</tr>
<tr>
<td>$\Delta R(Exk_t^{(2)}\text{jet 1}, Exk_t^{(2)}\text{jet 2})$</td>
<td>Angular separation between $Exk_t^{(2)}$ jets</td>
</tr>
<tr>
<td>$\log p_T^{\text{frac}}(Exk_t^{(2)}\text{jet}, PFlow\text{ jet})$</td>
<td>log $p_T^{Exk_t^{(2)}\text{jet}} / p_T^{PFlow\text{ jet}}$: transverse momentum fraction between $Exk_t^{(2)}$ jet and jet</td>
</tr>
<tr>
<td>$\Delta \eta (Exk_t^{(2)}\text{jet, PFlow jet})$</td>
<td>Pseudorapidity difference between $Exk_t^{(2)}$ jet and PFlow jet</td>
</tr>
<tr>
<td>$\Delta \phi (Exk_t^{(2)}\text{jet, PFlow jet})$</td>
<td>Angular difference between $Exk_t^{(2)}$ jet and PFlow jet</td>
</tr>
<tr>
<td>$\log (m_{Exk_t^{(2)}\text{jet}})$</td>
<td>Mass of the track jet</td>
</tr>
<tr>
<td>$n_{tracks}$</td>
<td>Number of tracks ghost-associated to the $Exk_t^{(2)}$ jet</td>
</tr>
<tr>
<td>$\log p_T^{\text{frac}}(\text{track, PFlow jet})$</td>
<td>log $p_T^{\text{track}} / p_T^{\text{PFlow jet}}$: transverse momentum fraction between track and R=0.4 PFlow jet</td>
</tr>
<tr>
<td>$\Delta \eta (\text{track, Exk_t^{(2)}\text{jet}})$</td>
<td>Pseudorapidity difference between track and $Exk_t^{(2)}$ jet</td>
</tr>
<tr>
<td>$\Delta \phi (\text{track, Exk_t^{(2)}\text{jet}})$</td>
<td>Angular difference between between track and $Exk_t^{(2)}$ jet</td>
</tr>
<tr>
<td>$d_0$</td>
<td>Transverse impact parameter</td>
</tr>
<tr>
<td>$z_0 \sin \theta$</td>
<td>Longitudinal impact parameter</td>
</tr>
<tr>
<td>$S_{d_0}$</td>
<td>$d_0 / \sigma_0$: transverse IP significance</td>
</tr>
<tr>
<td>$S_{z_0 \sin \theta}$</td>
<td>$z_0 \sin \theta / \sigma_{\sin \theta}$: longitudinal IP significance</td>
</tr>
<tr>
<td>PIX1 Hits</td>
<td>Number of hits in first Pixels layer</td>
</tr>
<tr>
<td>IBL Hits</td>
<td>Number of hits in IBL</td>
</tr>
<tr>
<td>Shared IBL Hits</td>
<td>Shared hits in IBL</td>
</tr>
<tr>
<td>Split IBL Hits</td>
<td>Number of split hits in IBL</td>
</tr>
<tr>
<td>Shared pixel Hits</td>
<td>Shared hits in Pixels layers</td>
</tr>
<tr>
<td>Split pixel Hits</td>
<td>Shared hits in Pixels layers</td>
</tr>
<tr>
<td>Shared SCT Hits</td>
<td>Number of shared hits in SCT</td>
</tr>
<tr>
<td>nPixHits</td>
<td>Number of hits in Pixel layers</td>
</tr>
<tr>
<td>nSCTHits</td>
<td>Number of hits in SCT layers</td>
</tr>
<tr>
<td>$\log (m_{\text{vertex}})$</td>
<td>Track mass of the secondary vertex</td>
</tr>
<tr>
<td>$\log p_T^{\text{frac}}(\text{vertex, PFlow jet})$</td>
<td>log $p_T^{\text{vertex}} / p_T^{\text{PFlow jet}}$: transverse momentum fraction between secondary vertex and R=0.4 PFlow jet</td>
</tr>
<tr>
<td>$\Delta \eta (\text{vertex, Exk_t^{(2)}\text{jet}})$</td>
<td>Pseudorapidity difference between secondary vertex and $Exk_t^{(2)}$ jet</td>
</tr>
<tr>
<td>$\Delta \phi (\text{vertex, Exk_t^{(2)}\text{jet}})$</td>
<td>Angular difference between between secondary vertex and $Exk_t^{(2)}$ jet</td>
</tr>
<tr>
<td>$L_{xy}$</td>
<td>Transverse decay length relative to primary vertex</td>
</tr>
<tr>
<td>$L_z$</td>
<td>Longitudinal decay length relative to primary vertex</td>
</tr>
<tr>
<td>$S_{L_{xy}}$</td>
<td>Transverse decay length significance</td>
</tr>
<tr>
<td>$S_{L_z}$</td>
<td>Longitudinal decay length significance</td>
</tr>
<tr>
<td>$\log p_T^{\mu}$</td>
<td>Transverse momentum of the muon</td>
</tr>
<tr>
<td>$\Delta \eta (\muon, Exk_t^{(2)}\text{jet})$</td>
<td>Pseudorapidity difference between muon and $Exk_t^{(2)}$ jet</td>
</tr>
<tr>
<td>$\Delta \phi (\muon, Exk_t^{(2)}\text{jet})$</td>
<td>Angular difference between between muon and $Exk_t^{(2)}$ jet</td>
</tr>
<tr>
<td>Quality</td>
<td>Integer representing muon quality</td>
</tr>
</tbody>
</table>

Table 6.1: List of features used as input for the DNN mass estimate regression. In the table, the particle-flow jet refers to the constituent jet of the B-jets, and $Exk_t^{(2)}$ jet refers to the track sub-jets reconstructed; both are described in Section 5.2.
Here $m_{\text{gen}}$ is truth large-R trimmed particle jets mass, and $m_{\text{reco}}$ is the original B-jet mass. The target correction factor $s$ can be calculated from MC simulation.

A Huber loss function is defined as

$$H_\delta(z) = \begin{cases} 
\frac{1}{2}z^2, & \text{for } |z| \leq \delta \\
\delta \cdot |z| - \frac{1}{2}\delta^2, & \text{otherwise}
\end{cases} \quad (6.2)$$

where $z = s - \hat{s}$.

The complete loss function uses the Huber loss with $\delta = 1$ and is written as:

$$\text{loss}(\hat{s}) = E_{(x,s) \sim p(x,s)}[H_1(s - \hat{s})], \quad (6.3)$$

where $E_{(x,s) \sim p(x,s)}$ is the expectation value, $x$ denotes the set of input features, and $p(x, s)$ is the joint distribution of the input features and the target variables $\hat{s}$ in the training sample.

The resulting resolution can be examined using the reciprocal of $\hat{s}$ shown in Figure. 6.2. The distribution peak is slightly below one because $m_{\text{reco}}$ only contains charged particles, whereas the $m_{\text{gen}}$ also includes energy-momentum from neutral particles. Figure. 6.3 shows the comparison of B-jet mass before and after applying the DNN energy-momentum estimate regression. The corrected B-jet mass can be obtained by multiplying the original B-jet mass with the estimation factor $\hat{s}$ for each jet, $m_{\text{DNN}} = m_{\text{reco}} \times \hat{s}$. The $a \rightarrow bb$ jet mass can be predicted, which is used to improve the signal-background discrimination. When comparing the simulated track jet mass scale to the one observed in data, a small mis-modeling is observed. A correction to the simulated track jet mass scale is derived from data. The resulting track jet mass correction scale is $1.01 \pm 0.05$. 
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Figure 6.1: DNN mass estimate regression architecture

Figure 6.2: Comparision of the target and the predicted mass resolution distribution from the DNN energy-momentum estimation regression. The target distribution in orange represents the target of the DNN during training. The DNN prediction is the predicted $1/s$ by the trained DNN.
Figure 6.3: The large-$R$ track jet mass comparison before and after the DNN Energy-momentum estimation regression.
6.1.2 mu-in-jet $p_T$ correction

For DL1r b-tagged jets, the mu-in-jet $p_T$ correction is applied. The soft muon requirements are defined as $p_T > 4$ GeV, $|\eta| < 2.5$, and the Medium muon quality requirement. The jet matching procedure, however, is slightly different: muons are added to the b-jet four-momentum if $\Delta R(\text{jet, soft muon}) < 0.4$. If the soft muons satisfy the requirements, at most, the two leading ones are considered.

6.2 Event selection

Event Preselection

Events satisfying the trigger selection are required to have exactly two reconstructed electrons or muons with leading and subleading lepton satisfying $p_T > 27$ GeV and $p_T > 10$ GeV, respectively. Since single lepton triggers are used, one of the two reconstructed leptons is required to match the lepton reconstructed at trigger level, i.e., they have to be within $\Delta R < 0.15$ of each other. The invariant mass of the two leptons is required to be larger than 50 GeV to reduce the contribution of the $t\bar{t}$ and $Z \rightarrow \tau\tau$ background.

To improve the purity in dilepton events, leptons are further required to satisfy additional identification and isolation criteria, as described in Sections 3.1 and 3.2.

The following pre-selection is applied to further suppress the background based on a combination of $b$-objects:

$$(2 \times N_{B\text{-jets}} + N_{b\text{-jets}} + N_{SV}) \geq 3,$$  \hspace{1cm} (6.4)

where $N_{B\text{-jets}}$ is the number of DeXTer-tagged B-jets, $N_{b\text{-jets}}$ is the number of DL1r-tagged b-jets, and $N_{SV}$ is the number of soft secondary vertices reconstructed by the TC-LVT algorithm.

Figure 6.4 shows the contribution of different SM processes after applying the pre-selection. The events are categorized based on the categorization defined in Sec-
tion 4.2.2. The dominant SM backgrounds are from $Z + \text{jets}$ and $t\bar{t} + \text{jets}$, which have larger cross-sections compared to other small SM backgrounds, such as the $ttV$ and $ttH$ backgrounds. This pre-selection is introduced as many studies were conducted at the pre-selection level. The event selection and definition of signal and control regions of the analysis are described in Section 6.3. Note that all events selected for the signal and control regions will be required to have at least 4 $b$-objects. A set of data-driven corrections for the two main backgrounds is derived and described in Section 4.2. Event selections for the regions where the corrections are derived are described there.

6.3 Analysis strategy

With the object and event selection defined, this section describes the analysis strategies deployed to search for exotic Higgs decays $H \rightarrow aa/a_1a_2$ in the 4$b$ final states. For the signal event with four $b$ hadrons in the final state, a large fraction can be fully reconstructed. This allows the reconstruction of the full $H \rightarrow aa/a_1a_2 \rightarrow 4b$ decay chain. Here, the signal reconstruction and background discrimination are done in two steps. In the first step, a parameterized NN is adapted to identify a pairing hypothesis, to pair the $b$-objects from the same parent particle. This allows us to
define discriminating variables, e.g., invariant masses, based on the best pairing. The detailed are given in Section 6.3.1. Those variables are then used to train a boosted decision tree (BDT) as the final signal-background discriminator. The signal reconstruction and background discrimination of the 4b final state is described in Section 6.3.2.

### 6.3.1 Event reconstruction using a deep neural network

The heterogeneous nature of the object reconstructions used in this analysis required a novel method for event reconstruction. The kinematics constraint from the reconstructed Higgs boson and $a$-boson candidates are critical variables in selecting the signal and differentiating it from the SM backgrounds. To properly reconstruct the two $a$-bosons, a method is needed to predict the pairing of the reconstructed $b$-objects to form the $a \rightarrow b\bar{b}$ decays. For this, a NN will be used. In the case of $H \rightarrow aa$, the two $a$-boson decays from the Higgs boson are indistinguishable particles, and a similar argument applies to two $b$-hadrons in the $a \rightarrow b\bar{b}$ decays. This domain knowledge will be incorporated into the design of the NN architecture to predict the correct pairing hypothesis. In the case for $H \rightarrow a_1a_2$, where the mass of the new scalars is different, the design of the following NN was found to be robust in reconstructing the $H \rightarrow a_1a_2 \rightarrow 4b$ decay chain where the same property still holds in the $a_1/a_2 \rightarrow b\bar{b}$ decays.

The idea of the pairing hypothesis can be demonstrated with one example event shown in Figure 6.5. This event has one $b$-jet, one jet that failed $b$-tagging, one $B$-tagged jet by DeXTer, and one soft-$b$ hadron reconstructed as a secondary vertex. In this case, two possible ways exist for such a signal event to pair them into the correct $a$-bosons. The DeXTer jet could either capture the $a \rightarrow b\bar{b}$ decay or the two $b$-hadrons from different $a$-boson, which can be studied by examining the truth record from MC simulation. Considering cases where the DeXTer jet captures two
Figure 6.5: Diagram depicting how the NN performs event reconstruction. Each $b$ candidate is considered a node in a graph for which an abstract representation is used based on a node MLP. The $a$-boson is represented by an edge MLP between nodes. All physically motivated edges are considered, including loop edges representing merged reconstructed objects. The $a$-bosons themselves form new nodes whose edge MLP represents the fully reconstructed Higgs boson. The value of this edge is used for event reconstruction. The middle diagram shows the two reconstructed $a$-boson candidates and the rightmost diagram shows the final Higgs candidate.

$b$-hadrons from different $a$-boson is especially important for high signal mass points. The random crossing of two $b$-hadrons from different $a$ bosons becomes more likely with increasing angular separation of $a \rightarrow b \bar{b}$ decays.

As mentioned above, the 4b final state can be reconstructed in many possible combinations of $b$-object in the detector, with varying numbers of the reconstructed $b$-objects (e.g. 1 B-jet and two b-jets vs. four b-jets). This causes an issue with the conventional NN techniques, which require fixed-sized inputs. DeepSet [165] is an advanced NN architecture that can handle variable-length input vectors similar to the recursive neural network (RNN). Furthermore, this allows the abstraction of different $b$-object reconstruction information into a common latent space vector that can handle different types of reconstructed $b$-objects. Using this architecture, a unified strategy can be deployed for all possible combinations of reconstructed objects.

The hypothesis testing NN architecture is shown in Figure 6.6. It can be divided into three parts, the object encoder, the $a$-boson reconstruction, and the Higgs recon-
struction. The architecture stacked two DeepSet architectures to enforce permutation invariance of identical particles in the $H \rightarrow aa \rightarrow bbbb$ decay chain. All input features to the object encoders (and the Higgs reconstruction network) are summarized in Table 6.2. The objects are encoded into common-size latent space vectors with dimension $N$, which are later propagated to a permutation invariant sum pooling layer. The aggregated information goes through a parametrized shared weight $a$-boson NN to learn the latent space representation of the $a$-boson. The $a$-boson NN is parametrized by an extra parameter, $m_a$, representing the $a$-boson mass of the tested hypothesis. The last sum pooling layer enforces the permutation invariance between the two $a$-bosons. The summed $a$-boson vector is concatenated with extra information from the Z kinematics as input to the final Higgs NN. The Z kinematics provide additional information on the Lorentz-boosted Higgs decay. A sigmoid function is used in the output layer to predict the score of a given pairing hypothesis presented to the hypothesis testing NN. A correct truth hypothesis will have a pairing hypothesis score $\hat{y}_{\text{truth}} = 1$, whereas an incorrect pairing hypothesis based on the truth record will have a pairing hypothesis score of $\hat{y}_{\text{truth}} = 0$.

The training dataset is generated using signal and SM background MC simulation. For each event in the simulation, the correct pairing hypothesis can be known from the MC simulation truth information. All possible pairing hypotheses for a given event will be presented to the NN. Only the correct pairing hypothesis is labeled as $\hat{y}_{\text{truth}} = 1$, while all other pairing hypotheses will be assigned a $\hat{y}_{\text{truth}} = 0$ label. The same method generates synthesis datasets from the SM background sample. However, given that these events are not from the signal $ZH, H \rightarrow 2a \rightarrow 4b$ process, all the synthesis datasets from the SM background will be labeled as $\hat{y}_{\text{truth}} = 0$. This was found to be helpful in increasing the overall dataset size and also improving the performance by forcing the NN to use information related to the Higgs boson kinematics.
The output of the NN is two-fold: the subsequent parts of the analysis take into account the hypothesis for the best pairing and a score value for this pairing (the pairing hypothesis score $\hat{y}_{\text{pred}}^m$). During inference time, the NN is applied to a selected list of possible pairing hypotheses event by event. The hypothesis with the highest pairing hypothesis score is the predicted pairing hypothesis for that event. The predicted pairing hypothesis allows us to identify how to pair the jet to parton and compute the relevant kinematical variables for the BDTs described in Section 6.3.2. The pairing hypothesis score provides an estimate of how confident we are a given event looks like a $ZH \rightarrow 4b$ event based on all the information from input features. It is used in the signal-background discrimination BDTs, as well as signal and control region definitions, as described in Sections 6.3.2 and 6.3.2. The score distribution for the SM background is shown in Figure 6.7 assuming the $m_a = 25$ GeV signal hypothesis. The majority of the SM background events have a score $\hat{y}_{\text{pred}}^m < 0.05$, which motivates the choice of signal and control region definitions.

**Performance per category**

The performance for each truth category is shown in the following confusion matrixes. This is checked using a mixed signal sample containing all the $m_a$ mass points. The following notation defines the corresponding pairing hypothesis predicted by the NN or from the truth record, *Reco object(ture or predicted pairing)*. The confusion matrix for fully merged events is shown in Figure 6.8, where the pairing task is relatively easy for the NN, with the true positive rate for a given truth category reaching 99%. Similar results can also be seen in the cases of semi-merged events. This category can be further divided into events with two b-tagged jets or one b-tagged jet and one secondary vertex with a true positive rate reaching 99%, shown in Figure 6.9.

As for the fully resolved cases, the possible combination to form the $a$-boson candidate increases. The NN can still predict the correct pairing hypothesis with a
Figure 6.6: Diagram of NN used for event identification. All filled blocks are dense multilayer perceptions (MLP) that share common weights between MLPs of the same color. The $a$-boson MLPs are parametrized as a function of the mass hypothesis $m_a$. Unfilled rectangles are inputs from the four $b$ candidates and the $Z$ boson. The value of $\hat{y}_{\text{pred}}$ is used for graph classification. This particular example shows the case of a hypothesis with B-jet, b-jet, and soft-SV $b$-candidates.
<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \log p_T )</td>
<td>Jet transverse momentum with ( \mu )-in-jet correction ( p_T )</td>
</tr>
<tr>
<td>( \log m )</td>
<td>DNN track jet mass ( m )</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Jet pseudorapidity ( \eta )</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Jet azimuthal angle ( \phi )</td>
</tr>
<tr>
<td>isDeXTer60WP</td>
<td>Flag indicate if the jet tagged by DeXTer with 60 % WP</td>
</tr>
<tr>
<td>isDeXTer40WP</td>
<td>Flag indicate if the jet tagged by DeXTer with 40 % WP</td>
</tr>
<tr>
<td>DL1r-tagged b-jet</td>
<td></td>
</tr>
<tr>
<td>( \log p_T )</td>
<td>Jet transverse momentum ( p_T )</td>
</tr>
<tr>
<td>( \log m )</td>
<td>Jet mass ( m )</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Jet pseudorapidity ( \eta )</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Jet azimuthal angle ( \phi )</td>
</tr>
<tr>
<td>DL1r Continuous tag weight bin</td>
<td>Flag indicate DL1r tag weight bins</td>
</tr>
<tr>
<td>TC-LVT Secondary Vertex</td>
<td></td>
</tr>
<tr>
<td>( \log(m) )</td>
<td>Track mass of the secondary vertex ( m )</td>
</tr>
<tr>
<td>( \log p_T )</td>
<td>Secondary vertex transverse momentum ( p_T )</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Secondary vertex pseudorapidity ( \eta )</td>
</tr>
<tr>
<td>( \phi )</td>
<td>Secondary vertex azimuthal angle ( \phi )</td>
</tr>
<tr>
<td>( L_{3D} )</td>
<td>Decay length relative to primary vertex ( L_{3D} )</td>
</tr>
<tr>
<td>( S_{L_{3D}} )</td>
<td>Decay length significance ( S_{L_{3D}} )</td>
</tr>
<tr>
<td>( p_T )</td>
<td>( Z )-boson candidate transverse momentum ( p_T )</td>
</tr>
<tr>
<td>( \eta )</td>
<td>( Z )-boson candidate pseudorapidity ( \eta )</td>
</tr>
<tr>
<td>( \phi )</td>
<td>( Z )-boson candidate azimuthal angle ( \phi )</td>
</tr>
<tr>
<td>( m )</td>
<td>( Z )-boson candidate mass ( m )</td>
</tr>
</tbody>
</table>

Table 6.2: List of features used as input for the hypothesis testing NN. The variable reconstruction is described in Chapters 3 and 5. The \( Z \)-boson candidate is reconstructed as the 4-momentum sum of the two leptons.
Figure 6.7: The pairing hypothesis score $\hat{y}_{\text{pred}}^{m_a}$ distribution assuming signal hypothesis $m_a = 25$ GeV with all the predicted categories. The SM background is compared to the expected $m_a = 25$ GeV signal simulated events assuming $\text{Br}(H \rightarrow aa \rightarrow 4b) = 0.1$. 
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Figure 6.8: Confusion matrix for fully merged categories where signal events contain two DeXTer jets. The matrix is normalized per row to show the fraction of the true positive rate and false positive rate per truth-label category.

true positive rate of around 70-80% as shown in Figure. 6.10 for four b-tagged jets and for three b-tagged jets and one secondary vertex.

A detailed description of the training detail is provide in Appendix A.2.

6.3.2 Event selection

Signal-background discriminator

The objects selected by the event reconstruction as coming from the $H \rightarrow a_1a_2$ decay are used to build a representation of the four final-state particles in the decay of the two $a$-bosons. In the case of objects reconstructed from the hadronization of a single $b$-quark, like a DL1R-tagger b-jet or a TC-LVT-tagged SV, the association is trivial. In the case of DeXTER-tagged B-jets, the four-momentum of the particle-flow jet is decomposed in two components using projections onto the $Exk_{ij}^{(2)}$ track subjets.
Figure 6.9: Confusion matrix for semi-merged categories where signal events (a) contain one DeXTer jet and two b-tagged jets or (b) one DeXTer jet, one b-tagged jet, and one secondary vertex. The matrix is normalized per row to show the fraction of truth positive rate versus false positive rate per truth-label category.

Figure 6.10: Confusion matrix for fully resolved categories where signal events are reconstructed as (a) four b-tagged jets in the detector (b) three b-tagged jets and one secondary vertex. The matrix is normalized per row to show the fraction of truth positive rate versus false positive rate per truth-label category.
\[ p_{\text{PFlow}} = c_1 p_{\text{Exk}_1}^{(2)} + c_2 p_{\text{Exk}_2}^{(2)} \]

\[ \Rightarrow p_{\text{PFlow}} \cdot p_{\text{Exk}_1}^{(2)} = c_1 m_{\text{Exk}_1}^{(2)} + c_2 p_{\text{Exk}_1}^{(2)} \cdot p_{\text{Exk}_2}^{(2)} \]

\[ p_{\text{PFlow}} \cdot p_{\text{Exk}_2}^{(2)} = c_1 p_{\text{Exk}_1}^{(2)} \cdot p_{\text{Exk}_2}^{(2)} + c_2 m_{\text{Exk}_2}^{(2)}, \]

where the track subjet energy-momentum is estimated by the sum of their tracks’ four-momenta and does not include any calorimeter or particle-flow information. A \( p_T \)-ordering is used. The system above can be solved for \( c_1 \) and \( c_2 \) uniquely defining the two final-state particles.

The final-particles will be represented by \((b_{11}, b_{12}, b_{21}, b_{22})\), where the first index distinguishes the two \( a \)-bosons and the second distinguishes the two \( b \)-quarks in a single \( a \)-boson decay. Once the four final-state particles are determined, discriminating variables depending on the mass and spin of the decay \( H \to aa/a_1a_2 \to (bb)(bb) \) can be defined. The transverse momentum of the reconstructed \( a \)-boson candidates is used, and the following two-body reduced masses are built:

\[ m_{a_1}^{\text{red}} = \sqrt{(p_{b_{11}} + p_{b_{12}})^2} - m_a \]

\[ m_{a_2}^{\text{red}} = \sqrt{(p_{b_{21}} + p_{b_{22}})^2} - m_a, \]

where \( m_a \) is the mass-hypothesis being tested. Subtracting \( m_a \) renders the variable comparable for different hypotheses. Similarly, the following four-body reduced mass is used:

\[ m_H^{\text{red}} = \sqrt{(p_{11} + p_{12} + p_{21} + p_{22})^2} - m_H - m_{a_1}^{\text{red}} - m_{a_2}^{\text{red}}, \]

where a Higgs boson mass of \( m_H = 125 \text{ GeV} \) is assumed to build this variable. The use of reduced mass in cascade decays provides a substantial improvement in mass resolution. Figure 6.11 shows the distribution of the reduced four-body mass \( m_H^{\text{red}} \) for difference event reconstruction channels.
The spin-0 nature of the Higgs boson is explored by the variable $\cos \theta^*$ defined as the cosine of the polar angle of $p_{a1}^{CM} = p_{b1}^{CM} + p_{b2}^{CM}$, where the superscript center-of-mass (CM) indicates that the vectors have been boosted to the rest frame of $p_H = (p_{11} + p_{12} + p_{21} + p_{22})$.

The spin-1 nature of the $Z$ boson is explored by the cosine of the Collins-Soper (CS) angle [166], $\cos \theta_{CS}$ built from the two well-identified leptons $\ell_{(1)}$ and $\ell_{(2)}$ in the event and defined as:

$$\cos \theta_{CS} = 2 \frac{\ell_{(1)}^+ \ell_{(2)}^- - \ell_{(1)}^- \ell_{(2)}^+}{m_{\ell_{(1)}+\ell_{(2)}} \sqrt{m_{\ell_{(1)}+\ell_{(2)}}^2 + \left( p_T^{\ell_{(1)}+\ell_{(2)}} \right)^2}},$$

where $\ell_{(i)}^\pm = (E_{(i)} \pm p_{z,(i)})/\sqrt{2}$. The $E_{(i)}$ and $p_{z,(i)}$ are corresponding energy and momentum along the z-direction of the lepton $i$. All the variables defined above, even the Lorentz invariant ones, are modulated by acceptance effects. To capture some of these effects, the transverse momentum of reconstructed Higgs candidates, $p_T^H$, is included. This allows the BDT to extract information based on the different Higgs boson candidate decay directions in the detector. The azimuthal angle, denoted as $|\Delta \phi(Z, H)|$, and the pseudorapidity separation, denoted as $|\Delta \eta(Z, H)|$, between the Higgs boson and the $Z$-boson candidate is also included and used in the BDT for the
event topology. Finally, the pairing hypothesis score described in 6.3.1 and the $E_T^{\text{miss}}$ are included.

The $E_T^{\text{miss}}$ is the sole background-driven variable, included to discriminate background events with neutrinos. The pairing hypothesis score in a summary statistic captures all the information already used to perform the object-to-parton assignment. The nature of the predominant information used depends on which objects have been selected and the mass hypothesis used for the parameterized NN. Therefore, it becomes necessary to train a different discriminator for each mass and reconstructed hypothesis. Figures 6.12 and 6.13 show examples of inputs for two different masses. As can be seen, the mass of the reconstructed $a$-boson is more prominently used for object-to-parton assignment at low $m_a$ hypotheses. In contrast, the reconstructed $H$-boson mass becomes more important at high $m_a$ hypotheses. The background distributions are sculpted after applying the $y^{m_a}_{\text{pred}}$ selection.

The training of the BDT has been performed with the xgboost [167] package. The hyperparameters are tuned with Ray Tune [168] using the HyperBand scheduler [169]. The overtraining is assessed by splitting the full dataset into a training dataset and a hold-out validation sample (with a 60 – 40% split). Signs of overtraining are tested by comparing the performance on the training and the hold-out validation sample. Gradient boosting using between 150 and 600 trees improves the performance of weak classifiers.

**Signal region definition**

The events in the Signal Regions (SRs) targeting the 4b final state fulfill the pre-selection requirements described in Section 6.2. To select signal events with the leptonic decay of the Z boson, the two leptons in the events are required to be of two electrons or two muons of opposite sign charge, called same flavor (SF), and the invariant mass is required to be in $71 \text{ GeV} \leq m_{\ell\ell} \leq 111 \text{ GeV}$ (loose Z mass window).
Figure 6.12: Signal and background distributions of the input variables, per channel, for the mass-spin discriminator. Shown for the $m_a = 16$ GeV mass hypothesis.
Figure 6.13: Signal and background distributions of the input variables, per channel, for the mass-spin discriminator. Shown for the $m_a = 50$ GeV mass hypothesis.
name | lep comb | Z mass | pairing hypothesis | BDT binning
---|---|---|---|---
2B | SF | loose | \( \hat{y}^{m_a}_{pred} > 0.5 \) | Loose,Medium,Tight
1B2b | SF | loose | \( \hat{y}^{m_a}_{pred} > 0.05 \) | Loose,Medium,Tight
1B1b1v | SF | loose | \( \hat{y}^{m_a}_{pred} > 0.05 \) | Loose,Medium,Tight
4b | SF | loose | \( \hat{y}^{m_a}_{pred} > 0.05 \) | Loose,Medium,Tight
3b1v | SF | loose | \( \hat{y}^{m_a}_{pred} > 0.05 \) | Loose,Medium,Tight

Table 6.3: Overview of the signal regions targeting the 4b final state. Each signal region exists for each mass hypothesis.

In addition, a requirement is applied on the pairing hypothesis score predicted by the hypothesis testing NN; it is required to be \( \hat{y}^{m_a}_{pred} > 0.05 \). Only in the 2B region is the pairing hypothesis score tightened to \( \hat{y}^{m_a}_{pred} > 0.5 \) due to the shape of the \( \hat{y}^{m_a}_{pred} \) output of the hypothesis testing NN, allowing for more statistics in the CRs defined below. The different regions are then defined using the predicted hypothesis given by the event hypothesis NN. Five SRs are defined and classified by the multiplicity of b-objects in the predicted hypothesis. An overview is shown in Table 6.3. The five SRs are binned in the output discriminant of the BDT. Three bins (Loose, Medium, and Tight) are obtained by performing a bin optimization on the BDT output. The optimization is carried out using the expected limit obtained with a counting experiment of the signal and background yields given by the bin selection under study, assuming a flat 20% background uncertainty for this test. First, the Tight bin is determined by finding the bin boundary that gives the highest sensitivity. Then, the bin boundary between the Loose and Medium bins is found by a second scan.

**Z + jets control regions**

Events for the Z + jets Control Regions (CRs) are selected to be enriched in Z+HF events and close in phase space to the SRs. They fulfill the pre-selection requirements in Section 6.2. The two leptons in the events are required to be of the same flavor and opposite sign charge, and the invariant mass, \( m_{\ell\ell} \), is required to satisfy 81 GeV
\( \leq m_{ll} \leq 101 \text{ GeV} \) (tight Z mass window). To further increase the purity of \( Z + \text{jets} \) events, a selection on the missing transverse momentum \( E_T^{\text{miss}} < 60 \text{ GeV} \) is added, as it suppresses the di-leptonic \( t\bar{t} \) events which have neutrinos in their final state. To ensure orthogonality to the SRs defined above, the selection on the pairing hypothesis score, \( \hat{y}_{m_a}^\text{pred} \), is inverted.

In addition to this selection, the CRs are split by the number of B- and b-jets in the events. For B-jets, the selection depends on the number of Tight (40\% WP) and the number of Loose, but not Tight (70\% - 40\% WP) tagged jets. For b-jets, only one b-tagging working point is used, as in the low \( p_T \) range \( 15 \text{ GeV} \leq p_T < 20 \text{ GeV} \) only the 85\% WP is calibrated. The selected regions are chosen to be close to the SRs in the number of b-objects, and an overview of the nine regions is given in Table 6.4.

As \( \hat{y}_{m_a}^\text{pred} \) depends on the mass hypothesis, the set of \( Z + \text{jets} \) CRs exists for each mass hypothesis. They are orthogonal to each other and the SRs within one mass hypothesis but not necessarily across the mass hypotheses.

**\( t\bar{t} \) control regions**

Events for the \( t\bar{t} \) CRs are selected to be enriched in \( t\bar{t} \) events. They also fulfill the pre-selection requirements described in Section 6.2. The lepton selection here, however, requires the leptons to be of opposite sign charge. Selecting events with one electron and one muon, called different flavor (DF), successfully suppresses \( Z + \text{jets} \) events. No selection on the lepton invariant mass (in addition to the one in the pre-selection) and no selection on the \( \hat{y}_{m_a}^\text{pred} \) is applied. The \( t\bar{t} \) CRs are also split by the number of B- and b-jets in the events, using the same scheme and definitions as in the \( Z + \text{jets} \) CRs. The \( t\bar{t} \) CR definition does not depend on the predicted mass hypothesis (\( \hat{y}_{m_a}^\text{pred} \)), so they are the same for each analysis testing a mass hypothesis. An overview is given in Table 6.5.
<table>
<thead>
<tr>
<th>name</th>
<th>pairing hypothesis score $\hat{\gamma}_{pred}^{ma}$</th>
<th>nBJets Tight</th>
<th>nBJets Loose</th>
<th>nbJets (Loose)</th>
<th>nSoftSV</th>
<th>nLightJets</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>2iB 0ib</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SFonZ_1iBT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>_2iBTplusBL_0ibL</td>
<td>$\leq 0.5$</td>
<td>1+</td>
<td>2+ (BT+BL)</td>
<td>0+</td>
<td>any</td>
<td>any</td>
</tr>
<tr>
<td>SFonZ_0BT_2iBL_0ibL</td>
<td>$\leq 0.5$</td>
<td>0</td>
<td>2+</td>
<td>0+</td>
<td>any</td>
<td>any</td>
</tr>
<tr>
<td><strong>1B 2ib</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SFonZ_1BT_0BL_2ibL</td>
<td>$\leq 0.05$</td>
<td>1</td>
<td>0</td>
<td>2+</td>
<td>any</td>
<td>any</td>
</tr>
<tr>
<td>SFonZ_0BT_1BL_2ibL</td>
<td>$\leq 0.05$</td>
<td>0</td>
<td>1</td>
<td>2+</td>
<td>any</td>
<td>any</td>
</tr>
<tr>
<td><strong>0B 4ib</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SFonZ_0BT_0BL_4ibL</td>
<td>$\leq 0.05$</td>
<td>0</td>
<td>0</td>
<td>4+</td>
<td>any</td>
<td>any</td>
</tr>
<tr>
<td><strong>0B 3b 1isv or 1ij</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SFonZ_0BT_0BL_3bL</td>
<td>$\leq 0.05$</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1+ or</td>
<td>1+</td>
</tr>
</tbody>
</table>

Table 6.4: Overview of the $Z + \text{jets}$ control regions targeting the 4b final state. Each $Z + \text{jets}$ control region exists for each mass hypothesis, as the selection depends on $\hat{\gamma}_{pred}^{ma}$. The naming scheme is defined as follows. SFonZ indicate that the events must have the same flavor opposite sign charge leptons and the dilepton mass in the $Z$ mass windows. The subsequent suffix indicates the number of b-tagged objects. The i indicates if the category is an inclusive category that only requires the minimum number of objects, e.g., 1i requires events to have at least one without an upper bound. The b-tagging object is defined as follows: BT: Tight DeXTer-tagged jet, BL: Loose DeXTer-tagged jet, bL: DL1r-tagged jet, sv: soft secondary vertex, and j: jet not tagged by the DL1r 85% WP.
Table 6.5: Overview of the $t\bar{t}$ control regions targeting the 4b final state. The naming scheme is defined as follows. DF indicates the events required to have the different flavor, opposite sign charge leptons. The subsequent suffix indicates the number of b-tagged objects. The $i$ indicates if the category is an inclusive category that only requires the minimum number of objects, e.g., 1i requires events to have at least one without an upper bound. The b-tagging object is defined as follows: BT: Tight DeXTer-tagged jet, BL: Loose DeXTer-tagged jet, bL: DL1r-tagged jet, sv: soft secondary vertex, and j: jet not tagged by the DL1r 85% WP.

Validation regions

To validate the normalization factors outside of control and signal regions, Validation Regions (VRs) are introduced. For a VR enriched in $Z + \text{jets}$, the 1B1b multiplicity region, with precisely 1 B-jet and exactly one b-jet, is used without any requirement on $\hat{y}_{\text{ma}}^{\text{pred}}$. For VRs enriched in $t\bar{t}$, the same flavor lepton selection is chosen, but $m_{\ell\ell}$ is required to be outside the loose Z mass window $m_{\ell\ell} \notin (71, 111)$ GeV (off Z mass peak). Otherwise, the same definitions for the different flavor $t\bar{t}$ CRs are used.

6.4 Systematic uncertainties

Various sources of systematic uncertainties are considered for the analysis. A summary is given at the end of this section in Table 6.8. The systematic uncertainties are introduced to the likelihood function in the form of constrained Nuisance Parameters
(NPs) $\alpha_i$. Each yield $n$ is parametrized as a function of $\alpha_i$ using standard vertical interpolation [170]. Each constraint term is described by a Gaussian distribution with mean 0 and width 1, representing auxiliary measurements or models that provide external information about that source of variation. The normalized Gaussian with mean 0 and width 1 can always be obtained by shifting $\alpha_i \rightarrow (\alpha_i - a_i)/\sigma_i$, where $a_i$ is the maximum likelihood estimator of the best value of $\alpha_i$ obtained from auxiliary measurements and $\sigma_i$ is the corresponding maximum likelihood estimator of its uncertainty.

6.4.1 Experimental uncertainties

The experimental uncertainties are related to luminosity, pile-up, trigger efficiency, lepton reconstruction and identification, jet, and flavor tagging calibration, and track reconstruction. As the soft SVs are built directly from tracks, the low-level tracking-related uncertainties are also included in the analysis. These systematic uncertainties are included in this result either as an overall event weight or as a data-MC scale factor on a set of objects. The effects of the various systematic variations are evaluated assuming a positive and negative $1\sigma$ variation around the nominal value of the quantity of interest to evaluate the effects on the yields used in the fit. Experimental uncertainties are applied to all simulated processes.

Luminosity The uncertainty on the integrated luminosity for the full Run-2 dataset is 0.83% [171], obtained using the LUCID-2 detector [159] for the primary luminosity measurements.

Pile-up modeling A variation in the pile-up reweighting of simulated events is included to cover the uncertainty in the ratio of the predicted and measured inelastic cross-sections in the fiducial volume defined by $M_X > 13$ GeV where $M_X$ is the mass of the hadronic system [172]. In practice, the nominal scale factor applied on the
data pile-up distribution when performing the reweighting is changed into 1.0/0.99 or 1.0/1.07 to derive the up and down systematic uncertainty instead of its nominal value 1.0/1.03.

**Lepton triggers, reconstruction, identification, and isolation** The reconstruction, identification, and isolation efficiency of electrons and muons, as well as the efficiency of the trigger used to record the events, differ slightly between data and simulation, which is compensated for by dedicated SFs. Efficiency SFs are measured using tag-and-probe techniques on $Z \rightarrow \ell^+\ell^-$ data and simulated samples [154, 155], and are applied to the simulation to correct for differences. The effect of these SFs and their uncertainties are propagated as corrections to the MC event weight. In total, 4 independent components are considered for electrons and 10 for muons.

**Lepton momentum scale and resolution** Additional sources of uncertainty originate from the corrections applied to adjust the lepton momentum scale and resolution in the simulation to match those in data, measured using reconstructed distributions of the $Z \rightarrow \ell^+\ell^-$ and $J/\psi \rightarrow \ell^+\ell^-$ masses, as well as the $E/p$ ratio measured in $W \rightarrow e\nu$ events where $E$ and $p$ are the electron energy and momentum measured by the calorimeter and the tracker, respectively [83, 155]. To evaluate the effect of momentum scale uncertainties, the event selection is redone with the lepton energy or momentum varied by $\pm 1\sigma$. The event selection is redone for the momentum resolution uncertainties by smearing the lepton energy or momentum. In total, three independent components are considered for electrons and five for muons.

**Jet Vertex Tagging efficiency** SFs are applied to correct discrepancies between Data and MC for JVT efficiencies. These SFs are estimated using events with a jet recoiling against $Z \rightarrow \mu^+\mu^-$ [156], and the effect of these SFs, as well as of their uncertainties are propagated as corrections to the MC event weight. Similar studies are performed to extend below the current limit of $p_T > 20\text{GeV}$ down to 15 GeV.
One additional component is considered for low-$p_T$ JVT [173]. The total relative uncertainty of the low-$p_T$ JVT SF is below 3%.

**Jet energy scale and resolution** The jet energy scale and its uncertainty are derived by combining information from test-beam data, LHC collision data, and simulation [157]. The uncertainties from these measurements are factorized into 8 independent sources. The jet energy resolution was measured in Run 2 data and simulation as a function of jet $p_T$ and rapidity using dijet events, following a similar method to as in Ref. [158]. The combined uncertainty is propagated by smearing the jet $p_T$ in MC, yielding eight independent sources.

**Additional jet uncertainties** Additional uncertainties are considered related to jet flavor (using the conservative default value of ±50% for the quark/gluon fraction for all MC samples), pile-up corrections, $\eta$ dependence, high-$p_T$ jets, yielding fourteen additional independent sources.

**DL1r flavor tagging** To correct flavor tagging efficiencies in simulated samples to match efficiencies in data, SFs are derived as a function of the $p_T$ for $b$-jets, $c$-jets, and light jets separately in dedicated calibration analyses. For $b$-jet efficiencies, $t\bar{t}$ events in the dilepton topology were used, exploiting the very pure sample of $b$-jets arising from the decays of the top quarks [92]. For $c$-jet mistag rates, $t\bar{t}$ events in single-lepton topology were used, exploiting the $c$-jets from the hadronically decaying $W$ bosons [93]. The so-called negative-tag method is used in $Z$ +jets events [174] for light-jets mistag rates. In the three calibration analyses, a large number of uncertainty components are considered, and a principal component analysis is performed, yielding 45, 20, and 20 eigen variations for $b$-, $c$- and light-jets, respectively, which are taken as uncorrelated sources of uncertainties. These eigen variations correspond to the number of $p_T$ bins (9, 4, and 4 respectively for $b$-, $c$- and light-jets) multiplied by the number of DL1r bins (5).
Dedicated calibrations were performed to extend jets down to $p_T > 15\text{GeV}$ for $b$- and light-jets. The studies are described in [173], and the resulting uncertainty is propagated to the fit. The uncertainty for the $b$-jets SF is 11.5% and 21.9% for the light jet SF. For the $c$-jets, an inflated uncertainty from the closest, i.e., lowest, $p_T$ bin of the standard $c$-jet calibration is considered, which is 11%.

**DeXTer flavor tagging** The use of DeXTer in this analysis introduced additional SFs to correct the efficiency difference between simulated samples and data. This paragraph provides a brief summary of key information; more extended descriptions of the methodology can be found in the relevant publications in [162, 175].

The SFs for DeXTer are derived as a function of $p_T$ for $B$ and $b$-jets. The calibration measurements with data are performed using both $t\bar{t}$ and $Z$ + jets events simultaneously to measure $B$-tagging and $b$-jet mistagging efficiency in data. The remaining flavors are found to be negligible in this analysis.

**Soft secondary vertices** To correct for potential mis-modeling in the reconstruction efficiency and fake rate of the TC-LVT tagger, a calibration is carried out in [173]. Efficiency and a fake rate SF are derived simultaneously in $t\bar{t}$ events with 1 or 2 $b$-tagged jets. The fake rate SF is determined in two bins of $\mu_{\text{actual}}$. Hence, three independent uncertainty components are derived in a principal component analysis and taken as uncorrelated sources of uncertainty.

**Missing transverse momentum** The performance and modeling of the $E_T^{\text{miss}}$ reconstruction are studied in events containing a $Z$ boson decaying to two charged leptons (electrons or muons) [97]. The systematic uncertainties give four independent parameters. A scale uncertainty (up and down) is applied, corresponding to scaling the soft term magnitude up or down in the direction of $p_T^{\text{Hard}}$, the sum of the transverse momentum of reconstructed and calibrated “hard objects”: electrons, photons, muons, hadronically decaying $\tau$-leptons, and jets. Two independent uncertainties
## Tracking efficiency and parameters

Systematic uncertainties related to the track selection efficiency are determined by changing the amount of tracker material and the physical models in the Geant4 simulation. Those systematic variations on the number of fake tracks are applied based on the recommendation for the Loose track selection working point. Dedicated systematic uncertainties are considered for the track parameters, including the transverse and longitudinal impact parameters and the track Sagitta. The event selection is redone for each systematics variation. The complete list of track-related systematic uncertainties is shown in Table 6.6.

### 6.4.2 Modeling uncertainties

For each sample considered, there are modeling uncertainties associated with the missing higher orders in the perturbative expansion of the partonic cross-section and the PDF uncertainties. Modeling uncertainties are considered for signal, $Z +$ jets, and
simulated events, as the other processes are negligible. For signal, the modeling uncertainties are considered separately for events of the \(qq \rightarrow ZH\) and \(gg \rightarrow ZH\) production processes. Most modeling uncertainties are treated similarly in signal, \(Z + \text{jets}\), and \(t\bar{t}\) simulated events; process-specific variations are mentioned below.

**Renormalization and Factorization Scale** Variations in the renormalization and factorization scales are used to estimate the uncertainty due to missing higher-order corrections. The samples used include on-the-fly variations corresponding to 7 variations of the renormalization \((\mu_r)\) and factorization \((\mu_f)\) scales in pairs: \(\{\mu_r, \mu_f\} \times \{0.5, 0.5\}, \{1, 0.5\}, \{0.5, 1\}, \{1, 1\}, \{2, 1\}, \{1, 2\}, \{2, 2\}\). The uncertainties are combined by taking an envelope of all seven variations.

**PDF Uncertainties** The PDF uncertainties follow the PDF4LHC recommendations [160] and are available as sample weights. The PDF uncertainty is evaluated for the PDF set used in the matrix element calculation. The \(\alpha_s\) uncertainty is derived using the same PDF set evaluated with two different \(\alpha_s\) values. The two uncertainties from the PDF and \(\alpha_s\) are added in quadrature.

**Parton Shower and Hadronization** For the uncertainties due to parton shower (PS) and hadronization and due to the NLO matching, the nominal **POWHEG-BOX+PYTHIA8** \(t\bar{t}\) (5FS) sample is compared to the **POWHEGBox+HERWIG7** \(t\bar{t}\) (5FS) sample for \(t\bar{t}\) simulated event. In the case of the \(Z + \text{jets}\) simulated event, the nominal **SHERPA 2.2.11** sample is compared to the **MadGraph5_AMC@NLO 2.6.5 + PYTHIA 8.240 FxFx** sample. Finally, the nominal **POWHEGBox+PYTHIA8** samples are compared to **POWHEGBox+HERWIG7** signal simulated event.

**ISR and FSR Modeling** For ISR and FSR uncertainties, the settings of the nominal **POWHEGBox+PYTHIA8** \(t\bar{t}\) (5FS) sample are varied, resulting in different event weights; the uncertainty due to ISR is estimated by simultaneously changing
\( \mu_r \) and \( \mu_f \) in the ME and \( \mu_R^{\text{ISR}} \) in the PS. In contrast, the uncertainty due to FSR is estimated by changing \( \mu_R^{\text{FSR}} \) in the PS. For the ISR, the amount of radiation is increased (decreased) by scaling \( \mu_r \) and \( \mu_f \) by a factor of 0.5 (2.0) and by varying the renormalization scale for QCD emission in the ISR by a factor of 0.549 (1.960), corresponding to the VAR3cUP (VAR3cDOWN) variation from the A14 tune [113] which sets \( \alpha_s^{\text{ISR}} \) to 0.140 (0.115) instead of the nominal 0.127. For the FSR, the amount of radiation is increased (decreased), varying the renormalization scale for QCD emission in the FSR by a factor of 0.5 (2.0), corresponding to \( \alpha_s^{\text{FSR}} = 0.1423 \) (0.1147) instead of the nominal \( \alpha_s^{\text{FSR}} = 0.127 \).

**Z+HF Modeling Uncertainties** The uncertainty in the heavy flavor components is derived by comparing the nominal \( Z + \text{jets} \) sample with alternatives with varied settings for the overlap between matrix element and Parton shower emissions and the resummation scale [161].

The matrix element matching uncertainty (CKKW) is estimated by varying the scale used to calculate the overlap between jets from the matrix element and the parton shower. The nominal value for this parameter is 20 GeV. The up variation increases this to 30 GeV (CKKW30), while the down variation decreases the nominal value to 15 GeV (CKKW15).

The resummation scale (QSF) uncertainty is estimated by varying the scale used for the resummation of soft gluon emission. \( \mu_{\text{QSF}} \) is varied by 2 and \( \frac{1}{2} \) with respect to the nominal.

The resulting changes in the relative contributions for each heavy flavor type are summarized in Table 6.7 for each modeling variation. The total uncertainty is derived from the sum in quadrature of the two uncertainties.

**t\bar{t} Matrix Element and NLO Matching Uncertainty** The impact of the matrix element corrections applied to the top decay in Powheg and the NLO match-
<table>
<thead>
<tr>
<th>Variation</th>
<th>$Z + b$</th>
<th>$Z + B$</th>
<th>$Z + c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKKW30</td>
<td>-10.68%</td>
<td>-7.84%</td>
<td>-4.59%</td>
</tr>
<tr>
<td>CKKW15</td>
<td>-10.2%</td>
<td>-14.46%</td>
<td>-5.15%</td>
</tr>
<tr>
<td>QSF25</td>
<td>-7.02%</td>
<td>-8.59%</td>
<td>-4.62%</td>
</tr>
<tr>
<td>QSF4</td>
<td>-8.99%</td>
<td>-2.46%</td>
<td>-4.58%</td>
</tr>
<tr>
<td>Total</td>
<td>12.38%</td>
<td>8.22%</td>
<td>6.48%</td>
</tr>
</tbody>
</table>

Table 6.7: Relative variation in the fraction of each component of $Z +$ heavy flavor

Background kinematics reweighting uncertainties  
Additional uncertainties from kinematics reweight determined from data. This includes the uncertainties on the reweighing factor for $t\bar{t}$ +HF and Z+jet kinematics reweighting.

B-Jet Mass Scale correction uncertainties  
To correct the mis-modeling in Ak8 track jet mass, additional correction mass scale corrections are estimated from the data with minimized $\chi^2$ method. Uncertainty is included to account for the uncertainties on the correction scale with this method. The B-jet mass scale varies by $\pm 5\%$ and compares the result with the nominal results with a mass scale of 1.01.

6.4.3 Summary of systematic uncertainties

Table 6.8 lists all the nuisance parameters used in the measurement. They are grouped into types used to summarize the uncertainties later on in the note in the presentation of the results. Note that the renormalization and factorization scale and the parton shower and hadronization uncertainties for $t\bar{t}$ and $Z +$ jets, and the matrix element uncertainty (from aMC@NLO) for $t\bar{t}$ are considered separately, i.e., the NPs are de-correlated, for the different heavy flavor components of the backgrounds.
<table>
<thead>
<tr>
<th>Systematic Group</th>
<th>Nuisance Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity</td>
<td>LUMINOSITY</td>
</tr>
<tr>
<td>Pileup</td>
<td>PILE-UP MODELING</td>
</tr>
<tr>
<td>Lepton</td>
<td>ELECTRON TRIGGER, ELECTRON RECO, ELECTRON ISOLATION, EG RESOLUTION, EG SCALE, MUON TRIGGER (STAT. &amp; SYST.), MUON TTVA (STAT. &amp; SYST.), MUON ID (STAT. &amp; SYST.), MUON ISOLATION (STAT. &amp; SYST.), MUON ID, MUON MS pT RES., MUON SAGITTA REBIAS, MUON SAGITTA RHO, MUON SCALE</td>
</tr>
<tr>
<td>Jet</td>
<td>JVT, JVT LOW-pT, JER DATA v.s MC MC16, JER NP1, JER NP2, JER NP3, JER NP4, JER NP5, JER NP6, JER NP7restTerm, JES NP1, JES NP2, JES NP3, JES NP4, JES NP5, JES NP6, JES NP7, JES NP8restTerm, JET FLAVOR COMPOSITION, JET FLAVOR RESPONSE, JET B RESPONSE, PILE-UP OFFSETUP pT TERM, PILE-UP OFFSET MU TERM, PILE-UP OFFSET NPV TERM, ρ TOPOLOGY, η INTERCALIB (STAT.), η INTERCALIB (MODEL), η INTERCALIB (NON-CLOSURE NEG ETA), η INTERCALIB (NON-CLOSURE POS ETA), η INTERCALIB (NON-CLOSURE HIGH E), PUNCH-THROUGH CORRECTION, JET HIGH-pT CORRECTION</td>
</tr>
<tr>
<td>DL1r tagging</td>
<td>DL1R CONTINUOUS EIGENVARS - B 0-44, DL1R CONTINUOUS EIGENVARS - C 0-19, DL1R CONTINUOUS EIGENVARS - L 0-19, DL1R LOW-pT B/C/LIGHT</td>
</tr>
<tr>
<td>DeXTer tagging</td>
<td>DeXTER EIGENVARS 0-11</td>
</tr>
<tr>
<td>Soft SVs</td>
<td>TC-LVT EIGENVARS 0-2</td>
</tr>
<tr>
<td>$E_{T\text{miss}}$</td>
<td>SOFTTRK SCALE (UP), SOFTTRK SCALE (DOWN), SOFTTRK RESOPARA, SOFTTRK RESOPERP</td>
</tr>
<tr>
<td>Tracking</td>
<td>TRACK EFFICIENCY GLOBAL (LOOSE), TRACK EFFICIENCY IBL (LOOSE), TRACK EFFICIENCY PP0 (LOOSE), TRACK EFFICIENCY PHYSIC MODEL (LOOSE), TRACK FAKE RATE ROBUST (LOOSE), TRACK BIAS Z0 WM, TRACK RESOLUTION Z0 DEAD, TRACK RESOLUTION Z0 MEAS, TRACK BIAS D0 WM, TRACK RESOLUTION D0 DEAD, TRACK RESOLUTION D0 MEAS, TRACK BIAS Q/P SAGITTA WM</td>
</tr>
<tr>
<td>$t\bar{t}$ modeling</td>
<td>$t\bar{t}$ μR and μF, $t\bar{t}$ ISR αS, $t\bar{t}$ FSR, $t\bar{t}$ PYTHIA 8 vs. HERWIG 7, $t\bar{t}$ POWHEG vs. AMC@NLO, $t\bar{t}$ PDF PDF4LHC</td>
</tr>
<tr>
<td>Z+jets modeling</td>
<td>Z+jets μR and μF, Z+jets SHERPA 2.2.11 vs. MADGRAPH+PYTHIA8, Z+jets PDF NNPDF30, Z+B modeling, Z+b modeling, Z+c modeling</td>
</tr>
<tr>
<td>Signal modeling</td>
<td>Signal μR and μF, Signal ISR αS, Signal FSR, Signal PYTHIA 8 vs. HERWIG 7, Signal PDF PDF4LHC, Signal ggZH μR and μF, Signal ggZH ISR αS, Signal ggZH FSR, Signal ggZH PYTHIA 8 vs. HERWIG 7, Signal ggZH PDF PDF4LHC</td>
</tr>
</tbody>
</table>

Table 6.8: Summary of all systematic uncertainties considered in the measurement, grouped categories.
6.5 Statistical analysis

A combination of different distributions from signal and control regions is employed to test for the potential presence of a signal. The statistical analysis relies on a binned likelihood function denoted as $L(\mu, \theta)$. This function is constructed by taking the product of Poisson probability terms over all bins considered in the analysis. The likelihood function is dependent on two key parameters: the signal-strength parameter $\mu$, which serves as a multiplicative factor to the theoretical signal production cross section for $ZH$ production, and the nuisance parameters $\theta$, which capture the impact of systematic uncertainties on the signal and background expectations. The likelihood function incorporates Gaussian priors to represent these uncertainties.

Hence, the expected number of events in each bin depends on the values of both $\mu$ and $\theta$. The nuisance parameters $\theta$ allow for variations in the signal and background expectations, accounting for the corresponding systematic uncertainties. Their fitted values correspond to the deviations from the pre-fit expectations that globally provide the best fit to the data. This procedure reduces the impact of systematic uncertainties on the search sensitivity by taking advantage of the highly populated background-dominated channels included in the likelihood fit. It is crucial to possess a good understanding of the systematic effects impacting the shapes of the discriminant distributions. Therefore, extensive validation studies have been conducted using simulations to verify the accuracy of the fitting procedure. Additionally, the fit incorporates dedicated parameters to account for the limited number of MC events.

To enhance the efficiency of the fitting process and ensure a stable minimization, systematic uncertainties are pruned and smoothed. This pruning and smoothing procedure is carried out separately for each region and sample, addressing both the shape and normalization aspects of the systematics.

The pruning algorithm identifies and removes systematic uncertainties that have a minimal impact on normalization, specifically those with an impact of $\leq 1\%$. Like-
wise, systematics that negligibly affects the shape of the final discriminant, where all bins deviate by $\leq 1\%$ from the nominal shape, are also pruned. This pruning step helps reduce the computational burden and streamline the analysis.

Additionally, to mitigate the effects of statistical fluctuations, a smoothing technique is employed. Systematic variations are subjected to smoothing, resulting in a more stable representation of their impact throughout the analysis.

The test statistic $\tilde{q}_\mu$ is defined as the profile likelihood ratio,

$$
\tilde{q}_\mu = \begin{cases} 
-2\ln \frac{L(\mu, \hat{\theta}(\mu))}{L(0, \hat{\theta}(0))} & \hat{\mu} < 0, \\
-2\ln \frac{L(\mu, \hat{\theta}(\mu))}{L(\hat{\mu}, \hat{\theta})} & 0 \leq \hat{\mu} \leq \mu, \\
0 & \hat{\mu} > \mu.
\end{cases}
$$

where $\hat{\mu}$ and $\hat{\theta}$ are the values of the parameters that maximize the likelihood function with $\mu \geq 0$, and $\hat{\theta}_\mu$ are the values of the nuisance parameters that maximize the likelihood function for a given value of $\mu$. The test statistic $\tilde{q}_\mu$ is implemented in the RooStats package [177] and is used to measure the compatibility of the observed data with the signal plus background hypothesis. The $p$-value representing the compatibility of the data with the signal plus background hypothesis is estimated by integrating the distribution of $\tilde{q}_\mu$ from signal plus background pseudo-experiments approximated using the asymptotic formulae given in ref. [178], above the observed value of $\tilde{q}_\mu$. The observed $p_\mu$-value is checked for each explored signal scenario.

In the absence of any significant excess above the background expectation, upper limits on the signal production cross section for each signal scenario are derived using $q_\mu$ in the CLs method. For a given signal hypothesis, values of the branching fractions of exotic Higgs decays (parameterized by $\mu$) yielding CLs $< 0.05$, where CLs is computed using the asymptotic approximation, are excluded at $\geq 95\%$ CL.

The normalization of each background is determined from the fit simultaneously with $\mu$, constrained by the uncertainties of the respective theoretical calculations, the
A summary of the free-floating background normalization factors in the fit is given in Table 6.9. For the $Z+$jet background, only the main $Z+\geq 1b$ and $\geq 1B$ components are normalized by one common free-floating factor. This $Z+\geq 1b, \geq 1B$ component is constrained using the dedicated $Z+$jets CRs. Extensive studies have been carried out on the possibility of floating differently defined $Z+$HF categories, e.g., separate normalizations for $Z+\geq 1b$ and $\geq 1B$.

However, due to the lack of available statistics, the fit cannot constrain additional $Z+$HF categories separately. This is accounted for by the $Z+$HF modeling uncertainties instead. For the $t\bar{t}$+jets background, the overall $t\bar{t}$ normalization, and the $t\bar{t}+\geq b$ and $t\bar{t}+\geq B$ normalizations are left free to float separately. They are constrained by the dedicated $t\bar{t}$ control regions that are split by the reconstructed b-object multiplicity described in Section 6.3.

### 6.6 Results

Section 6.5 describes how a binned likelihood fit is used to search for the signal. As explained in Sec. 6.3, the dilepton channel was examined by looking at possible combinations of signal hypotheses and applying BDTs to maximize the search sensitivity. The total yields in both the signal and control regions are fit. The fit is performed separately for each signal hypothesis, corresponding to a different mass for
the new spin-zero particle, \( m_a \). The results for the \( m_a = 25 \text{ GeV} \) signal are described in this section, while the fit results for the other masses considered are included in Appendix B.

### 6.6.1 Fits to the Asimov dataset

This section shows the signal plus background fits to the Asimov dataset for the regions described previously in Sec. 6.3. The expected background is fitted to the Asimov dataset under the signal plus background hypothesis. The region summary is shown in Figure 6.14 and Figure 6.15 with the \( m_a = 25 \text{ GeV} \) as an example.

Figure 6.16 shows the fitted nuisance parameters, and Figure 6.19 shows the normalization factors and gamma parameters to the Asimov dataset. Nearly all systematics remain unconstrained except for the renormalization and factorization scale of \( t\bar{t} \) and \( Z + \text{jets} \), alternative generators, and DeXTer eigenvector. The renormalization and factorization scales of \( t\bar{t} \) and \( Z + \text{jets} \) are estimated by varying the corresponding factorization and renormalization scales, as described in Section 6.4. These uncer-
Figure 6.15: Validation regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_a = 25\text{GeV}$ mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and BR($H \rightarrow 2a \rightarrow 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line. Fit results for the other mass hypotheses can be found in Appendix B.

tainties are constrained by the detailed CRs categorized based on multiplicity. The uncertainties for parton shower and hadronization for $t\bar{t}$ are estimated by comparing with HERWIG 7. The constraint is similar to the one observed in the previous iteration of the same analysis. Detailed studies are done with different correlation schemes to understand the source of the constraint. Negligible impact in the expected results with different correlation schemes. The DeXTer eigenvectors are expected to be constrained as the pre-fit uncertainties are propagated from the calibration to avoid profiling the same uncertainties twice in the fit. The same reason also applied to the low-$p_T$ DL1r systematics. The track mass scale uncertainty propagated from the quadratic fit estimating the correction scale is also expected to be constrained. Similar constraints are observed across all mass hypotheses considered, which can be found in Appendix B.

The correlation matrix is shown in Figure 6.17. Due to the choice of a single bin in the CRs, large correlations are observed between the scale variation and the free-floating normalization factors of $Z + \text{jets}$ and $t\bar{t}$. The same reason is attributed
Figure 6.16: Nuisance parameters for the signal-plus-background fit to the Asimov data fit with signal and control regions using the full set of systematics. The $m_a = 25$ GeV mass hypothesis is considered. Fit results for the other mass hypotheses can be found in Appendix B.1.

to the high correlation between the free-floating normalization factors and alternative samples constrained by the CRs.

The systematics impacts on the signal strength are shown in Figure 6.18. The dominant contributions are from the theory systematics from signal modeling of the parton shower and scale variation followed by the flavor tagging systematics. The ranking of the flavor tagging systematics depends mainly on the mass hypothesis considered. The DeXTer tagging systematics dominate the lower mass hypotheses, whereas the higher mass hypotheses have DLr systematics with a higher impact on the signal strength.

6.6.2 Fits to blinded data

This section shows results for the analysis using full background-only fits to data with the blinded signal regions. The fit is first done in the control regions to estimate the normalization factors and nuisance parameters with data. The fitted values are later used to construct the Asimov dataset in the signal regions and repeat the fit with combined signal and control regions. Figures 6.20 and 6.21 show a comparison of the yields in data and simulation for the control and validation regions before and after the blinded fit to data. Figure 6.21 shows a comparison of data and simulation in the validation regions before and after performing the blinded fit to data. Since
Figure 6.17: Correlation matrix of all nuisance parameters and scale factors for the signal-plus-background fit to the Asimov data fit with signal and control regions using the full set of systematics. The $m_a = 25$ GeV mass hypothesis is considered. Fit results for the other mass hypotheses can be found in Appendix B.1. Only NPs with at least one correlation larger than 25% are shown.
Figure 6.18: Rankings based on the impact on the signal strength for the signal-plus-background fit to the Asimov data fit with signal and control regions using the full set of systematics. The $m_a = 25$ GeV mass hypothesis is considered. The results are shown in two different levels of signal strength injected. (a) $\mu = 0.1$ (b) $\mu = 1.0$. Fit results for the other mass hypotheses can be found in Appendix B.1.
Figure 6.19: Normalization factors for the signal-plus-background fit to the Asimov data fit with signal and control regions using the full set of systematics. The $m_a = 25$ GeV mass hypothesis is considered. Fit results for the other mass hypotheses can be found in Appendix B.1.

The validation regions are not included in the fit, they serve as a cross-check of the background modeling and serve as additional validation of the fit. As can be seen, reasonable modeling of the backgrounds is observed before and after the blinded fit to data. Finally, the yields from the simulation in the signal regions are also shown. These plots show how the shaded area represents the total statistical and systematic uncertainties that are reduced in the control and validation regions due to the profiling of the fit and the improvement of the data/MC agreement.

The nuisance parameters, normalization factors, and gamma parameters for the background-only fit, are shown in Figures 6.22. The constraints on the different nuisance parameters are consistent with those found in the Asimov fit, but since these fits are with real data, some pulls are observed. All pulls are within $1 \sigma$.

### 6.6.3 Fits to unblinded data

This section shows results for the analysis using full background-only fits to data with the unblinded signal regions. Figures 6.23 and 6.24 show a comparison of the yields in data and simulation for the control and validation regions before and after
Figure 6.20: Predicted yields for the signal and control regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the control and validation regions, while only the simulated yields are shown in the signal regions. The expected signal yield for the $m_a = 25$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(ZH \to 2a \to 4b) = 1$ is shown before the fit. In contrast, the signal yield is set to 0 in the fit (background-only hypothesis). Fit results for the other mass hypotheses can be found in Appendix B.

Figure 6.21: Predicted yields for validation regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the validation regions. The expected signal yield for the $m_a = 25$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(a \to bb) = 1$ is shown before the fit. In contrast, the signal yield is set to 0 in the fit (background-only hypothesis). Fit results for the other mass hypotheses can be found in Appendix B.
Figure 6.22: Nuisance parameters (top) and normalization factors (bottom) for the blinded data fit using the full set of systematics. The $m_a = 25$ GeV mass hypothesis is considered. Fit results for the other mass hypotheses can be found in Appendix B.

The unblinded fit to data. Figure 6.24 shows a comparison of data and simulation in the validation regions before and after performing the unblinded fit to data. As can be seen, reasonable modeling of the backgrounds is observed before and after the unblinded fit to data. Finally, the yields from the simulation in the signal regions are also shown.

The nuisance parameters and normalization factors for the background-only fit are shown in Figure 6.25. The constraints on the different nuisance parameters are consistent with those found in the blinded fit. All pulls are within 1 $\sigma$.

The detailed binning of the signal regions can be seen in Figure 6.26. In the Loose bin across all signal regions, the MC prediction agrees with the observed data. As for the signal-enriched bins, Tight and Medium, the data is slightly higher than the expected MC prediction assuming SM only hypothesis. Overall, the observed data are still consistent with the MC prediction and within the total uncertainties.
Figure 6.23: Predicted yields for the signal and control regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the control and validation regions, while only the simulated yields are shown in the signal regions. The expected signal yield for the $m_a = 25$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and BR($H \rightarrow 2a \rightarrow 4b$) = 1 is shown before the fit. In contrast, the signal yield is set to 0 in the fit (background-only hypothesis). Fit results for the other mass hypotheses can be found in Appendix B.

Figure 6.24: Predicted yields for validation regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the validation regions. The expected signal yield for the $m_a = 25$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and BR($a \rightarrow bb$) = 1 is shown before the fit. In contrast, the signal yield is set to 0 in the fit (background-only hypothesis). Fit results for the other mass hypotheses can be found in Appendix B.
6.6.4 Upper limits on $H \rightarrow 2a \rightarrow 4b$ production

The resulting expected upper limits on the $H \rightarrow 2a \rightarrow 4b$ production cross section times branching fraction are shown in Figure 6.27 for the mass range $12 < m_a < 60$ GeV. The total signal cross-section times branching ratio is parametrized as a signal strength modifying the SM total $ZH$ cross-section:

$$\sigma_{ZH} \times BR(H \rightarrow aa) \times BR(a \rightarrow bb)^2 = \mu_{aa} \times \sigma_{ZH}^{SM}$$

(6.10)

A breakdown of the expected limit that separates the contribution from different SRs is shown in Figure 6.28. The fully merged 2B SR provides the strongest limit in the lower scalar mass phase space. The sensitivity of 2B SR decreases as the $a \rightarrow bb$ decay starts to resolve into two b-jets as scalar mass increase. However, the sensitivity of 2B SR starts to increase when the chance of random crossing of b-hadrons from different scalars reconstructed as B-jets increases in the high scalar mass range. The mass range between 20 to 30 GeV is the transition region from fully
Figure 6.26: Post-fit predicted yields for the signal regions defined in the analysis (a) 2B (b) 1B2b (c) 1B1b1v (d) 4b (e) 3b1v in the unblinded fit to data with background-only hypothesis using the full set of systematics. The $m_a = 25$ GeV mass hypothesis is considered. Fit results for the other mass hypotheses can be found in Appendix B.
merged to fully resolved topology. Therefore, the semi-merged 1B2b and 1B1b1v SRs are the dominant contributions in this range. Finally, 4b and 3b1v SRs provide the best sensitivity in the higher scalar mass ranges.

The expected upper limits can also be set on the $H \rightarrow 2a \rightarrow 4b$ branching fraction, assuming the SM cross section of $ZH$ shown in Figure 6.29

### 6.6.5 Upper limits on $H \rightarrow a_1a_2 \rightarrow 4b$

As discussed in Section 4.2.1, this search considers benchmark models with two additional scalars. The expected upper limits on the $H \rightarrow a_1a_2 \rightarrow 4b$ production cross section times branching fraction are shown in Figure 6.31, for the benchmark mass points $(m_{a_1}, m_{a_2}) = (20, 30), (40, 60), \text{and} (50, 70)$ GeV. The total signal cross-section times branching ratio is parametrized as a signal strength modifying the SM total ZH cross-section:
Figure 6.28: Breakdown of expected (dashed line) 95% CL upper limits on the $H \rightarrow 2a \rightarrow 4b$ cross-section times branching fraction as a function of the $a$ mass for the mass range $12 < m_a < 60$ GeV from different signal regions.

Figure 6.29: Expected (dashed line) 95% CL upper limits on the $H \rightarrow 2a \rightarrow 4b$ branching fraction as a function of the $a$ mass for the mass range $12 < m_a < 60$ GeV assuming the SM cross section of $ZH$. The surrounding shaded bands correspond to the $\pm 1$ and $\pm 2$ standard deviations around the expected limit. The thin red line and band show the theoretical prediction and its $\pm 1$ standard deviation uncertainty.
Figure 6.30: Observed (dashed line) 95% CL upper limits on the $H \to 2a \to 4b$ branching fraction as a function of the $a$ mass for the mass range $12 < m_a < 60$ GeV assuming the SM cross section of $ZH$. The surrounding shaded bands correspond to the ±1 and ±2 standard deviations around the expected limit. The thin red line and band show the theoretical prediction and its ±1 standard deviation uncertainty.

$$\sigma_{ZH} \times BR(H \to a_1a_2) \times BR(a_1 \to b\bar{b}) \times BR(a_2 \to b\bar{b}) = \mu_{a_1a_2} \times \sigma_{ZH}^{SM}$$ \hspace{1cm} (6.11)

A breakdown of expected limit contribution from different SRs is shown in Figure 6.32. Similar to the $H \to 2a \to 4b$, the contribution of various signal regions largely depends on the event topology.

### 6.7 Discussion and ideas for future searches

In this section, I will present some ideas for the next iteration of this analysis. Object reconstruction and identification are crucial factors that significantly impact the sensitivity of the search.

The identification of heavy-flavor jets is a crucial element in this search, as shown throughout this thesis. The use of tracking information directly in the algorithm has proven valuable. One aspect that holds potential for further improvement is the reconstruction of secondary vertices. Recent developments have shown promising
Figure 6.31: Expected 95% CL upper limits on the $H \rightarrow a_1 a_2 \rightarrow 4b$ cross-section times branching fraction for different ($m_{a_1}, m_{a_2}$) values. The surrounding shaded bands correspond to the $\pm 1$ and $\pm 2$ standard deviations around the expected limit.

Figure 6.32: Breakdown of expected (dashed line) 95% CL upper limits on the $H \rightarrow a_1 a_2 \rightarrow 4b$ cross-section times branching fraction for different ($m_{a_1}, m_{a_2}$) values from different signal regions.
Figure 6.33: Expected 95% CL upper limits on the $H \to a_1a_2 \to 4b$ branching fraction for different $(m_{a_1}, m_{a_2})$ values assuming the SM cross section of $ZH$. The surrounding shaded bands correspond to the ±1 and ±2 standard deviations around the expected limit.

Figure 6.34: Observed 95% CL upper limits on the $H \to a_1a_2 \to 4b$ branching fraction for different $(m_{a_1}, m_{a_2})$ values assuming the SM cross section of $ZH$. The surrounding shaded bands correspond to the ±1 and ±2 standard deviations around the expected limit.
results by incorporating the secondary vertex as an auxiliary task in flavor tagging algorithm training. This enables an end-to-end training approach for flavor tagging identification from tracks. Advanced machine learning architectures, such as transformers [179] and graph neural networks [180], have demonstrated impressive performance gains in various scientific domains, including natural language processing and image recognition.

Another challenging aspect is the calibration of the flavor tagging algorithm. Typically, calibrations are performed in a finite number of bins in kinematic distributions, resulting in correction factors that may exhibit discontinuities. This discontinuity is reflected as steps in the kinematics distribution used for calibration. Optimal transport techniques, such as those described in [181], could offer a method for achieving continuous calibration within the high-dimensional space. The same approach could also be explored to enhance the modeling of Monte Carlo backgrounds using data in the analysis.

Regarding the analysis strategy, one could consider streamlining the approach by adopting an end-to-end ML method. The end-to-end ML approach has outperformed manual feature engineering in various problems. However, the black-box nature of this approach often requires a deeper understanding of what the NN has learned. Incorporating auxiliary tasks can serve to interpret the results or decisions made by the complex NN model.

The ongoing paradigm shift towards integrating machine learning methods into the analysis will continue. Nevertheless, it is essential to recognize that incorporating domain knowledge remains crucial in wielding these tools effectively and wisely.
CHAPTER 7
CONCLUSION

This thesis presents the development of a general-purpose flavor tagging algorithm and searches for exotic Higgs decay to two spin-zero scalars and further decay to four b-quarks, $H \rightarrow a_1a_2 \rightarrow b\bar{b}b\bar{b}$. The search is performed using $pp$ collision at $\sqrt{s} = 13$ GeV collected by the ATLAS detector at LHC from 2015 to 2018 with a total integrated luminosity of 140 fb$^{-1}$. The main challenges of the search are to reconstruct and identify heavy flavor quarks from the decay of the spin-zero scalar by either jet or secondary vertex and event reconstruction.

A novel general-purpose flavor tagging algorithm for low-mass resonance search, DeXTer, is developed and calibrated with collision data. This algorithm is an end-to-end deep neural network using low-level tracking information and reconstructed secondary vertices to identify merged heavy flavor jets from boosted light resonance decays. The algorithm is designed to be agnostic to the resonance mass using the ensemble mixture of simulations from different signal masses as training datasets. Another feature is using adversarial neural network techniques during training to avoid algorithm learning to distinguish the underlying color charge of the particles. The calibration is carried out by selecting the $Z +$ jets and $t\bar{t}$ events in the data. The scale factor for both B- and b-jets are estimated. The resulting scale factors are between 1 to 1.91 as a function of jet $p_T$, tagging interval, and flavor of the jets with total uncertainties between 4 to 25%.

Equipped with special identification developed above and isolated secondary vertex reconstruction, the searches for $H \rightarrow a_1a_2 \rightarrow b\bar{b}b\bar{b}$ analysis is designed by
considering all possible combinations of the final state. This allows us to have a
unified strategy to consider resolved, semi-merged, and merged final states of four
b-quark. The analysis strategy begins by using a deep neural network to predict the
correct pairing of the reconstruction objects. This allows the reconstruction of the
Higgs and new scalar candidates and defines the event topology. The reconstructed
Higgs and new scalar candidates and other event kinematics are used in boosted deci-
sion trees to build signal-to-background discrimination in the signal regions. Control
regions for the two main backgrounds, $t\bar{t}$ and $Z + \text{jets}$, are defined to constrain the
overall normalization and flavor fractions with data. All regions defined are used
in a binned profile likelihood fit. The fit model is verified with the Asimov dataset
and blinded fit with data blinded in signal regions. The results are dominated by
statistical uncertainty, and the largest systematics are from the limited number of
MC events and flavor tagging systematics. The observed limits are obtained with
unblinded fit to all the regions defined. Two small excesses are observed in two sig-
nal mass points: $m_a = 25$ GeV and signal hypothesis with two new scalars with
$(m_{a_1}, m_{a_2}) = (50, 70)$ GeV with a local significance of $2.8\sigma$ and $3.2\sigma$, respectively.
The results are still statistically limited; hence more data are needed to verify the
further observed excess. The limits are set on the cross-section times branching ratio
of $\sigma_{ZH} \times Br(H \rightarrow aa \rightarrow bb\bar{b}\bar{b})$ and $\sigma_{ZH} \times Br(H \rightarrow a_1a_2 \rightarrow bbb\bar{b})$. 

154
APPENDIX A

DETAILS OF THE NEURAL NETWORK TRAINING

A.1 DNN energy-momentum estimate regression

Hyperparameters and training dataset preparation

The training is done with all the available signal MC samples and part of the background MC with a total of 0.97 million jets, where 16% of jets are held out as validation set. The architecture uses Keras [147] with the TensorFlow backend [148]. An early stopping that monitors the improvement of the validation set loss is used during the training. The training stopped after 20 consecutive epochs without any improvement in the validation set loss. The Adam optimizer [149] is used with a learning rate of 0.001 and batch size of 512. Another independent set of 0.25 million jets is kept out for performance studies.

A grid search over the hyperparameters, including the layer and number of the node in each of the NN blocks, is performed. The number is summarized in Table A.1

A.2 Hypothesis testing neural network

This section presents the detailed performance studies for the paring hypothesis NN. The versatility of the pairing hypothesis NN can be best demonstrated by examining the performance in different truth categories of the signal events. Based on the number of reconstructed objects, the signal events can be classified into three types, fully merged, semi-merged, and fully resolved. Firstly, the fully merged category is a reconstructed event with two DeXTer jets that reconstructed the 4b final state from the $ZH, H \rightarrow aa \rightarrow 4b$ signal sample. Secondly, the semi-merged events
<table>
<thead>
<tr>
<th>NN block name</th>
<th>List of nodes per layer</th>
<th>Activation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Track NN</td>
<td>[128, 128, 64, 32, 32, 32]</td>
<td>ELU</td>
</tr>
<tr>
<td>SV NN</td>
<td>[128, 128, 64, 32, 32, 32]</td>
<td>ELU</td>
</tr>
<tr>
<td>( \text{Ex}_{\ell}^{(2)} ) NN</td>
<td>[32, 32, 16, 16, 16]</td>
<td>ELU</td>
</tr>
<tr>
<td>Muon NN</td>
<td>[32, 32, 32, 16, 16, 16]</td>
<td>ELU</td>
</tr>
<tr>
<td>Globel NN</td>
<td>[256, 128, 64, 32, 16, 16, 8, 8, 8, 1]</td>
<td>ReLU</td>
</tr>
</tbody>
</table>

Table A.1: List of hyperparameters for DNN Energy-momentum estimate regression. The number of nodes per layer is provided in the order from the input layer to the output layer, where the first and last numbers in the list represent the input and output nodes, respectively. The ELU activation function [143] is used for all the NNs except the last nodes in the Globel NN, in which the ReLU activation function is used [182].

are reconstructed as one DeXTer jet and two b-tagged jets, one b-tagged jet, and one secondary vertex. Finally, the events with four b-objects reconstructed separately in the detector are classified as fully resolved events.

**Hyperparameters and training dataset preparation**

The training is done with 3.7 million events where 20% of events are held out as validation set. More events are available from the SM background MC simulation, which are kept as hold-out samples for testing. The architecture is implemented using Keras [147] with the TensorFlow backend [148]. An early stopping that monitors the improvement of the validation set loss is used during the training. The training stopped after 20 consecutive epochs without any improvement in the validation set loss. The Adam optimizer [149] is used with a learning rate of 0.001 and batch size of 1024. Another independent set of 3 million events is kept out for performance studies shown in the next section.

A grid search over the hyperparameters, including the layer and number of the node in each of the NN blocks, is performed. The number is summarized in Table A.2
<table>
<thead>
<tr>
<th>NN block name</th>
<th>List of nodes per layer</th>
<th>Activation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>AK8 NN</td>
<td>[4, 64, 64, 32, 32, 32]</td>
<td>ReLU</td>
</tr>
<tr>
<td>AK4 NN</td>
<td>[6, 64, 64, 32, 32, 32]</td>
<td>ReLU</td>
</tr>
<tr>
<td>SV NN</td>
<td>[6, 64, 64, 32, 32, 32]</td>
<td>ReLU</td>
</tr>
<tr>
<td>$\alpha$-boson NN</td>
<td>[33, 128, 128, 128, 64]</td>
<td>ReLU</td>
</tr>
<tr>
<td>Higgs NN</td>
<td>[71, 128, 128, 128, 64, 8]</td>
<td>Sigmoid</td>
</tr>
</tbody>
</table>

Table A.2: List of hyperparameters for pairing hypothesis testing NN. The number of nodes per layer is provided in the order from the input layer to the output layer, where the first and last numbers in the list represent the input and output nodes, respectively. The ReLU activation function [182] is used for all the NN except the last output node from the Higgs NN, in which the Sigmoid activation function is used.
APPENDIX B

RESULTS FOR OTHER SIGNALS

B.1 Fits to the Asimov dataset with signal injected

B.1.1 $m_a = 12$ GeV

Figure B.1: Signal and control regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_a = 12$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and BR($H \rightarrow 2a \rightarrow 4b$) = 0.1 is included in the Asimov dataset and shown with the dashed line.
Figure B.2: Validation regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_a = 12$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and BR$(H \rightarrow 2a \rightarrow 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.3: Nuisance parameters, normalization factors, and rankings based on the impact on the signal strength for the Asimov data fit using the full set of systematics. The $m_a = 12$ GeV mass hypothesis is considered.
Figure B.4: Signal and control regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_a = 16$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and BR($H \rightarrow 2a \rightarrow 4b$) = 0.1 is included in the Asimov dataset and shown with the dashed line.
Figure B.5: Validation regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_a = 16$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \to 2a \to 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.6: Nuisance parameters, normalization factors, and rankings based on the impact on the signal strength for the Asimov data fit using the full set of systematics. The $m_\alpha=16$ GeV mass hypothesis is considered.
B.1.3 $m_a = 20$ GeV

Figure B.7: Signal and control regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_a = 20$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \rightarrow 2a \rightarrow 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.8: Validation regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_a = 20$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \to 2a \to 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.9: Nuisance parameters, normalization factors, and rankings based on the impact on the signal strength for the Asimov data fit using the full set of systematics. The $m_a=20$ GeV mass hypothesis is considered.
B.1.4 $m_a = 30$ GeV

Figure B.10: Signal and control regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_a = 30$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \to 2a \to 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.11: Validation regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_a = 30$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \to 2a \to 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.12: Nuisance parameters, normalization factors, and rankings based on the impact on the signal strength for the Asimov data fit using the full set of systematics. The $m_a = 30$ GeV mass hypothesis is considered.
Figure B.13: Signal and control regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_a = 50$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \rightarrow 2a \rightarrow 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.14: Validation regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_a = 50$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and BR$(H \rightarrow 2a \rightarrow 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.15: Nuisance parameters, normalization factors, and rankings based on the impact on the signal strength for the Asimov data fit using the full set of systematics. The $m_a = 50$ GeV mass hypothesis is considered.
B.1.6 \( m_a = 60 \) GeV

Figure B.16: Signal and control regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the \( m_a = 60 \) GeV mass hypothesis assuming the SM production cross section for \( \sigma_{ZH} \) and \( \text{BR}(H \rightarrow 2a \rightarrow 4b) = 0.1 \) is included in the Asimov dataset and shown with the dashed line.
Figure B.17: Validation regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_a = 60$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \to 2a \to 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.18: Nuisance parameters, normalization factors, and rankings based on the impact on the signal strength for the Asimov data fit using the full set of systematics. The $m_a = 60$ GeV mass hypothesis is considered.
B.1.7 $m_{a_1} = 20$ GeV, $m_{a_2} = 30$ GeV

Figure B.19: Signal and control regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_{a_1} = 20$ GeV, $m_{a_2} = 30$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and BR($H \rightarrow a_1a_2 \rightarrow 4b$) = 0.1 is included in the Asimov dataset and shown with the dashed line.
Figure B.20: Validation regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_{a_1} = 20$ GeV, $m_{a_2} = 30$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \rightarrow a_1 a_2 \rightarrow 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.21: Nuisance parameters, normalization factors, and rankings based on the impact on the signal strength for the Asimov data fit using the full set of systematics. The $m_{a_1}=20$ GeV, $m_{a_2}=30$ GeV mass hypothesis is considered.
B.1.8 $m_{a_1} = 40$ GeV, $m_{a_2} = 60$ GeV

Figure B.22: Signal and control regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_{a_1} = 40$ GeV, $m_{a_2} = 60$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \to a_1a_2 \to 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.23: Validation regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_{a_1} = 40 \text{ GeV}$, $m_{a_2} = 60 \text{ GeV}$ mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \to a_1a_2 \to 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.24: Nuisance parameters, normalization factors, and rankings based on the impact on the signal strength for the Asimov data fit using the full set of systematics. The $m_{a_1} = 40$ GeV, $m_{a_2} = 60$ GeV mass hypothesis is considered.
B.1.9 \( m_{a_1} = 50 \text{ GeV}, \ m_{a_2} = 70 \text{ GeV} \)

Figure B.25: Signal and control regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the \( m_{a_1} = 50 \text{ GeV}, \ m_{a_2} = 70 \text{ GeV} \) mass hypothesis assuming the SM production cross section for \( \sigma_{ZH} \) and \( \text{BR}(H \rightarrow a_1a_2 \rightarrow 4b) = 0.1 \) is included in the Asimov dataset and shown with the dashed line.
Figure B.26: Validation regions showing the predicted yields in simulation (left) before and (right) after the fit to the Asimov dataset. The expected signal yield for the $m_{a_1} = 50$ GeV, $m_{a_2} = 70$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \rightarrow a_1 a_2 \rightarrow 4b) = 0.1$ is included in the Asimov dataset and shown with the dashed line.
Figure B.27: Nuisance parameters, normalization factors, and rankings based on the impact on the signal strength for the Asimov data fit using the full set of systematics. The $m_{a_1} = 50$ GeV, $m_{a_2} = 70$ GeV mass hypothesis is considered.
B.2 Fits to blinded data

B.2.1 $m_a = 12$ GeV

Figure B.28: Here the $m_a = 12$ GeV mass hypothesis is considered. Predicted yields for the signal, control (top), and validation (bottom) regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the control regions, while only the simulated yields are shown in the signal regions. The expected signal yield for the $m_a = 12$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $BR(H \rightarrow aa \rightarrow 4b) = 0.1$ is shown before the fit, while the signal yields set to 0 in the fit (background-only hypothesis).
Figure B.29: Nuisance parameters (top) and normalization factors (bottom) for the blinded data fit using the full set of systematics for the $m_a = 12$ GeV mass hypothesis.

B.2.2 $m_a = 16$ GeV
Figure B.30: Here the $m_a = 16$ GeV mass hypothesis is considered. Predicted yields for the signal, control (top), and validation (bottom) regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the control regions, while only the simulated yields are shown in the signal regions. The expected signal yield for the $m_a = 16$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \rightarrow aa \rightarrow 4b) = 0.1$ is shown before the fit, while the signal yields set to 0 in the fit (background-only hypothesis).
Figure B.31: Nuisance parameters (top) and normalization factors (bottom) for the blinded data fit using the full set of systematics for the $m_a = 16$ GeV mass hypothesis.

B.2.3 $m_a = 20$ GeV
Figure B.32: Here the $m_a = 20$ GeV mass hypothesis is considered. Predicted yields for the signal, control (top), and validation (bottom) regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the control regions, while only the simulated yields are shown in the signal regions. The expected signal yield for the $m_a = 20$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and BR$(H \rightarrow aa \rightarrow 4b) = 0.1$ is shown before the fit, while the signal yields set to 0 in the fit (background-only hypothesis).
Figure B.33: Nuisance parameters (top) and normalization factors (bottom right) for the blinded data fit using the full set of systematics, the $m_a = 20$ GeV mass hypothesis.

B.2.4 $m_a = 30$ GeV
Figure B.34: Here the $m_a = 30$ GeV mass hypothesis is considered. Predicted yields for the signal, control (top), and validation (bottom) regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the control regions, while only the simulated yields are shown in the signal regions. The expected signal yield for the $m_a = 30$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \rightarrow aa \rightarrow 4b) = 0.1$ is shown before the fit, while the signal yields set to 0 in the fit (background-only hypothesis).
Figure B.35: Nuisance parameters (top) and normalization factors (bottom) for the blinded data fit using the full set of systematics for the $m_a = 30$ GeV mass hypothesis.

B.2.5 \ $m_a = 50$ GeV
Figure B.36: Here the $m_a = 50$ GeV mass hypothesis is considered. Predicted yields for the signal, control (top), and validation (bottom) regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the control regions, while only the simulated yields are shown in the signal regions. The expected signal yield for the $m_a = 50$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \rightarrow aa \rightarrow 4b) = 0.1$ is shown before the fit, while the signal yields set to 0 in the fit (background-only hypothesis).
Figure B.37: Nuisance parameters (top) and normalization factors (bottom) for the blinded data fit using the full set of systematics for the $m_a = 50$ GeV mass hypothesis.

**B.2.6 $m_a = 60$ GeV**
Figure B.38: Here the $m_a = 60$ GeV mass hypothesis is considered. Predicted yields for the signal, control (top), and validation (bottom) regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the control regions, while only the simulated yields are shown in the signal regions. The expected signal yield for the $m_a = 60$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \rightarrow aa \rightarrow 4b) = 0.1$ is shown before the fit, while the signal yields set to 0 in the fit (background-only hypothesis).
Figure B.39: Nuisance parameters (top) and normalization factors (bottom right) for the blinded data fit using the full set of systematics for the $m_a = 60$ GeV mass hypothesis.

**B.2.7 $m_{a_1} = 20$ GeV, $m_{a_2} = 30$ GeV**
Figure B.40: Here the $m_{a_1} = 20$ GeV, $m_{a_2} = 30$ GeV mass hypothesis is considered. Predicted yields for the signal, control (top), and validation (bottom) regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the control regions, while only the simulated yields are shown in the signal regions. The expected signal yield for the $m_{a_1} = 20$ GeV, $m_{a_2} = 30$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \rightarrow a_1a_2 \rightarrow 4b) = 0.1$ is shown before the fit, while the signal yields set to 0 in the fit (background-only hypothesis).
Figure B.41: Here the $m_{a_1} = 20 \text{ GeV}, m_{a_2} = 30 \text{ GeV}$ mass hypothesis is considered. Nuisance parameters (top) and normalization factors (bottom right) for the blinded data fit using the full set of systematics.

**B.2.8** $m_{a_1} = 40 \text{ GeV}, m_{a_2} = 60 \text{ GeV}$
Figure B.42: Here the $m_{a_1} = 40$ GeV, $m_{a_2} = 60$ GeV mass hypothesis is considered. Predicted yields for the signal, control (top), and validation (bottom) regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the control regions, while only the simulated yields are shown in the signal regions. The expected signal yield for the $m_{a_1} = 40$ GeV, $m_{a_2} = 60$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \rightarrow a_1 a_2 \rightarrow 4b) = 0.1$ is shown before the fit, while the signal yields set to 0 in the fit (background-only hypothesis).
Figure B.43: Here the $m_{a_1} = 40 \text{ GeV}, m_{a_2} = 60 \text{ GeV}$ mass hypothesis is considered. Nuisance parameters (top) and normalization factors (bottom) for the blinded data fit using the full set of systematics.

B.2.9 $m_{a_1} = 50 \text{ GeV}, m_{a_2} = 70 \text{ GeV}$
Figure B.44: Here the $m_{a_1} = 50$ GeV, $m_{a_2} = 70$ GeV mass hypothesis is considered. Predicted yields for the signal, control (top), and validation (bottom) regions in the blinded fit to data (left) before and (right) after the fit. The data and simulated yields are compared in the control regions, while only the simulated yields are shown in the signal regions. The expected signal yield for the $m_{a_1} = 50$ GeV, $m_{a_2} = 70$ GeV mass hypothesis assuming the SM production cross section for $\sigma_{ZH}$ and $\text{BR}(H \to a_1a_2 \to 4b) = 0.1$ is shown before the fit, while the signal yields set to 0 in the fit (background-only hypothesis).
Figure B.45: Here the $m_{a_1} = 50$ GeV, $m_{a_2} = 70$ GeV mass hypothesis is considered. Nuisance parameters (top) and normalization factors (bottom) for the blinded data fit using the full set of systematics.
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