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Abstract

Real-Time reliable multicast over a best-effort service network remains a challenging research problem. Most protocols for reliable multicast use repair techniques that result in significant and variable delay, which can lead to missed deadlines in real-time scenarios. In this paper we present a repair technique that combines forward error correction (FEC) with automatic repeat request (ARQ). The novel aspect of the technique is its ability to reduce delay in reliable multicast delivery by sending repairs proactively (i.e., before they are required). The technique requires minimal state at senders and receivers, and no additional active router functionality beyond what is required by the current multicast service model. Furthermore, the technique uses only end-to-end mechanisms, where all data and repairs are transmitted by the data-originating source, leaving receivers free from any burden of sending repairs. We simulate a simple round-based version of a protocol embodying this technique to show its effectiveness in preventing repair request implosion, reducing the expected time of reliable delivery of data, and keeping bandwidth usage for repairs low. We show how a protocol using the technique can be adapted to provide delivery that is reliable before a real-time deadline with probabilities extremely close to one. Finally, we develop several variations of the protocol that use the technique in various fashions for high rate data streaming applications, and present results from additional simulations that examine performance in a variety of Internet-like heterogeneous networks.

1 Introduction

Multicast has become an important component of the Internet within the past decade. Deering’s work [1] describes a framework for distributing data to multiple receivers via multicast groups. When multicast groups grow large, simple reliable multicast protocols suffer from a condition known as feedback implosion: an overload of network resources due to many receivers trying to send repair requests (henceforth referred to as NAKs) for a single packet. A number of solutions exist to avoid this implosion effect, using techniques such as randomized timers, local recovery (receivers sending repair packets), and hierarchical recovery. While such techniques are effective in providing reliability without implosion, they can result in significant and unpredictable delays, making them unsuitable for applications that have stringent real-time constraints.

In this paper, we present a technique that uses a novel combination of forward error correction (FEC) and automatic repeat request (ARQ) to reliably deliver data, with an emphasis on reducing delay and meeting real-time constraints without using randomized timers, local recovery, or hierarchical recovery. We call this technique proactive FEC, because it forwards error correcting packets into the network prior to their necessity. It is this idea of having the data source forward repairs before they are required that differentiates our work from previous reliable multicast protocols that make use of FEC.

Our results through simulation indicate that this technique 1) offers a significant decrease in the expected time to reliably receive data, 2) can be used to meet hard real-time deadlines of reliable delivery of data with probabilities extremely close to one, 3) reduces feedback implosion, 4) competes well with other protocols in terms of required network bandwidth, 5) can reduce bandwidth requirements for meeting real-time deadlines compared to non-proactive approaches, and 6) scales to groups containing thousands of members configured in various topologies with various spatial and temporal loss characteristics. We also show that the technique functions well for high-rate data transfers in
networks containing large multicast groups, where receivers are at varying distances from the sender, with varying end-
to-end loss rates and latencies.

The remainder of this paper is structured as follows. Section 2 gives an overview of related work, followed by a brief description in Section 3 of the coding method used to provide forward error correction, and its application within the domain of reliable multicast. The technique used to reduce delay and provide hard real-time guarantees is described and evaluated in Section 4, followed by a description and examination of low latency, reliable protocols in section 5. Real-time, probabilistically reliable (i.e., resilient) protocols are presented later on in this section as well. Section 6 further examines performance of our protocol as we vary a wide variety of network features. We conclude the paper in Section 7.

## 2 Related Work

In this section we discuss previous work that addresses various issues that arise when attempting to reliably multicast data in the Internet. To reduce NAK and repair transmissions, reliable multicast protocols have incorporated random delays [7]. However, this comes at the cost of increased latency. A variety of approaches have been proposed that limit the bandwidth used by NAKs and repairs, including scoping [7], and communicating via unicast to nearby receivers [10, 11] or designated repair servers [8]. Using such approaches, repair latency and bandwidth depend heavily on the location of both the repair entity and the point of loss within the network: the benefit is reduced as their distance to the receiver increases. Another approach restricts the number of entities that provide immediate feedback. This is used in [15], with the data source periodically choosing a small set of representatives that have priority in sending feedback. Here, the protocol’s effectiveness depends on the source’s ability to select a good set of receivers with its limited knowledge of the group topology and network loss characteristics.

There has also been recent interest in providing resilient multicast service for real-time data, where retransmissions occur only if data can be delivered before the real-time deadline. Data is not reliably delivered, but a higher good-put can be achieved than without any retransmission. Two protocols that that are designed to provide resilient multicast are STORM [10] and LVMR [12]. Both approaches form virtual trees with the source as the root and receivers as internal and leaf nodes. Recovery is implemented by sending all repair requests and retransmissions via unicast along this tree. Repairs can be performed with low latency provided that they do not need to traverse numerous links within the receiver-based tree. However, substantial delays can occur when losses occur close to the source. In such cases, the transmission path to a receiver can be significantly longer than the multicast route direct from the source. This is because repairs occur as a series of unicast transmissions between receivers.

Additional functionality within routers can also improve real-time reliable multicast performance. Several mechanisms have been suggested as a means of improving reliability [16, 9, 18]. However, this is at the cost of additional router state and/or processing.

Forward error correction (FEC) [3] is a technique that reduces the bandwidth overhead of repairing errors or losses in bit streams. It has been shown in [6] that a hybrid approach combining FEC with ARQ can significantly reduce bandwidth requirements of a large reliable multicast session. Hybrid approaches that combine FEC and ARQ have been proposed and classified for repairing loss and noise at the bit-level [23]. The Type I Hybrid approach involves sending repair bits within a packet that can correct bit errors or erasures, and retransmitting packets if the number of repair bits is insufficient to reliably receive the packet. Type II Hybrid approaches place the repair bits in packets that are distinct from the packets that contain the data. Our approach is considered to be a Type II Hybrid approach. However, our forwarding of repair packets before their necessity incorporates certain favorable features of a Type I approach as well.

[17] presents a preliminary analysis that compares the benefits of combining local recovery with an FEC/ARQ hybrid technique, and concludes that for many multicast scenarios, such a combination offers little improvement over an FEC/ARQ hybrid technique without local recovery. [13] compares real-time performance of reliable multicast techniques that use FEC to those using ARQ techniques, but does not consider hybrid approaches. An interesting approach using FEC is presented in [14], where data is delivered reliably without requiring ARQ through multicast group joins and leaves. A recent implementation utilizes ARQ as a last resort to obtain any data that could not be obtained via the joining of a particular multicast group. Present join-leave latencies for multicast groups make the approach too bandwidth inefficient to support real-time applications. Other works are showing the promise of the proactive FEC technique. One such work is [21], in which a round-based proactive FEC approach is combined with a receiver-based hierarchical recovery scheme.

## 3 Overview of Forward Error Correction (FEC)

Error correcting codes were initially applied in domains where bits could be erroneous or missing, but have more recently been applied to repairing packet losses at the net-
A block is commonly referred to as the block size, \( k \). The sender inputs the \( k \) packets into its encoder which then generates repair packets for that block. A receiver uses its decoder to recover the \( k \) data packets from any combination of \( k \) distinct packets that use data packets from the block, and/or repairs generated for the block. An example is shown in Figure 1, where a sender groups 5 data packets into a block, encodes 3 repair packets from this block, and transmits all 8 packets to the receiver. As soon as the receiver receives any 5 distinct packets related to the block (in the example, 3 data and 2 repair), it activates the decoder and recovers the lost data packets.

Detailed discussions of Reed-Solomon coding techniques and of packet-level FEC techniques can be found in [4] and [6] respectively; implementation issues are considered in [5, 6]. For our purposes here, we simply note that FEC techniques exist that can be used to generate as many repair packets as needed, and that this can be done at data rates on the order of 8 Mbytes/sec on commodity PC’s.

Figure 1: A sample decoding using a block built from 5 packets.

Figure 2: Partitioning a data set into 4 blocks of size 5 so that repairs can be generated using FEC.

Each packet transmitted by the sender contains a pair of identifiers \((i, j)\), where \( i \) identifies the block, and \( j \) the position of the packet within the block. For the purpose of this paper, we assume that \( i \) and \( j \) are non-negative integers. The data packets within a block \( i \) are assigned values of \((i, 0)\) though \((i, k-1)\) corresponding to their ordering in the data stream. As repairs are required, the sender creates and sends them. For a block \( i \), repair packets are assigned sequence numbers \((i, j)\) with \( j > k \). These sequence numbers are used by the decoder at the receivers’ end to determine the operations that must be used to retrieve lost data.

4 A Proactive FEC+ARQ Technique

In this section, we present a proactive technique that delivers data reliably to a set of receivers through a combination of ARQ and FEC, and examine the impact that proactivity has on the performance of reliable data transfer to large multicast groups. The technique is proactive in that it allows the sender to send repairs for packet losses prior to receiving any indication that the repairs are necessary. This allows receivers to tolerate a certain amount of packet loss and still receive all data reliably without requiring retransmissions. As a result, the average number of receivers that require retransmissions decreases, reducing implosion. We will also observe that proactive FEC can reduce the number of repair packets that are needed.

We first examine the proactive FEC technique using an idealized round-based protocol. During each round, the sender sends data and repairs and awaits feedback from all receivers needing additional repairs. The sender waits for a response from the slowest responding receiver before proceeding to the next round. As a result, the protocol introduces additional latencies in attempting to meet individual receivers’ real-time deadlines. In Section 5, we study protocols that do not require such synchronization.

As in most protocols that use FEC, the sender packetizes its data for delivery, and builds blocks of \( k \) packets. For simplicity of presentation, we assume a fixed block size for the entire data stream, and that blocks are built from consecutive packets within the data stream.

Associated with the protocol is a proactivity factor, \( \rho \), which is a rational number larger than or equal to one. For a block of size \( k \), the sender initially transmits \( \lfloor \rho k \rfloor \) packets, consisting of the \( k \) data packets plus an additional \( \lfloor (\rho-1)k \rfloor \) repair packets. Other repair packets are sent for the block unless receivers specifically request them. Such requests are unicast by a receiver only when it fails to obtain the entire block of data, either through the reception of the original block, or through application of its decoder. Otherwise, a receiver need not send any feedback to the sender. In order to satisfy all receivers’ requests, the sender responds to the NAKs by multicasting a number of repair packets that

\[2\text{The notation } \lfloor x \rfloor \text{ means round } x \text{ to the nearest integer.}\]

\[3\text{Encoders such as the one presented in [5] are capable of generating a single repair packet at a time (i.e., it is not necessary to know in advance the number of repairs needed.)}\]
satisfies the maximum from all of the receivers’ requests for that round. This process continues until each receiver either obtains a sufficient number of packets to perform decoding or passes some deadline after which there is no point in retrieving the block.

![Figure 3](image_url)  
**Figure 3:** Illustration of possible savings in time and reduction of feedback through proactivity

Figure 3 demonstrates the potential benefits of setting the proactivity factor to a value larger than one. In Figure 3(a), two receivers, R1 and R2, are sent a block of five data packets, and each receiver loses one of these data packets. If \( \rho = 1.0 \), then no repair packets are sent with the initial transmission, and the receivers must NAK and wait for the sender to retransmit the data. Alternatively, in Figure 3(b), if \( \rho = 1.2 \), then a repair packet is transmitted with the data, and the receivers do not need to request repairs nor wait a full round trip time for the sender to transmit the repair. We point out that the round-based approach creates no interdependencies among the various blocks being transmitted, and so the sender can deliver multiple blocks at a given time.

Sender and receiver state diagrams depicting the idealized round-based protocol are given in Figures 4 and 5, respectively.

By sending repairs proactively, more receivers will obtain at least \( k \) packets in the initial round, resulting in the reduction of fewer repair requests to the sender. Thus, the sender can effectively control NAK implosion by sending an appropriate number of repairs proactively in the initial round. The sender benefits little from adding proactivity to subsequent rounds because the number of repair requests in each subsequent round is most often significantly smaller than the number of repair requests in the initial round. On the other hand, receivers continue to benefit when proactivity is added in subsequent rounds, since it can often reduce the number of rounds needed to reliably receive a block.

Receivers can control the amount of proactivity used in subsequent rounds by requesting more repair packets than are needed. This allows each receiver to request a level of proactivity that best satisfies its own requirements. The amount of needed proactivity can be determined in several ways. For instance, a receiver could apply the sender’s proactivity factor to its own request, and if it needs \( n \) packets, request \( \lceil \rho n \rceil \) packets. Alternatively, it could simply request an additional packet so that it can tolerate the loss of one repair packet, or if it knows the loss rate from the sender to itself, it can request a number of repairs such that it can obtain a sufficient number of repairs with some fixed probability. In Section 4.1, we show how receiver-initiated proactivity can be used to allow each receiver to meet its own hard deadline.

### 4.1 Meeting hard deadlines

If a receiver can estimate the loss rate from the sender to itself, it can request more repairs for a block than the minimum number needed in order to perform decoding. Doing so allows the receiver to meet a deadline with probabilities that are extremely close to one. To do so, the receiver must be able to calculate the probability of receiving at least \( n \) packets out of a group of \( m \) packets. We represent this value by \( D(m, n) \). If the loss is modeled as a temporally independent loss process with packet loss probability \( p \), then we
have:

$$D(m, n) = \sum_{i=0}^{m} \binom{m}{i} (1 - p)^i p^{m - i}.$$  

Since \(\lim_{m \to \infty} D(m, n) = 1\) (a simple proof is presented in [25]), a receiver that needs \(n\) packets can guarantee that the packets are received with a probability larger than any \(P < 1\) by determining an appropriate \(m\) that satisfies \(D(m, n) \geq P\). A search for an appropriate \(m\) can be performed quickly, since \(D(m, n)\) satisfies the recurrence relation:

$$D(m, n) = D(m - 1, n) + \binom{m - 1}{n - 1} (1 - p)^n p^{m - n}.$$  

with the initial condition \(D(n, n) = (1 - p)^n\). The computation of \(D(m, n)\) for a two-state loss model is presented in the [25].

A receiver can use a conservative estimate of the length of a round to determine the last round by which it must receive repairs in order to meet a deadline. If the receiver still needs \(n\) more repairs upon entering this last round, it makes a request for \(m\) repairs, choosing \(m\) large enough so that sufficient repairs arrive with a high enough probability.

We present two types of guarantees that receivers can make to meet a hard deadline:

**Last round guarantee.** Here, the receiver guarantees that if a last round is necessary, then enough repairs will be delivered in that round to ensure that the conditional probability of being able to decode all packets in the block, given the number of packets still needed before starting the last round, is greater than \(P\). To make this guarantee, the receiver simply chooses \(m\) such that \(D(m, n) \geq P\), where it needs \(n\) packets going into the last round.

**Block good-put guarantee.** Alternatively, the receiver may wish to achieve some overall block good-put rate, such that the probability that a block is received on or before the last round is \(P\). We prove in the Appendix that if a receiver needs \(n\) packets going into the last round, it is sufficient to choose \(m\) such that \(D(m, n) \geq (P - D(l, k))/(1 - D(l, k))\), where \(l\) is the number of packets sent over all previous rounds, and \(k\) is the block size. Simple algebra reveals this to often be smaller and never larger than what is required to meet the last round guarantee. If \(D(l, k) \geq P\), then no attempt is made on the last round to retrieve the block. We emphasize that these results apply for any model of loss between source and receiver. The receiver must simply compute \(D(\cdot)\) using the appropriate loss model.

By attempting to meet a hard deadline, receivers can request more repairs than it would otherwise, thereby increasing the number of packets that the sender transmits. When a hard deadline condition exists, added proactivity can reduce the expected delay of reliable receipt by receivers as well as the expected number of packets that are transmitted by the sender. This is because additional proactivity makes it more likely that receivers will have already obtained the entire block before entering the last round, thus obviating the need to request a large number of repair packets in order to meet the guarantee probability, \(P\).

### 4.2 Examination: round-based protocol

The focus of this paper is to demonstrate the effectiveness and simplicity of using the proactive FEC technique. Performance is measured against a traditional end-to-end approach where repairs are data packets which are multicast to the entire multicast group in response to a NAK. In effect, this traditional approach does not use FEC, and repairs are not sent proactively. Furthermore, the traditional approach does not scope repairs, so all receivers in the multicast group will receive each repair transmission (regardless of where the repair transmission originated from). We believe that our proactive FEC technique competes well with many protocols that use scoping approaches such as local recovery, additional router support, or multiple multicast groups. However, we avoid direct comparison for two reasons. First, benefits due to scoping are difficult to measure: they depend heavily on network and multicast group topologies, as well as on how the various amounts of increasing and decreasing traffic on various links affects protocol and network performance. Second, we believe it is possible to combine the proactive FEC technique with a scoped approach to further improve reliable multicast protocol performance. Since scoping reduces the effectiveness of FEC techniques, determining the right way to combine FEC with scoping is still an open problem.

We evaluate the performance of the round-based protocol through simulation for networks containing up to 10,000 receivers. Simulation allows us to examine a much richer set of network scenarios than is possible via a mathematical analysis, and makes it easier to observe effects of large multicast sessions than it would be through experimentation. We have performed an analysis of a star topology network; it appears in [25]. Results presented here are simulated over a model which we now describe. Other topologies, receiver placements, loss models, and block sizes are considered in depth in [25]. A brief summary of their impact is given at the end of this section.

The model used in the simulations presented here is a randomly generated tree network, where nodes on the interior of the tree represent routers with downstream fan-outs of one, two and three, with loss probabilities at each outgoing link uniformly distributed between 0.00075 and 0.00125. Nodes on the leaves of the tree that connect to the sender or receivers had downstream fan-outs ranging from 1 to 5 with loss probabilities uniformly distributed between
We will evaluate performance using three general criteria:

**Delay.** The manner in which delay will be examined will depend on the goal of the protocol. For protocols that do not impose hard real-time deadlines, we will be interested in the expected delay of reliable delivery. For those that do impose hard deadlines, we will be interested in the expected percentage of blocks that can be received before the deadline expires. We elaborate further on the way we measure delay later in the paper.

**Implosion factor.** Here, we will be interested in the expected number of NAKs a sender receives from the receivers per block.

**Forward bandwidth.** This is the expected number of packets (repair and data) sent by the sender per block. Because the sender multicasts each packet it sends, and each packet traverses all links in the multicast tree (except links on the tree that lie below points of loss of a packet), the bandwidth usage in the network is roughly linear to this number of packets transmitted.

We begin by examining the effect of block size on the expected forward bandwidth used by any protocol that multicasts repairs to an entire group. We define the amortized (per packet) expected forward bandwidth to be the expected number of packet transmissions needed to deliver a block divided by the block size. Table 1 gives the amortized, expected forward bandwidth used by any protocol that multicasts repairs to an entire group. We define the amortized expected forward bandwidth used by any protocol that multicasts repairs to an entire group. We define the amortized expected forward bandwidth used by any protocol that multicasts repairs to an entire group.

### Table 1: Comparison of the amortized, expected forward bandwidth used to transmit a packet reliably for various block sizes and multicast group sizes over the sample tree topology used in the experiments for this paper. There is no proactivity ($\rho = 1.0$). Note that a block size of 1 is identical to having no FEC, where each multicast retransmission is the sole packet within the block.

<table>
<thead>
<tr>
<th>Blocksize</th>
<th>Multicast Group Size</th>
<th>1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1.09</td>
<td>1.62</td>
<td>2.49</td>
<td>3.35</td>
<td>4.21</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>1.14</td>
<td>1.36</td>
<td>1.60</td>
<td>1.82</td>
<td>2.04</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>1.16</td>
<td>1.29</td>
<td>1.43</td>
<td>1.56</td>
<td>1.70</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>1.11</td>
<td>1.25</td>
<td>1.37</td>
<td>1.46</td>
<td>1.56</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>1.12</td>
<td>1.23</td>
<td>1.34</td>
<td>1.41</td>
<td>1.48</td>
</tr>
</tbody>
</table>

.0375 and .0625. These loss rates are similar to those observed in [19], and the fan-outs coincide roughly with what is observed within the Internet. These values also provide for realistic end to end properties within the Internet: the number of hops from sender to receiver varies from 3 to 28 with a mean hop-count of 15.75 and a mean end to end loss rate of .0896. The algorithm used to construct the tree is presented in [25].

Once a tree has been created with 10,000 leaves, where each leaf node represents a potential receiver, the number of receivers is varied by selecting a subset of leaf nodes in the tree of the desired size, and placing receivers only at these nodes. We have experimented with a set of approximately 20 randomly generated trees, and have found that the results vary little for the different topologies generated. For this reason, the results in this Section are computed using a single, randomly constructed tree.

We fix the set of active receivers that are used to examine a multicast group of a particular size. The set of receivers that are active in the smaller multicast groups are proper subsets of those receivers that are active in the larger multicast groups. We model loss at each router as a Bernoulli process, so that there is no temporal correlation between consecutive packets being forwarded. The block size is fixed at 10.

For each configuration described above, we performed several experiments on the same topology (around 20) and computed the average values of our measuring criteria to generate a distribution that was close to normal, and then used as many of these averaged values as needed to calculate 95% confidence interval widths that were within 5% of the point value.

We will evaluate performance using three general criteria:

**Implosion factor.** Here, we will be interested in the expected number of NAKs a sender receives from the receivers per block.

**Forward bandwidth.** This is the expected number of packets (repair and data) sent by the sender per block. Because the sender multicasts each packet it sends, and each packet traverses all links in the multicast tree (except links on the tree that lie below points of loss of a packet), the bandwidth usage in the network is roughly linear to this number of packets transmitted.

We begin by examining the effect of block size on the expected forward bandwidth used by any protocol that multicasts repairs to an entire group. We define the amortized (per packet) expected forward bandwidth to be the expected number of packet transmissions needed to deliver a block divided by the block size. Table 1 gives the amortized, expected forward bandwidth used by any protocol that multicasts repairs to an entire group. We define the amortized expected forward bandwidth used by any protocol that multicasts repairs to an entire group.

### Table 1: Comparison of the amortized, expected forward bandwidth used to transmit a packet reliably for various block sizes and multicast group sizes over the sample tree topology used in the experiments for this paper. There is no proactivity ($\rho = 1.0$). Note that a block size of 1 is identical to having no FEC, where each multicast retransmission is the sole packet within the block.

<table>
<thead>
<tr>
<th>Blocksize</th>
<th>Multicast Group Size</th>
<th>1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1.09</td>
<td>1.62</td>
<td>2.49</td>
<td>3.35</td>
<td>4.21</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>1.14</td>
<td>1.36</td>
<td>1.60</td>
<td>1.82</td>
<td>2.04</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>1.16</td>
<td>1.29</td>
<td>1.43</td>
<td>1.56</td>
<td>1.70</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>1.11</td>
<td>1.25</td>
<td>1.37</td>
<td>1.46</td>
<td>1.56</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>1.12</td>
<td>1.23</td>
<td>1.34</td>
<td>1.41</td>
<td>1.48</td>
</tr>
</tbody>
</table>

.0375 and .0625. These loss rates are similar to those observed in [19], and the fan-outs coincide roughly with what is observed within the Internet. These values also provide for realistic end to end properties within the Internet: the number of hops from sender to receiver varies from 3 to 28 with a mean hop-count of 15.75 and a mean end to end loss rate of .0896. The algorithm used to construct the tree is presented in [25].

Once a tree has been created with 10,000 leaves, where each leaf node represents a potential receiver, the number of receivers is varied by selecting a subset of leaf nodes in the tree of the desired size, and placing receivers only at these nodes. We have experimented with a set of approximately 20 randomly generated trees, and have found that the results vary little for the different topologies generated. For this reason, the results in this Section are computed using a single, randomly constructed tree.

We fix the set of active receivers that are used to examine a multicast group of a particular size. The set of receivers that are active in the smaller multicast groups are proper subsets of those receivers that are active in the larger multicast groups. We model loss at each router as a Bernoulli process, so that there is no temporal correlation between consecutive packets being forwarded. The block size is fixed at 10.

For each configuration described above, we performed several experiments on the same topology (around 20) and computed the average values of our measuring criteria to generate a distribution that was close to normal, and then used as many of these averaged values as needed to calculate 95% confidence interval widths that were within 5% of the point value.

We will evaluate performance using three general criteria:

**Delay.** The manner in which delay will be examined will depend on the goal of the protocol. For protocols that do not impose hard real-time deadlines, we will be interested in the expected delay of reliable delivery. For those that do impose hard deadlines, we will be interested in the expected percentage of blocks that can be received before the deadline expires. We elaborate further on the way we measure delay later in the paper.

**Implosion factor.** Here, we will be interested in the expected number of NAKs a sender receives from the receivers per block.

**Forward bandwidth.** This is the expected number of packets (repair and data) sent by the sender per block. Because the sender multicasts each packet it sends, and each packet traverses all links in the multicast tree (except links on the tree that lie below points of loss of a packet), the bandwidth usage in the network is roughly linear to this number of packets transmitted.

We begin by examining the effect of block size on the expected forward bandwidth used by any protocol that multicasts repairs to an entire group. We define the amortized (per packet) expected forward bandwidth to be the expected number of packet transmissions needed to deliver a block divided by the block size. Table 1 gives the amortized, expected forward bandwidth used by any protocol that multicasts repairs to an entire group. We define the amortized expected forward bandwidth used by any protocol that multicasts repairs to an entire group.

### Table 1: Comparison of the amortized, expected forward bandwidth used to transmit a packet reliably for various block sizes and multicast group sizes over the sample tree topology used in the experiments for this paper. There is no proactivity ($\rho = 1.0$). Note that a block size of 1 is identical to having no FEC, where each multicast retransmission is the sole packet within the block.

<table>
<thead>
<tr>
<th>Blocksize</th>
<th>Multicast Group Size</th>
<th>1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1.09</td>
<td>1.62</td>
<td>2.49</td>
<td>3.35</td>
<td>4.21</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>1.14</td>
<td>1.36</td>
<td>1.60</td>
<td>1.82</td>
<td>2.04</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>1.16</td>
<td>1.29</td>
<td>1.43</td>
<td>1.56</td>
<td>1.70</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>1.11</td>
<td>1.25</td>
<td>1.37</td>
<td>1.46</td>
<td>1.56</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>1.12</td>
<td>1.23</td>
<td>1.34</td>
<td>1.41</td>
<td>1.48</td>
</tr>
</tbody>
</table>
repair packets). This compares favorably in every respect to an ARQ protocol without local recovery (i.e., a proactivity factor of 1.0), which would take close to 4 rounds and require the transmission of around 40 packets. In addition, the need for randomized delays to prevent NAK implosion would further increase the latencies associated with an ARQ protocol.

We can summarize these observations:

By using proactive FEC, we can reliably deliver data sooner than with traditional ARQ and with considerably less bandwidth. Furthermore, proactivity provides large decreases in repair bandwidth and delivers data reliably sooner when compared to a non-proactive FEC-ARQ hybrid approach. The proactive approach achieves these gains without using significantly more forward bandwidth than its non-proactive counterpart.

This is because with a large group, a certain number of repairs must be expected. With proactive FEC, these repairs are simply sent before it is known for certain that they are needed. Note that after some point, however, the bandwidth begins to increase along the asymptote \( y = kx \), where \( k \) is the block size.

An alternate view of the data in Figure 6 is provided in Figure 7. Here, we directly plot the tradeoff between forward bandwidth and implosion factor (Figure 7(a)) and forward bandwidth and rounds (Figure 7(b)). Each curve is obtained by varying the proactivity factor. We see clearly from the flat portions of the curves that the proactivity factor can be chosen so that the implosion factor and number of rounds (delay) are low, without significantly increasing the amount of forward bandwidth required.

We now examine the performance of the protocol in the presence of real-time constraints in the same network. Recall that in Section 4.1 we presented two ways in which re-
receivers can use proactivity to guarantee a certain type of deadline-driven reliability. Figure 8(a) and (b) respectively show the expected forward bandwidth needed to meet a last round guarantee and a block good-put guarantee where $P = 1 - 10^{-6}$, with all receivers requiring the data in two rounds.

In other words, each receiver only participates in 2 rounds, sends at most a single NAK, and is able to meet its desired guarantee with probability greater that $1 - 10^{-6}$.

It is interesting to note that adding proactivity can actually decrease the expected amount of bandwidth required in order to make a last round guarantee. In contrast, a block good-put guarantee uses the least amount of bandwidth when the proactivity factor is 1.0, though the bandwidth increases slowly as a function of the proactivity factor until it starts to increase along the asymptote $y = kx$. Another interesting fact is observed by comparing the expected forward bandwidth in Figure 6(c) to Figure 8(b). We see that meeting a block good-put guarantee can actually reduce the expected forward bandwidth used in a session, even when the guarantee is a rate as high as $1 - 10^{-6}$. This is due to the fact that the receiver aborts all further attempts to obtain a particular block after some final round. The forward bandwidth savings seems to be more than compensate for the additional forward bandwidth that is used on this final round to meet the guarantee.

In addition to the results described above, we have examined the performance of the round-based proactive FEC protocol in a large variety of alternative network scenarios, including a variety of heterogeneous and homogeneous network topologies to examine the effects of various spatial loss correlations among the receivers. We also considered models where losses on links are similar to what is observed in [20] (i.e., various links in the backbone have high loss rates, links near the edges have low loss rates), and we examined the impact of bursty loss using 2-state loss models at routers. Finally, we also examined various ways in which receivers could add additional proactivity by sending NAKs requesting additional repairs beyond the minimum that would be necessary to complete the block. The observations made from these additional experiments vary slightly from the results presented in this section. The technique was still effective when using the loss model observed by Handley in [20] for two reasons. First, receivers that experienced high losses required high levels of proactivity. Second, the drop in loss at the link next to the source made using FEC more effective, even though there was an increase in loss (which also caused correlated loss at receivers) in the backbone. The only drawback is that the disparity in receiver loss rates caused receivers with lower loss rates to typically receive many more repairs than they actually require, in order to satisfy the high repair needs of receivers with high loss rates. In general, we found that the proactive FEC technique was less effective for very low loss rates, very bursty loss, and/or highly correlated (i.e., upstream) loss. Details are provided in [25].

5 Asynchronous Protocol

In Section 4, we demonstrated the effectiveness of the proactive technique in a heterogeneous network using a round-based protocol. Such a protocol adapts its reliable delivery rate to the requirements of the slowest receiver, reducing the protocol’s effectiveness for faster receivers. We now examine a protocol that eliminates the synchronous behavior imposed by the use of rounds. This allows each receiver to communicate with the sender at a rate that is independent of the number or locations of other receivers. We assume that all receivers multicast their NAKs for the purposes of suppression. In [25], we show that this does not provide considerable benefit over uncasting NAKs.

We are able to allow receivers to operate in an asynchronous fashion by changing the format of the information that each receiver reports in its NAK. Other hybrid FEC/ARQ approaches require each NAK to request the number of additional repairs needed by the receiver in order to decode a particular block. We take advantage of the fact that repair packets must contain sequence numbers for decoding purposes, and perform the following subtle change to the

![Figure 8: Bandwidth usage to provide (a) last round and (b) block good-put guarantees of $1 - 10^{-6}$ by the end of 2 rounds.](image)
way receivers NAK.

We use the packet sequencing format described in Section 4, where each data and repair packet contains two sequence numbers \((i,j)\), where \(i\) indicates the block, and \(j\) the packet’s its position within that block. NAKs also contain two sequence numbers \((i,j)\) where \(i\) represents the block to which the NAK pertains. However, rather than \(j\) indicating number of additional packets desired, it indicates to the sender that it should send all data and repair packets for block \(i\) with sequence number less than or equal to \(j\) that it has not already sent. As we shall see below, performing NAKs in this fashion allows for a simple sender algorithm.

### 5.1 Protocol: Sender’s algorithm

The sender’s actions are simple and the only aspect that depends on network conditions is the value it chooses for the proactivity factor. A state diagram demonstrating the sender’s algorithm for a block is given in Figure 9. The algorithm proceeds as follows: For each block \(i\), the sender sends the data and a number of repairs which is determined by the proactivity factor. It keeps track of the sequence number \((i,j)\) for the packet it has sent with the largest value for \(j\). We refer to this value of \((i,j)\) as the largest sent sequence number for block \(i\), or LSSN. If a NAK arrives with sequence number \((i,j'), j'>j\), the sender sends all packets with sequence numbers \((i,j+1)\) up to \((i,j')\), and \((i,j')\) becomes the new value for the LSSN. It should be clear to the reader that multiple blocks can be transmitted in the same period of time, as long as the sender maintains the LSSN for each block that it is in the process of transmitting.

There are several advantages to having a sender use this simple protocol. First, the sender maintains one item of state per block: the LSSN. This makes it easy for the protocol to scale as the multicast group size grows, since the sender’s state is constant with respect to the multicast group size. Second, the sender does not require any knowledge of the group topology. This is important because topology information is difficult to obtain and can vary during a session. Third, it operates in an event-driven manner, so that it doesn’t need to maintain timers, except perhaps a single timer that expires when a block becomes stale and no longer requires buffering. Fourth, the sender always reacts to the repair request in a manner that satisfies the request. Alternatively, if each NAK uses the approach where it only specifies a number of repairs that are needed by the receiver, an additional burden is placed on the sender: it must determine for each arriving NAK whether or not it has already satisfied or partially satisfied that NAK’s request. The answer depends on loss rates and propagation delays to the receiver that transmitted the NAK.

### 5.2 Protocol: Receiver’s algorithm

The state diagram that describes the receiver’s behavior while receiving a block is shown in Figure 10. Each receiver reacts to three possible events: the arrival of a data or repair packet arrival, a NAK from another receiver, or a timeout. The way in which the algorithm reacts to these events is determined by two functions: the NAK Sequence function used to calculate the sequence number that should appear in a NAK that is about to be sent. The ComputeBlockNextTimeout() function calculates the point in time when the next timeout for a particular block should occur. After a timeout, and possibly after a data or repair packet arrival, a receiver sends a NAK requesting additional repairs, using the NAK Sequence() function. After processing an event, the receiver recalculates the time at which it should timeout using the ComputeBlockNextTimeout() function. It then blocks until it receives another packet or another timeout occurs, at which time it repeats the process. As with the sender, multiple blocks can be transmitted at the same time, as long as the receiver maintains an independent set of states for each block that is in transmission.

The receiver algorithm is more complicated than that of the sender. However, the algorithm need only maintain a small amount of per-block state information: the time of arrival of the most recently arrived packet from the sender, the maximum sequence number over all repairs received in the block, and the time of arrival and sequence number of the NAK received with the maximum sequence number. Additionally, the receiver must maintain an upper bound on the round trip time to the sender. To meet hard guarantees, additional state is required: an upper bound on the loss rate from the sender. It should be clear that, similar to the sender’s algorithm, the receiver state neither depends on the group size nor on the topology of the other receivers in the network.

Because NAKs contain intra-block sequence numbers instead of the number of repairs requested, the receiver must
calculate the appropriate sequence number in order to have the sender send the appropriate number of repairs. This sequence number can be computed at the receiver by determining the desired number of repairs the sender must transmit to allow for decoding the block, and adding this value to the receiver’s estimate of the sender’s current LSSN for the block.

Due to loss and propagation delays, a receiver does not always accurately determine the sender’s current LSSN. An overestimate or underestimate of its value respectively causes an overestimate or underestimate in the desired sequence number in the NAK. An underestimate can occur due to a previous NAK that was processed or sent by a receiver, but was lost by the sender. It can also occur if repairs incur larger than expected delays so that the receiver prematurely considers the repair lost. An underestimate can occur if the receiver loses a NAK from another receiver that reaches the sender. We note that the receiver can adjust its estimate with each packet arrival, so that the estimates are not likely to deviate dramatically from the true sender value. Also, there are several techniques that can be employed to reduce the damage that can occur due to inaccurate estimates. See [25] for details.

To prevent unnecessary NAK transmissions, after receiving a NAK, a receiver waits a conservative amount of time before reacting to a loss. When at some time \( t \), a receiver \( R \) receives a NAK from another receiver, \( R' \), it must then give the sender an appropriate amount of time to respond to the NAK. By waiting until time \( t + r \), where \( r \) is the round trip time from \( R \) to the sender, \( R \) gives the sender enough time to provide repairs based on the NAK from \( R' \). The approach is conservative, since often the sender’s repairs will arrive sooner than \( t + r \).

We have experimented with two versions of the receiver algorithm that differ only in a variation of the \( \text{ComputeBlockNextTimeout}() \) function. The first these, referred to as the patient receiver protocol, only issues a NAK for a block when it determines (with the information available to it) that all repairs issued thus-far have already been received or lost, and no NAKs are en route to the sender that will trigger additional transmissions. The second variation, referred to as the aggressive receiver, sends a NAK whenever it determines that the sender’s current LSSN is not large enough to send enough repair packets to permit decoding for the block. Figure 11 illustrates the difference in the reaction rates of the patient and aggressive receivers.

5.3 Performance Evaluation

We now report results from simulation of the asynchronous protocol for multicast groups containing 500 receivers. The simulation was written using the TeD network simulator [22]. The group size is restricted to 500 due to the memory and time constraints imposed by the multicast group size in such a simulation.

The results presented here used a randomly constructed tree topology, where the minimum, average, maximum hops to the sender were 7, 15.1, and 25 respectively. The topology was constructed in a similar manner to the trees used in the round-by-round simulation in Section 4. We use a single tree for all multicast transmissions, including receiver NAKs. This corresponds a routing protocol like CBT. The results from our simulation are likely to be pessimistic for non-CBT-like routing, which would likely result in reduced NAK propagation delay between receivers.

We have experimented over a small set of such randomly generated topologies. With group sizes containing hundreds of receivers, we have observed similar results over the various random topologies. This is not surprising, since distance to the sender is the factor that we expect to have the largest impact on performance. Since we randomly select a
Table 2: Processing rates used in the simulation. An 'S' means the operation is performed by the sender, an 'R' means by each receiver.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Time (µsec)</th>
<th>Performed by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Send</td>
<td>502</td>
<td>S</td>
</tr>
<tr>
<td>Data Process</td>
<td>487</td>
<td>R</td>
</tr>
<tr>
<td>NAK Send</td>
<td>87</td>
<td>R</td>
</tr>
<tr>
<td>NAK process</td>
<td>86</td>
<td>S &amp; R</td>
</tr>
<tr>
<td>PEC code</td>
<td>180 * block size</td>
<td>(build)</td>
</tr>
<tr>
<td>1 packet</td>
<td>R (decode)</td>
<td></td>
</tr>
<tr>
<td>Data rate</td>
<td>5208</td>
<td></td>
</tr>
</tbody>
</table>

large set of receivers within a randomly generated tree, their distances to the sender form a uniform distribution. All results presented in the remainder of the paper are based on a single, randomly generated tree topology.

Here we compare the performance of the patient receiver and aggressive receiver protocols in a simulation where the sender’s proactivity factor remains fixed for the entire session, and examine how the proactivity factor affects session performance. First and last hop loss rates varied between 2% and 4% and backbone loss rates varied between 0.05% and 0.1% per router, giving end-to-end loss rates between 4.4% and 10.4%. Each router added a delay to a packet passing through it, where this delay fell in a range \( [x, y] \): \( x \) was chosen from a uniform distribution between 5 ms and 6 ms for backbone routers and 0.5 ms and 3.5 ms for last hop routers. \( y \) was then chosen by adding a uniformly distributed value to \( x \) between 0 and 5 ms for backbone routers, and between 0 and 10 ms for last hop routers. To prevent out of order delivery of packets, a packet would always be delayed beyond its chosen value to prevent its arrival on a link before a previously injected packet. In other words, if packet \( A \) arrives before packet \( B \) at a router, and scheduled departure times are respectively \( t \) and \( t' \) with \( t' < t \), then \( B \) is rescheduled to depart at time \( t + 170 \mu s \). Maximum round trip times varied between 74 ms and 294 ms for the various receivers.

Figure 12 gives results from 6 different runs of our simulation that run for 5 seconds of simulated time with a data rate of 1.5 Mb/s using packets of one kilobyte each (roughly 93 blocks, or 930 data packets are transmitted). In each simulation, 500 receivers appear in an identical network configuration. In the first three simulations, all receivers execute the patient protocol and the sender’s proactivity factor is fixed for each simulation at a level of 1.0, 1.3, and 1.6. For the last three simulations, all receivers execute the aggressive protocol, and the proactivity factor is again set at a level of 1.0, 1.3 and 1.6. The protocols are run linearly with the proactivity factor when the proactivity factor was at least 1.5. Figure 12(a) plots the fraction of blocks that cannot be recovered given the delay buffer.

We examined how the proactivity factor affects delay, the implosion factor, and wasted forward bandwidth and found that adding proactivity affected the performance of the asynchronous protocols in much the same way that it affected the synchronous protocols. We used the same metrics to measure implosion factor and forward bandwidth as we used for the round-based protocols in Section 4. However, the asynchronous nature of the protocols does not permit us to measure delay using the notion of rounds. Instead, the delay in reliably receiving a block is measured by taking the time at which the data packets could be decoded, and subtracting this from the latest time at which the first packet within the block could arrive, barring loss (i.e., the longest time it could take to arrive given its latency distribution in the model). We refer to this amount of time as the delay buffer.

We observed that for a proactivity factor of 1.4 or less, the forward bandwidth averaged around 15 packets, and increased linearly with the proactivity factor when the proactivity factor was at least 1.5. Figure 12(a) plots the fraction of blocks that cannot be recovered given the delay buffer.
We see that additional sender proactivity decreases the rate at which blocks fail to be decoded for a fixed amount of buffer. We also see that for a fixed proactivity factor, the fraction of blocks that can’t be decoded given a fixed delay buffer is slightly smaller for the aggressive receiver than for the patient receiver. Figure 12(b) shows the number of NAKs received per block for proactivity factors of 1.0 and 1.3. We omit plotting results from the cases when the proactivity factor was 1.6, since for most blocks the number of NAKs sent was 0, and never rose above 2. As with the round-based protocol, a linear increase in the proactivity factor results in an exponential decay in the proactive factor.

5.4 Meeting real-time deadlines

![Figure 14: Block failure rates for meeting hard deadline with with the block good-put guarantee set to a failure rate of .9999, where each receivers’ allowed latency is a multiple of its RTT to the sender. 10,000 blocks were transmitted.](image)

Figure 13: Block failure rates for meeting hard deadline with the block good-put guarantee set to a failure rate of .9999, where all receivers allow identical latency for retransmission. 10,000 blocks were transmitted.

Receivers can meet real-time deadlines with a high probability by determining a point in time before its deadline that gives a sufficient amount of time for it to send its NAK and receive the repairs before its deadline expires. We use a simple computation to determine what this time should be. Details on adapting the asynchronous protocols to meet real-time deadlines are discussed in [25].

![Figure 15: Variation in receiver round trip times to the source.](image)

Results of applying the real-time algorithms are shown over the same topology of 500 receivers, with the sender using a fixed proactivity factor of 1.4. Figures 13(a) and 13(b) demonstrate the block failure rates for patient and aggressive receivers respectively in terms of the fraction of blocks that a particular receiver fails to decode, where each receiver employs an identical delay buffer. The plot labeled Min plots the fraction of lost blocks in each experiment by
the receiver that observed the lowest rate of loss. The plot labeled Max plots the loss rate as seen by the receiver with the highest rate of loss, and the others plot the loss rate observed by receivers whose rates of loss lie at the 25%, 50%, and 75% quartiles when compared with the loss rates of the remaining receivers.

Figures 14(a) and (b) are similar to Figures 13(a) and (b), except that each point compares failure rates where the ratio of each receiver’s delay buffer to its round trip time to the sender is identical. In all plots, the block good-put guarantee rate is set to .9999, such that the desired probability of failing to receive a sufficient number of packets to decode a block is .9999. For each point, we only transmit 10,000 blocks due to the time such an experiment takes to run on such a large scale simulation. Figure 15 displays the round trip time delays that can occur for the various receivers to and from the sender. The delay for each receiver is uniformly distributed along its vertical strip of the darkened interval. The delay shown here accounts only for the propagation time, and does not include any processing that might occur at end-hosts.

We observe from the graphs that given identical delay buffers, aggressive receivers typically reduce failure rates beyond their patient receiver counterparts. Figure 14 shows that for block good-put guarantees to be successful, receivers require at least a round trip time in order to be able to meet the guarantee. This is clearly due to the fact that any time less than a round trip time does not give a receiver enough time to send a NAK and elicit a response. We observe from Figure 13 that receivers with larger round trip times can expect some improvement in the ability to meet their block good-put guarantees as a result of receivers with smaller round trip times imposing their own block good-put guarantees.

6 Varying the loss model

So far, we have demonstrated the performance of our protocol in a heterogeneous environment. We now examine how further variations in this environment affect performance.

We begin by reexamining two assumptions that were made within our model. All previous experiments assumed that NAKs sent by receivers were never lost. We considered what happens if NAKs are dropped at a router according to a Bernoulli process identical to that used to describe data and repair packet losses. We found that for large multicast groups, such loss had no noticeable impact. We believe this is due to the fact that the protocol limits, but does not suppress, all redundant loss requests. Therefore, there is a high probability that even when NAKs can be lost, there are enough duplicate NAKs sent that at least one NAK will still reach the sender.

We also consider the impact of bursty loss at each router has through the use of a continuous two-state loss model, where the expected length of a burst at each router is 6 ms, while keeping the overall probability of dropping a packet fixed. Our algorithm that prevents reordering creates packet trains where the time lag between packets is 1.7 ms, thus the expected loss burst length can cover 4 packets passing through a router.

Figure 16 demonstrates the impact that bursty loss has on protocol performance with all other network features identical to those used in Section 5. Each plot here is for the case...
that all receivers use the aggressive receiver algorithm, and a proactivity factor of 1.3. In each figure, plots labeled ORIG assume a Bernoulli process for data and repair loss, whereas those labeled Bursty use the bursty loss model. As in Figures 12(a) and 12(b), Figures 16(a) and 16(b) plot performance in terms of block receipt failure rate and total NAKs transmitted, respectively. Figure 16(c) plots the total number of packets that were transmitted for a block.

We observe that a network that exhibits high amounts of bursty loss can alter the performance substantially. We see that much of the time, an increasing number of repairs must be sent to satisfy all receivers. Also, latencies and the number of NAKs transmitted increases. Similar results hold for the patient receiver algorithm. One way to minimize the impact of burstiness is to increase the block size used. However, increasing the blocksize increases the amount of time between the first and last packets within a block, which increases the expected minimum latency between the first lost packet and the first repair.

7 Conclusions and Future Work

We have presented a technique that uses a hybrid of FEC and ARQ approaches that can repair data in an extremely efficient manner. We show that it is possible to make significant improvements over current commonly used techniques, and that FEC can be used to keep bandwidth requirements and NAK implosion to a minimum. We show that efficient support for large multicast groups can be performed in an end-to-end, unscoped manner, without significantly increasing bandwidth utilization over other unscoped FEC techniques, and uses considerably less bandwidth than unscoped ARQ approaches such as SRM. Also, we show that through minor bandwidth increases, receivers can improve upon performance in terms of expected time or reliability and rate of failure to meet their deadlines. We present a variety of protocols that use the technique and show their success in medium-sized multicast groups in heterogeneous networks through simulation. A prototype implementation has been developed and has been tested on the MBone. A detailed report of the results can be found in [26].

We have developed and experimented with an adaptive mechanism that is executed by the sender which varies the its proactivity factor. The mechanism works well for the network conditions that we model in this paper. However, we are exploring alternative mechanisms that are simpler and more intuitive. For this reason, we do not present an adaptive mechanism at this time.
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Appendix

The following lemma applies for generating block good-put rates within hard deadlines. If C is the event that a block is decodable, then ensuring that $P(C) \geq P$ gives a block good-put rate of at least $P$. In section 4.1, we propose that a receiver wait until the last possible moment to send a final NAK for that block. At this point, the receiver knows the number of packets, $I$, that it still needs to recover the block. Regardless of the number of packets received from this final request, a receiver does not request any further NAKs.

**Lemma 1** If the receiver chooses $m$ such that $D(m,I) \geq (P - D(n,k))/(1 - D(n,k))$, then $P(C) \geq P$.

**Proof:** Let $N$ be an R.V. that equals the number of packets from the block sent by the sender prior to the final NAK transmission, and $L$ be an R.V. that equals the number of packets required by the receiver at this time. Then:

$$P(C \land (N = n)) = \sum_{l=0}^{k} P(C \land (L = l) \land (N = n))$$

$$= P(C \land (L = 0) \land (N = n))P(N = n) + \sum_{l=1}^{k} P(C \land (N = n) \land (L = l))P((N = n) \land (L = l)).$$

If $L = 0$, then $C$ is guaranteed to hold, since the receiver needs no further packets to complete the block. Thus, $P(C \land L = 0 \mid N = n) = P(L = 0 \mid N = n) = D(n,k)$. It is also the case that if the final NAK requests $m$ packets, then $P(C \mid N = n \land L = l) = D(m,l)$. Selecting $m$ as stated in the lemma therefore gives us that $P(C \mid N = n \land L = l) = D(m,l) \geq (P - D(n,k))/(1 - D(n,k))$. Thus:

$$P(C \land N = n) \geq D(n,k)P(N = n) + \sum_{l=1}^{k} \frac{P - D(n,k)}{1 - D(n,k)}P(L = l \mid N = n)P(N = n)$$

$$= D(n,k)P(N = n) + \frac{P - D(n,k)}{1 - D(n,k)} \times P(N = n)P(L = 0 \mid N = n)$$

$$= D(n,k)P(N = n) + \frac{P - D(n,k)}{1 - D(n,k)}P(N = n)(1 - D(n,k))$$

$$= PP(N = n).$$

It follows that $P(C) = \sum_{i=0}^{\infty} P(C \land N = n) \geq \sum_{i=0}^{\infty} PP(N = n) = P$. 
