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ABSTRACT

New types of document collections are being developed by various web services. The service providers keep track of non-textual features such as click counts. In this paper, we present a framework to use non-textual features to predict the quality of documents. We also show our quality measure can be successfully incorporated into the language modeling-based retrieval model. We test our approach on a collection of question and answer pairs gathered from a community based question answering service where people ask and answer questions. Experimental results using our quality measure show a significant improvement over our baseline.
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General Terms
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1. INTRODUCTION

Every day new web services become available and these services accumulate new types of documents that have never before existed. Many service providers keep non-textual information related to their document collections such as click-through counts, or user recommendations. Depending on the service, the non-textual features of the documents may be numerous and diverse. For example, blog users often recommend or send interesting blogs to other people. Some blog services store this information for future use. Movie sites saves user reviews with symbolic representations rating the movie (such as A or ★★★★★★). This non-textual information has great potential for improving search quality. In the case of the homepage finding, link information has proved to be very helpful in estimating the authority or the quality of homepages [2, 10]. Usually textual features are used to measure relevance of the document to the query and non-textual features can be utilized to estimate the quality of the document. While smart use of non-textual features is crucial in many web services, there has been little research to develop systematic and formal approaches to process these features.

In this paper, we demonstrate a method for systematically and statistically processing non-textual features to predict the quality of documents collected from a specific web service. For our experiment, we choose a community based question answering service where users ask and answer questions to help each other. Google Answers 1, Ask Yahoo 2, Wondir 3 and MadSciNet 4 are examples of this kind of service. These services usually keep lots of non-textual features such as click counts, recommendation counts, etc. and therefore can be a good testbed for our experiments.

In order to avoid the lag time involved with waiting for a personal response, these services typically search their collection of question and answer (Q&A) pairs to see if the same question has previously been asked. In the retrieval of Q&A pairs, estimating the quality of answers is important because some questions have bad answers. This happens because some users make fun of other users by answering nonsense. Sometimes irrelevant advertisements are given as answers. The followings are examples of bad answers found from community based question answering services.

1 http://answers.google.com/
2 http://ask.yahoo.com/
3 http://www.wondir.com/
4 http://www.madsci.org/

1In this paper, Q&A means ‘question and answer’ and is used only as an adjective such as ‘Q&A pairs’ and ‘Q&A collections’. Q&A must be discerned from QA that is often used to refer to automated question answering. Therefore, in this paper, ‘Q&A service’ means services such as Google Answers where people answer other people’s questions.
Q: What is the minimum positive real number in Matlab?
A: Your IQ.

Q: What is new in Java2.0?
A: Nothing new.

Q: Can I get a router if I have a usb dsl modem?
A: Good question but I do not know.

The answer quality problem becomes important when there are many duplicated questions, or many responses to a single question. The duplicated questions are generated because some users post their questions without carefully searching existing collections. These semantically duplicated questions have answers with varying quality levels, therefore measuring relevance alone is not enough and the quality of answers must be considered together.

We use kernel density estimation \cite{5} and the maximum entropy approach \cite{1} to handle various types of non-textual features and build a stochastic process that can predict the quality of documents associated with the features. We do not use any service or collection specific heuristics, therefore our approach can be used in many other web services. The experimental results show the predictor has the ability to distinguish good answers from bad ones.

In order to test whether quality prediction can improve the retrieval results, we incorporate our quality measure into the query likelihood retrieval model \cite{18}. Our goal in the retrieval experiments is to retrieve relevant and high quality Q&A pairs for a given query. In other words, the question and the query must describe the same information needs and the quality of answer must be good. Experimental results show significant improvement in retrieval performance can be achieved by introducing the quality measure.

We discuss related work in section 2. Section 3 describes our data collection. Section 4 explains in detail how we calculate the quality of answers. The retrieval experiments and results are presented in section 5. Section 6 concludes this paper.

## 2. RELATED WORK

Many factors decide the quality of documents (or answers). Strong et al. \cite{20} listed 15 factors and classified those factors into 4 categories: contextual, intrinsic, representational and accessibility. Zhu and Croft \cite{24} came up with 6 factors to define the quality of web pages. However, so far, there is no standard metric to measure and represent the quality of documents.

There has been extensive research to estimate the quality of web pages. Much of the work is based on link analysis \cite{2, 10}. A few researchers \cite{24, 22} tried to use textural features. Zhou and Croft \cite{23} proposed a document quality model that uses only content based features such as the information-noise ratio and the distance between the document language model and the collection model. However, little research has been done to estimate the quality of answers in a collection of question and answer pairs.

FAQ retrieval research \cite{3, 19, 13, 21, 9} has focused on finding similar questions from FAQ collections. More recently, Jeon et al. \cite{6} proposed a retrieval method based on machine translation to find similar questions from community based question and answering services. However, none of them have considered the quality of answers in the retrieval process.

The language modeling framework \cite{18} provides a natural way of combining prior knowledge in the form of a prior probability. Prior information such as time, quality and popularity has been successfully integrated using as a prior probability on the document \cite{11, 23, 14}. We also use the prior probability to combine quality and relevance.

Berger et al. \cite{1} proposed the use of the maximum entropy approach for various natural language processing tasks in mid 1990’s and after that many researchers have applied this method successfully to a number of other tasks including text classification \cite{16, 17} and image annotation \cite{7}.

### 3. DATA COLLECTION

#### 3.1 Test Collection Building

We collected 6.8 million Q&A pairs from the Naver Q&A service\footnote{http://www.naver.com/ Naver provides a community based question answering service in South Korea. In this service, users help each other by posting and answering questions. This service is very popular and has accumulated more than 10 million Q&A pairs over last 3 years.}. All questions and answers are written in Korean. We randomly selected 125 queries from the search log of a single day. We used a pooling technique \cite{4} to find relevant Q&A pairs for those queries. We ran 6 different search engines and gathered the top 20 Q&A pairs from each search result. Annotators manually judged the candidates in three levels: Bad, Medium and Good. Annotators read the question part of the Q&A pair. If the question part addressed the same information need as the query, then the Q&A pair was judged as relevant. When the information need of a query was not clear, annotators looked up click-through logs of the query and guessed the intent of the user. In all, we found 1,700 relevant Q&A pairs.

#### 3.2 Manual Judgment of Answer Quality and Relevance

The quality of a Q&A depends on both the question part and the answer part. The followings are examples of bad questions that can be found from community based Q&A services.

\begin{itemize}
\item What is one plus one?
\item Who is more handsome than me?
\item I am sad.
\end{itemize}
Users can not get any useful information by reading answers for these bad questions. We found that bad questions always lead to bad quality answers. Answers for these bad questions usually blame the questioner with short insulting words. Therefore, we decide to estimate only the quality of answers and consider it as the quality of the Q&A.

In general, good answers tend to be relevant, informative, objective, sincere and readable. We may separately measure these individual factors and combine scores to calculate overall the quality of the answer. But this approach requires development of multiple estimators for each factor and the combination is not intuitive. Therefore, we propose to use a holistic view to decide the quality of an answer. Our annotators read answers, consider all of the above factors and specify the quality of answers in just three levels: Bad, Medium and Good. This holistic approach shifts the burden of combining individual quality metrics to human annotators.

In subsection 3.1, we explained how we found 1700 relevant Q&A pairs to the 125 queries. For the 1,700 Q&A pairs, we manually judged the quality of answers. In this step, the query was ignored and only the relationships between questions and answers in Q&A pairs are considered. The results of the quality judgment are in Table 1. Around 1/3 of the answers have some sort of quality problems. Approximately 1/10 of the answers are bad. Therefore, we need to properly handle these bad documents (Q&A pairs).

To build a machine learning based quality predictor, we need training samples. We randomly selected 894 new Q&A pairs from the Naver collection and manually judged the quality of the answers in the same way. Table 1 shows the test and the training samples have similar statistics.

4. ESTIMATING ANSWER QUALITY

In this section, we explain how to predict the quality of answers. Figure 1 shows the architecture of our quality prediction system. The input of the system is a Q&A pair and the output is the probability that the Q&A pair has a good answer. The following subsections discuss each component in detail.

4.1 Feature Extraction

First we need to extract feature vectors from a Q&A pair. We extract 13 non-textual features. Table 2 shows the list of the features. In the Naver Q&A service, multiple answers are possible for a single question and the questioner selects the best answer. Unless otherwise mentioned, we extract features only from the best answer. The following is a detailed explanation of each individual feature.

**Answerer’s Acceptance Ratio** The ratio of best answers to all the answers that the answerer answered previously.

**Answer Length** The length of the answer. Depending on points of view, this feature can be thought of as a textual feature. However, we add this feature because it can be easily extracted without a serious analysis of the content of the text and is known to be helpful in measuring the quality of online writings [12].

**Questioner’s Self Evaluation** The questioner gives from one to five stars(⋆) to the answer when they select the answer.

**Answerer’s Activity Level** If a user asks and answers many times in the service, the user gets a high activity score.

**Answerer’s Category Specialty** If a user answers many questions in a category, the user gets a high category specialty score for that category.

**Print Counts** The number of times that users print the answer.

**Copy Counts** The number of times that users copy the answer to their blog.

**Users’ Recommendation** The number of times the Q&A pair is recommended by other users.

**Editor’s Recommendation** Sometimes editors of the service upload interesting Q&A pairs on the front page of the service.

**Sponsor’s Answer** For some categories, there are approved answerers who are nominated as a ‘sponsor’ of the category.

**Click Counts** The number of times the Q&A pair is clicked by other users.

**Number of Answers** The number of answers for the given question.

**Users’ Dis-Recommendation** The number of time the Q&A pair is dis-recommended by other users.

Although some features are specific to the Naver service, other features such as answer length, the number of answers and click counts are common in many Q&A services. Some features such as recommendation counts and evaluation scores using stars can be found in many other web services. As can be seen from table 2, various numerical types are used to represent diverse features.
Most of the previous work [16, 17] on text classification using the maximum entropy approach used only monotonic features such as frequency of words or n-grams. Therefore little attention was given to solve the problem of non-monotonic features. However, we have non-monotonic features and need to convert these features into monotonic features.

We propose using kernel density estimation (KDE) [5]. KDE is a nonparametric density estimation technique that overcomes the shortcomings of histograms. In KDE, neighboring data points are averaged to estimate the probability density of a given point. We use the Gaussian kernel to give more influence to closer data points. The probability of having a good answer given only the answer length, \( P(\text{good}|AL) \), can be calculated from the density distributions.

\[
P(\text{good}|AL) = \frac{P(\text{good})F(\text{good}|AL)}{P(\text{good})F(\text{good}|AL) + P(\text{bad})F(\text{bad}|AL)}
\]

where \( AL \) denotes the answer length and \( F() \) is the density function estimated using KDE. \( P(\text{good}) \) is the prior probability of having a good quality answer estimated from the training data using the maximum likelihood estimator. \( P(\text{bad}) \) is measured in the same way.

Figure 2 shows density distributions of good quality answers and bad quality answers according to the answer length. Good answers are usually longer than bad answers but very long and bad quality answers also exist. The graph shows \( P(\text{good}|AL) \) calculated from the density distributions. The probability initially increases as the answer length becomes longer but eventually starts decreasing. The probability that an answer is high quality is high for average-length answers, but low for very long answers. This accurately reflects what we see in practice in the Naver data.

We use \( P(\text{good}|AL) \) as our feature value instead of using the answer length directly. This converted feature is monotonic since a bigger value always means stronger evidence. The 894 training samples are used to train the kernel density estimation module. Table 3 shows the power of this conversion. We calculate the correlation coefficients again after converting a few non-monotonic features. In the case of the answer length, the strength of the correlation is dramatically improved and it becomes the most significant feature.
4.4 Maximum Entropy for Answer Quality Estimation

We use the maximum entropy approach to build our quality predictor for the following reasons. First, the approach generates purely statistical models and the output of the models is a probability. The probability can be easily integrated into other statistical models. Our experimental results show the output can be seamlessly combined with statistical language models. Second, the model can handle a large number of features and it is easy to add or drop features. The models are also robust to noisy features.

We assume that there is a random process that observes a Q&A pair and generates a label, an element of a finite set $Y = \{\text{good}, \text{bad}\}$. Our goal is making a stochastic model that is close to the random process. We construct a training dataset by observing the behavior of the random process. The training dataset is $(x_1, y_1), (x_2, y_2), ..., (x_N, y_N)$. $x_i$ is a question and answer pair and $y_i$ is a label that represents the quality of the answer. We make 894 training samples from the training data.

4.4.1 Predicate Functions and Constraints

We can extract many statistics from the training samples and the output of our stochastic model should match these statistics as much as possible. In the maximum entropy approach, any statistic is represented by the expected value of a feature function. To avoid confusion with the document features, we refer to the feature functions as predicates. We use 13 predicates. Each predicate corresponds to each document feature that we explained in the previous section.

$$f_i(x, y) = \begin{cases} \text{kde}(x_{fi}) & \text{if } i^{th} \text{feature is non-monotonic} \\ x_{fi} & \text{otherwise} \end{cases}$$

(2)

where $f_i(x, y)$ is the $i^{th}$ predicate and $x_{fi}$ is the raw value of the $i^{th}$ feature in Q&A pair $x$.

The expected value of a predicate with respect to the training data is defined as follows,

$$\bar{p}(f_i) = \sum_{x, y} \tilde{p}(x, y) f_i(x, y)$$

(3)

where $\tilde{p}(x, y)$ is a empirical probability distribution that can be easily calculated from the training data. The expected value of the predicate with respect to the output of the stochastic model should be the same with the expected value measured from the training data.

$$\sum_{x, y} \tilde{p}(x, y) f_i(x, y) = \sum_{x, y} \bar{p}(x) p(y|x) f_i(x, y)$$

(4)

where $p(y|x)$ is the stochastic model that we want to construct. We call the equation (4) a constraint. We have to choose a model that satisfy these constraints for all predicates.

4.4.2 Finding Optimal Models

In many cases, there are infinite number of models that satisfy the constraints explained in the previous subsection. In the maximum entropy approach, we choose the model that has maximum conditional entropy

$$H(p) = -\sum_{x, y} \bar{p}(x) p(y|x) \log p(y|x)$$

(5)

There are a few algorithms that find an optimal model which satisfy the constraints and maximize the entropy. Generalized Iterative Scaling and Improved Iterative Scaling have been widely used. We use Limited Memory Variable Metric method which is very effective for Maximum Entropy parameter estimation [15]. We use Zhang Le’s maximum entropy toolkit\textsuperscript{7} for the experiment.

The model is represented by a set of parameters $\lambda$. Each predicate has a corresponding parameter and the following is the final equation to get the probability of having a good answer or bad answer.

$$p(y|x) = \frac{1}{Z(x)} \exp \left[ \sum_{i=1}^{13} \lambda_i f_i(x, y) \right]$$

(6)

where $Z(x)$ is a normalization factor.

4.4.3 Performance of the Predictor

We build the predictor using the 894 training samples and test using the 1700 test samples. The output of the predictor is the probability that the answer of the given Q&A pair is good. The average output for good Q&A pairs is 0.9227 and the average output for bad Q&A pairs is 0.6558. In both cases, the averages are higher than 0.5 because the prior probability of having a good answer is high. As long as this difference is consistent, it is possible to build an accurate classifier using this probability estimate.

We rank 208 bad examples and 1099 good examples in the test collection together by the descending order of the output values. Figure 3 shows the quality of the ranking using the recall-precision graph. The predictor is significantly better than random ranking. In the top 100, all Q&A pairs are good. The top 250 pairs contain 2 bad pairs and the top 500 pairs contain 9 bad pairs. The results show that the predictor has the ability to discriminate good answers from bad answers.

\textsuperscript{7}http://homepages.inf.ed.ac.uk/s0450736/maxent_toolkit.html
5. RETRIEVAL EXPERIMENTS

We test whether the quality measure can improve retrieval performance. As a baseline experiment, we retrieve Q&A pairs using the query likelihood retrieval model[18]. The 125 queries are used and the question part of the Q&A pair is searched to find relevant Q&A pairs to the query, because the question part is known to be much more useful than the answer part in finding relevant Q&A pairs [8, 6]. This baseline system may return relevant Q&A pairs, but there is no guarantee about the quality of the answers. We incorporate the quality measure into the baseline system and compare retrieval performance.

5.1 Retrieval Framework

In the query likelihood retrieval model, the similarity between a query and a document is given by the probability of the generating the query from the document language model.

\[ \text{sim}(Q, D) = P(D|Q) = P(D)P(Q|D)/P(Q) \]  

(7)

\[ P(Q) \] is independent of documents and does not affect the ranking. For the document model, usually, i.i.d sampling and unigram language models are used.

\[ P(Q|D) = P(D) \prod_{w \in Q} P(w|D) \]  

(8)

\[ P(D) \] is the prior probability of document \( D \). Query independent prior information such as time, quality and popularity have been successfully integrated into the model using the prior probability [11, 23, 14]. Since our estimation of the quality is given by a probability and query independent, the output of the quality predictor can be plugged into the retrieval model using the prior probability without any modification such as normalization. Therefore, in our approach, \( P(D) = p(y|x = D) \) and \( p(y|x) \) is given as in equation (6).

To avoid zero probabilities and estimate more accurate document language models, documents are smoothed using a background collection,

\[ P(w|D) = (1 - \lambda)P_{\text{ml}}(w|D) + \lambda P_{\text{ml}}(w|C) \]  

(9)

\( P_{\text{ml}}(w|C) \) is the probability that the term \( w \) is generated from the collection \( C \). \( P_{\text{ml}}(w|C) \) is estimated using the maximum likelihood estimator. \( \lambda \) is the smoothing parameter. We use Dirichlet smoothing [22]. The optimal parameter value is found by exhaustive search of the parameter space. We use the implementation of the query likelihood retrieval model in the Lemur toolkit\(^8\).

5.2 Evaluation Method

In order to automatically evaluate retrieval performance, usually a relevance judgment file is made. This file contains lists of relevant documents to queries and an evaluation system looks up this file to automatically assess the performance of search engines. We made three different relevance judgment files. The first one (Rel_1) considers only the relevance between the query and the question, if the question part of a Q&A pair addresses the same information need as the query, the Q&A pair is considered to be relevant to the query. The second file (Rel_2) considers both the relevance and the quality of Q&A pairs. If the quality of the the answer is judged as ‘bad’, then the Q&A pair is removed from the relevance judgment file even if the question part is judged as relevant to the query. The last judgment file (Rel_3) requires a stronger requirement of quality. If the quality of the answer is judged ‘bad’ or ‘medium’, then the Q&A pair is removed from the file and only relevant and good quality Q&A pairs remain in the file.

Rel_2 is a subset of Rel_1 and Rel_3 is a subset of Rel_2. From table 1, Rel_1 contains 1700 Q&A pairs, Rel_2 has 1492 pairs and Rel_3 includes 1999 pairs. Most of the previous experiments in FAQ retrieval, only the relevance of the question is considered and they used relevance judgment file like Rel_1. We believe the performance measured using Rel_2 or Rel_3 is closer to real user satisfaction, since they take into account both relevance and quality.

5.3 Experimental Results

We measure retrieval performance using various standard evaluation metrics such as the mean average precision, R-precision and 11pt recall-precision graphs. Table 4 and Figure 4 show the retrieval results.

Table 4 shows that the retrieval performance is significantly improved regardless of the evaluation metric after adding the quality measure. Surprisingly, the retrieval performance is significantly improved even when we use the relevance judgment file that does not consider quality. This implies bad quality Q&A pairs tend not to be relevant to any query and incorporating the quality measure pulls down these useless Q&A pairs to lower ranks and improves the retrieval results overall.

Because Rel_2 has smaller number of relevant Q&A pairs and Rel_3 contains even smaller number of the pairs, the retrieval performance is lower. However, the performance drop becomes much less dramatic when we integrate the quality measure. The retrieval performance evaluated by Rel_2 is better than the performance evaluated by Rel_1, if we incorporate the quality measure.

\(^8\)http://www.lemurproject.org/
6. CONCLUSION AND FUTURE WORK

In this paper, we showed how we could systematically and statistically process non-textual features that are commonly recorded by web services, to improve search quality. We did not use any service or collection specific heuristics. We used statistical methods in every step of the development. Therefore, we believe our approach can be applied to other web services.

We applied our method to improve the quality of the retrieval service that is attached to a community-based question answering web site. We predicted the quality of answers accurately using the maximum entropy approach and kernel density estimation. The predicted quality scores were successfully incorporated into the language modeling-based retrieval model. We achieved significant improvement in retrieval performance.

We plan to improve the feature selection mechanism and develop a framework that can handle both textual and non-textual feature together and apply it to other web services.

7. ACKNOWLEDGEMENTS

This work was supported by NHN Corp. and the Center for Intelligent Information Retrieval. Any opinions, findings and conclusions or recommendations expressed in this material are the authors’ and do not necessarily reflect those of the sponsor.

8. REFERENCES


Figure 4: 11pt recall precision graphs. LM is the result of using the query likelihood retrieval model. LM+Quality is the result after incorporating the quality measure into the same retrieval model.


