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Graphene-based microfluidics for serial crystallography†

Shuo Sui, a Yuxi Wang, a Kristopher W. Kolewe, a Vukica Srajer, b Robert Henning, b Jessica D. Schiffman, a Christos Dimitrakopoulos a and Sarah L. Perry a

Microfluidic strategies to enable the growth and subsequent serial crystallographic analysis of micro-crystals have the potential to facilitate both structural characterization and dynamic structural studies of protein targets that have been resistant to single-crystal strategies. However, adapting microfluidic crystallization platforms for micro-crystallography requires a dramatic decrease in the overall device thickness. We report a robust strategy for the straightforward incorporation of single-layer graphene into ultra-thin microfluidic devices. This architecture allows for a total material thickness of only ∼1 μm, facilitating on-chip X-ray diffraction analysis while creating a sample environment that is stable against significant water loss over several weeks. We demonstrate excellent signal-to-noise in our X-ray diffraction measurements using a 1.5 μs polychromatic X-ray exposure, and validate our approach via on-chip structure determination using hen egg white lysozyme (HEWL) as a model system. Although this work is focused on the use of graphene for protein crystallography, we anticipate that this technology should find utility in a wide range of both X-ray and other lab on a chip applications.

Introduction

The application of micro-crystallography in structural biology has accelerated in recent years due to technological advances that enable the use of smaller and ever more brilliant X-ray beams.1–4 One goal of this micro-focused technology is to enhance the diffraction signal from micro-crystals by matching the size of the beam to the size of the crystal. Here, the signal enhancement comes from a reduction in the level of background scatter associated with the solvent or mounting support surrounding the crystal. It has also been suggested that smaller crystals may have a lower probability of defects, and thus have the potential to yield higher quality diffraction data.5,6,10 Furthermore, micro-crystals are critical to enable aspects of time-resolved protein crystallography.7 However, illumination of a smaller crystal volume with a greater X-ray flux increases the level of radiation damage experienced by the sample, and can dramatically decrease the usable lifetime of the crystal. In the case of next-generation, ultra-brilliant X-ray free-electron lasers (XFELs), the X-ray beam is so intense that the crystal is destroyed after a single X-ray pulse.8,9

To circumvent the issue of radiation damage and sample deterioration, ‘serial’ approaches to protein crystallography have become increasingly popular.9,10 These methods include the collection of data from a large number of independent volumes on a larger crystal,11–17 and have transitioned recently to the collection of as little as a single frame of data from many smaller crystals. Complete datasets can then be obtained by merging data from hundreds, thousands, or even tens of thousands of crystals.10,11,15,18–45 However, this data collection strategy suffers from the need to grow and efficiently manipulate a large number of fragile micro-crystals. Reported methods include the mounting of many crystals using traditional, loop-style holders,38,46 a variety of fixed-target architectures,4,6,11,47–55 and different micro-crystal injection strategies.10,52,56–63 However, nearly all of these strategies have focused on transferring a pre-prepared slurry of micro-crystals onto a mount or into an injector, rather than coupling the processes of crystallization and X-ray analysis.6,10,47,48,62 This requirement for physical handling introduces the need for additional experimental procedures, can potentially damage fragile or sensitive crystals, and particularly in the case of micro-crystal injection jets, can lead to inefficient sample utilization.6,10,47,48,62

The generation of a large number of high quality, isomorphous micro-crystals is an area where integrated microfluidic technologies excel. The small length-scales of microfluidic
devices create an environment free of inertial or convective effects while providing exquisite control over local conditions and gradients. The reproducibility of the microfluidic environment allows for the formulation of identical crystallization conditions, without the uncontrolled variations in concentration that result from chaotic mixing in bulk crystallization strategies. The absence of these effects facilitates both the simultaneous growth of a large number of isomorphous crystals, and may provide additional benefits in crystal quality, as have been reported in other convection-free systems.

The benefits of microfluidic crystallization strategies are best realized when coupled with on-chip diffraction analysis. By leaving crystals undisturbed in a sealed environment, on-chip analysis avoids both challenges associated with harvesting a large number of tiny crystals from a microfluidic device and avoids the potential for crystal damage due to physical handling and/or exposure to the ambient environment. This approach also facilitates high levels of sample utilization by avoiding losses due to sample transfer or low hit-rates associated with continuous sample injection strategies. Unfortunately, the presence of the microfluidic device inherently introduces additional material into the X-ray path, resulting in signal attenuation and adversely affecting subsequent diffraction analysis.

Traditional microfluidic devices have been constructed out of millimeter-thick layers of glass, plastic, and/or poly(dimethylsiloxane) (PDMS). However, the thickness of such materials does not permit the effective transmission of X-rays (Fig. 1). Recently, a variety of microfluidic design strategies have been reported to try and address the challenge of creating an X-ray compatible microfluidic device. Nearly all of these approaches have focused on decreasing the thickness of device materials along the X-ray path to a strategy that has been matched in more traditional well plate setups. These ~100 μm-scale platforms have enabled the collection of X-ray diffraction data from a variety of both model and novel targets. Significantly, the quality of these data have been sufficient to enable detection of the small variations in signal necessary for both de novo structure determination via single-wavelength anomalous diffraction (SAD), and for capturing short-lived structural intermediates by Laue diffraction.

Despite these successes, microfluidic platforms for protein crystallography have typically been limited to data collection from relatively large crystals. This limitation is a consequence of needing to balance the strength of the diffraction signal from the crystal with losses associated with attenuation and background scattering from the device materials. For instance, in unrelated studies, relatively large crystals (50–200 μm) of hen egg white lysozyme (HEWL) were reported to diffract to a resolution limit of 1.55 Å in a 120 μm-thick device, while 10–20 μm micro-crystals of HEWL in a 300 μm-thick device only diffracted to 2.5 Å. While this comparison does not represent a well-controlled experiment, it is expected that resolution should suffer because of a decrease in signal-to-noise.

Unfortunately, the development of even thinner devices has suffered from either intensive manufacturing requirements, or challenges related to sample stability and water loss. Many of the fixed-target approaches for serial crystallography rely on precision micro-manufacturing to fabricate device structures covered by an ultra-thin (50–500 nm-thick) silicon nitride membrane. These devices provide better stability against dehydration, compared to even thicker PDMS-based devices, and demonstrate the ability to collect high quality diffraction data from micro-crystals at a resolution equal to that observed for larger crystals. However, such devices cannot be manufactured with the same ease and low cost as soft lithographic and replica molding-based approaches, and are not amenable to the use of more easily-manufacturable ultra-thin polymer films because of challenges related to water loss and sample dehydration over time.

Here, we report a strategy for the straightforward incorporation of single-layer graphene into ultra-thin microfluidic devices to enable the in situ analysis of micro-crystals in a sample environment that is stable against evaporation for weeks. This work was inspired by two reports where graphene-wrapped protein crystals were shown to have good stability against dehydration and excellent signal-to-noise. To the best of our knowledge, this is the first report on the incorporation of large-sheet graphene into a microfluidic device to serve as a diffusion barrier against water loss. We establish the long-term stability of our devices by quantifying the rate of water loss through our graphene-based thin films. We further validate our approach and demonstrate the utility of graphene-based thin film microfluidics for on-chip X-ray crystallography by comparing the levels of signal-to-noise obtainable for diffraction signals as a function of device thickness. Although this work is focused on the use of graphene for protein crystallography, we anticipate that this technology
should find utility in a wide range of lab on a chip applications.

Materials and methods
Graphene synthesis and film transfer
Monolayer graphene was grown on a copper substrate by chemical vapor deposition in a quartz tube furnace (Plana Tech).100,102–104 Solutions of 950PMMA A2 and 950PMMA A4 (poly(methylmethacrylate), Microchem) were spin coated (Specialty Coating Systems) onto the graphene film at 1000 rpm for 60 seconds, followed by curing at 120 °C for 10 minutes to form a PMMA film thickness of approximately 180 nm and 500 nm respectively, as measured by profilometry (Dektak 3). The PMMA/graphene film was released from the copper substrate by back-etching of the copper in an aqueous solution of copper etchant solution (Transene) for 3 hours, followed by three rinse cycles in MilliQ water (18.2 MΩ cm, Millipore Inc.) performed by floating the etched PMMA/graphene film on the surface of the water. The resultant film was then transferred directly from the surface of the water onto an adhesive-backed polyester film (McMaster Carr) for incorporation into the subsequent microfluidic device. Because of the way in which the graphene films are released from the copper substrate, it is most straightforward to transfer the PMMA/graphene film onto the backing support in such a way that the graphene film faces outward, rather than directly towards the channel. However, this assembly process can be performed in reverse, and no significant difference was observed in device performance comparing the two methods.

Device architecture and assembly
The overall chip architecture consists of five layers, which allow for various different functional layouts (Fig. 2 and ESI† Fig. S8 and S9). The fluidic channels of the device were defined by a 100 μm thick cyclic olefin copolymer (COC, Topas, 6013) film. The channel structure was cut into this film using a cutting plotter (Graphtec CE6000). The channel was then sealed on one side with a PMMA/graphene film, supported by an adhesive-backed polyester film (McMaster Carr) with cut-out features to define fluidic inlets and/or window areas (Fig. 2 and 3 and ESI† Fig. S8 and S9). Here, the backing layer provides additional structural stability, while helping to define inlets, and providing a facile way to adhere the various layers together. Following assembly of the COC fluidic layer

Fig. 2 Schematic depiction of the fabrication scheme for thin-film graphene-based microfluidics, using a channel-based counter-diffusion as the example. (1) CVD-grown graphene on copper is first coated with a layer of PMMA, and then released from the copper substrate by etching. The subsequent film is floated on the surface of water for (2) transfer to an adhesive polyester support layer to define the window areas of the device. This layer is then adhered to a COC layer containing the cut-out pattern for the microfluidic channels. (3) A hydrophilic PDA surface treatment on both the top PMMA/graphene film and the bottom layer containing the microfluidic channel facilitates easy filling of the final device via capillary action. (4) The final, assembled device is held together by the adhesive layers defining the window structures, leaving the PMMA/graphene window areas free of excess material. Either microbatch or counter-diffusion crystallization trials can be set up by the addition of protein and precipitant solutions. The device inlets are sealed with Crystal Clear tape.
to the adhesive bottom layer containing a PMMA/graphene film, both the top and bottom halves of the device were coated with poly(dopamine) (PDA) to create a hydrophilic surface and facilitate channel wetting.$^{105,106}$

**Poly(dopamine) (PDA) surface treatment**

A 2 mg mL$^{-1}$ solution of dopamine hydrochloride (Sigma) in 10 mM Tris buffer pH 8.5$^{105,106}$ (Fisher, Molecular Biology grade) was freshly prepared and then carefully dropped onto the PMMA/graphene films to cover the entire channel surface (Fig. 2 and ESI† Fig. S8 and S9). The surfaces were allowed to incubate for at least 5 hours at room temperature (23 °C) in a sealed Petri dish. Following treatment, the films were rinsed by dipping into MilliQ water three times and allowed to air dry before final device assembly and use.

**Raman spectroscopy**

Raman spectroscopy was used to validate the composition and quality of the resulting graphene-based films. Films were placed onto a silicon wafer coated with a 200 nm layer of silicon dioxide. Analysis was performed using a DXR$^{\text{TM}}$2xi Raman imaging microscope system (Thermo Scientific) with an incident beam of light at 633 nm on PMMA/graphene/PDA and PMMA/graphene films. These data were compared to the spectra for graphene, PMMA, and PDA-only films coated directly onto the silicon wafer (Fig. 4).

**Permeability measurements**

The permeation of water through our various thin film materials was quantified as a function of time by measuring the change in absorbance of an aqueous solution of red food dye (Kroger). Films of A2 PMMA, A4 PMMA, A2 PMMA/graphene, and A4 PMMA/graphene were adhered to an adhesive-coated polyester layer, as in Fig. 2 and ESI† Fig. S8. These films, as well as a 100 μm COC were sealed with vacuum grease onto individual wells of a 96-well plate containing 300 μL of red food dye in water. The change in signal for these films was compared with wells that were left open to the air. All experiments were performed in triplicate. The solution absorbance was then monitored at 300 nm and 450 nm over time (Fig. 5a) using a plate reader (BioTek). Photographs of the well plate allowed for visual characterization of changes in the sample volume (Fig. 5b). In addition to direct measurements of water loss through films of the individual device materials, water loss from the both microbatch and counter-diffusion style devices was evaluated qualitatively using optical microscopy (ESI† Fig. S7).
aged in AC mode with Tap-300G cantilevers (Budget Sensors).

Graphene and PDA coated PMMA (Asylum Research, Santa Barbara CA). Samples were im-

A PMMA/graphene film was transferred from the aqueous rinse solution onto a silicon wafer (graphene-side down) and allowed to air dry 3 hours to facilitate strong binding between the film and the wafer surface. A PDA treatment was then applied to the PMMA surface. The contact angle of both a treated and an untreated PMMA/graphene film were measured using goniometry with MilliQ water (Ramé-Hart).

**Fig. 5** (a) Measurement of the absorbance of colored solutions as a function of time at 450 nm, demonstrating the water permeability of various PMMA, PMMA/graphene, and COC films. Both the thicker 100 μm COC film, and the two PMMA/graphene films show no significant decrease in signal over the course of more than two weeks. (b) Photographs of the experimental setup showing changes in the liquid levels as seen by a side-view.

**Contact angle measurements**

A PMMA/graphene film was transferred from the aqueous rinse solution onto a silicon wafer (graphene-side down) and allowed to air dry 3 hours to facilitate strong binding between the film and the wafer surface. A PDA treatment was then applied to the PMMA surface. The contact angle of both a treated and an untreated PMMA/graphene film were measured using goniometry with MilliQ water (Ramé-Hart).

**AFM characterization**

Atomic force microscopy (AFM) was used to characterize the surface roughness of all films. Surface scans of PMMA-graphene and PDA coated PMMA-graphene (ESI† Fig. S10) were acquired using a Cypher ES atomic force microscope (Asylum Research, Santa Barbara CA). Samples were imaged in AC mode with Tap-300G cantilevers (Budget Sensors).

**Protein crystallization**

A solution of 80 mg mL\(^{-1}\) hen egg white lysozyme (HEWL, Hampton Research Inc.) was prepared in 50 mM sodium acetate buffer (Fisher Scientific, ACS grade), pH 4.8. A precipi-
tant solution was prepared, containing 2 M sodium chloride (Sigma Aldrich, ACS reagent) in 50 mM sodium acetate, pH 4.8. For microbatch experiments (Fig. 3c), 12 μL protein solu-
tion and 4 μL precipitant solution were pipetted separately onto the two device inlets. Be-
cause of the hydrophilic PDA surface treatment, the solutions wetted the channels and flowed into the device. The chip can be filled either by the sequential or simultaneous addition of crystallization solutions. However, due to the impermeability of the PMMA/graphene film, simultaneous filling of crystallization and precipitant solutions can lead to trapping of air within the device. The filled chips were placed into a Petri dish alongside a microcentrifuge containing 200 μL of DI water. The Petri dish was sealed with Parafilm (Thermo Scientific), and stored at 4 °C. For both crystallization strategies, large ly-

sozyme crystals (>100 μm) formed overnight. Crystals were vi-

**On-chip X-ray diffraction**

Data were collected in polychromatic mode at 12 keV (1.03 Å, 5% bandwidth) on the 14-ID-B beamline at the Advanced Photon Source at Argonne National Laboratory. The micro-
fluidic chips were mounted directly on the φ spindle of the goniometer using a modified magnetic mount (Hampton Research; Fig. 3a). Positioning and alignment of the chips was performed using a high-resolution camera oriented at −30° with respect to the X-ray beam and a medium-resolution camera oriented at 60°, slightly modified from previous re-
ports. This setup allowed for a range of motion of ±5 mm (vertical with respect to the X-ray beam), ±6 mm in y (vertical with respect to the direction X-ray beam), and ±60 mm in z (horizontal with respect to the X-ray beam). Sample visualization and positioning were performed using an in-
house graphical user interface at the 14-ID-B beamline. Sample positioning was achieved using a click- and -translate rou-
tine coupled to the high- and medium-resolution cameras. Sample centering along the path of the X-ray beam was achieved by visually focusing the sample, taking advantage of the very small depth of field of the high-resolution camera.

The interface enabled identification and alignment of crystals on chip. BioCARS LaueCollect software was used for subsequent data acquisition.

Data were collected from microfluidic chips oriented between −45° and 45° with respect to the X-ray beam. The large size (∼300 μm) and robustness of the HEWL crystals, com-
bined with the small X-ray beam size (35 × 35 μm\(^2\) FWHM),
permitted the collection of multiple frames (3 or 4, see Table 1 and ESI† Table S2) of data from a large number of fresh crystal volumes on each individual crystal at room temperature. Data were typically collected at 3° intervals over the range of 45° and 45°. This spacing was chosen to enable optimal coverage of reciprocal space given the available X-ray bandwidth. Complete data sets were obtained by merging data taken from multiple volumes of the same crystal. We compare four different crystals grown and/or analysed under different conditions (see Fig. 6, Table 1, and ESI† Table S2). A Rayonix MX340-HS detector was used with a sample-to-detector distance of 175 mm. Diffraction data were collected using a 1.5 μs exposure with the storage ring operating in 24-bunch mode (11 consecutive X-ray pulses of 100 ps duration).

Data analysis

Laue diffraction images were processed using the Precognition/Epinorm software (Renz Research; Table 1). Each crystal was processed separately. Microbatch data were integrated to 1.40 Å resolution, counter-diffusion data to 1.45 Å and ultimately merged to a final resolution that was chosen both to maintain a completeness in the highest resolution shell, of at least 25%, provided that $I/\sigma(I)$ remains above 3. Subsequent processing of crystallographic data sets was carried out using both the CCP4 suite of programs109 and PHENIX.110 Structure refinement (Table 1) was carried out using PHENIX.refine both the CCP4 suite of programs109 and PHENIX.110 Structure refinement (Table 1) was carried out using PHENIX.refine

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Microbatch</th>
<th>COC film†</th>
<th>Counter-diffusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total # frames</td>
<td>55</td>
<td>59</td>
<td>30</td>
</tr>
<tr>
<td># Frames/spot</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Resolution (Å)</td>
<td>50–1.40</td>
<td>50–1.41</td>
<td>50–1.46</td>
</tr>
<tr>
<td>Space group</td>
<td>$P4_12_12$</td>
<td>$P4_12_12$</td>
<td>$P4_12_12$</td>
</tr>
<tr>
<td>Unit cell (Å)</td>
<td>$a = b = 79.1, c = 37.7$</td>
<td>$a = b = 79.1, c = 37.3$</td>
<td>$a = b = 79.1, c = 37.8$</td>
</tr>
</tbody>
</table>

Single reflections

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Microbatch</th>
<th>COC film†</th>
<th>Counter-diffusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total obs.</td>
<td>150 678</td>
<td>143 638</td>
<td>70 996</td>
</tr>
<tr>
<td>Unique obs.</td>
<td>18 294</td>
<td>17 608</td>
<td>15 629</td>
</tr>
<tr>
<td>Redundancy</td>
<td>8.2</td>
<td>8.2</td>
<td>4.5</td>
</tr>
<tr>
<td>$R_{merge}$ on $F^2$</td>
<td>0.054</td>
<td>0.077</td>
<td>0.047</td>
</tr>
<tr>
<td>$R_{merge}$ on $F$</td>
<td>0.036</td>
<td>0.049</td>
<td>0.031</td>
</tr>
<tr>
<td>$&lt;F(I)/\sigma(F)&gt;$</td>
<td>63.9 (28.6)</td>
<td>50.7 (19.9)</td>
<td>60.4 (33.4)</td>
</tr>
</tbody>
</table>

Single and multiple reflections combined

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Microbatch</th>
<th>COC film†</th>
<th>Counter-diffusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completeness (%)</td>
<td>77.2 (25.1)</td>
<td>76.6 (28.4)</td>
<td>74.8 (27.1)</td>
</tr>
<tr>
<td>Structure refinement</td>
<td>$R_{work}$</td>
<td>0.149</td>
<td>0.156</td>
</tr>
<tr>
<td>$R_{free}$</td>
<td>0.163</td>
<td>0.176</td>
<td>0.167</td>
</tr>
</tbody>
</table>

Ramachandran statistics

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Microbatch</th>
<th>COC film†</th>
<th>Counter-diffusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Favored</td>
<td>123 (96.9 %)</td>
<td>122 (96.1 %)</td>
<td>122 (96.1 %)</td>
</tr>
<tr>
<td>Allowed</td>
<td>4 (3.1 %)</td>
<td>5 (3.9 %)</td>
<td>5 (3.9 %)</td>
</tr>
<tr>
<td>Disallowed</td>
<td>0 (0.0 %)</td>
<td>0 (0.0 %)</td>
<td>0 (0.0 %)</td>
</tr>
</tbody>
</table>

† Values in parentheses are for the highest integrated resolution shell.
materials with X-rays: (i) attenuation of the X-ray signal, (ii) background noise resulting from diffuse scattering, and (iii) the strength of the diffraction resulting from a crystal.

Attenuation, or the change in intensity of the X-ray beam can be calculated for any material based on the atomic weight of the atoms present, the density of the material, and the wavelength of interest (see ESIf Table S1 and Fig. S1).77,112 Thus, we can minimize attenuation effects by decreasing the atomic weight of the atoms present in the material, decreasing the density, and/or decreasing the thickness. Based on these calculations, we show that at a wavelength of 1 Å (12.4 keV), achieving transmission levels of 99% would necessitate decreasing the thickness of our device to only 1 μm of PDMS, or approximately 10 μm of an organic polymer such as COC or PMMA. Achieving 99.9% transmission would require 200 nm-thick PDMS, or approximately 900 nm-thick COC or PMMA (Fig. 1 and ESIf Fig. S2). However, most sub-micron polymeric films suffer from relatively high rates of water permeation. We therefore developed a strategy for coupling sub-micron polymer films with large-area, single-layer sheets of graphene to create a diffusion barrier against water loss.

Traditional methods for graphene-transfer have taken advantage of thin-film PMMA as a support layer to aid during transfer of the graphene films from the copper substrate where they are grown to a functional device.104 Here, we adapted this procedure to facilitate incorporation of a sub-micron polymer film to serve as an impermeable X-ray window for our microfluidic protein crystallography platforms. Single-layer graphene was coated with a ~500 nm-thick layer of PMMA and transferred to pre-cut adhesive polyester substrates containing the appropriate features to define a window and/or inlet structures for the top and bottom of the device (Fig. 2 and ESIf Fig. S8). The presence of the adhesive helped to secure both the PMMA/graphene films in place, as well as adhering these top and bottom layers to a spacer layer of 100 μm-thick COC, pre-cut to define the microfluidic features of the device. This strategy took advantage of commercially-available materials and avoided the need to apply a separate adhesive treatment that would potentially increase the overall thickness of the device. Furthermore, we anticipate that this strategy could be easily adapted to work with a variety of alternative strategies for defining microfluidic channels, including roll-to-roll manufacturing.

We utilized this manufacturing strategy to develop simple microfluidic geometries to enable microbatch and counter-diffusion crystallization experiments (Fig. 2 and 3). However, the various polymeric surfaces present in our device proved to be relatively hydrophobic, such that our crystallization solutions would not easily wet and flow into a microfluidic channel. We overcame this difficulty through the application of an ultra-thin, hydrophilic, PDA-based surface treatment.105,106 Here, a solution of dopamine at pH 8.5 was allowed to incubate on the various surfaces of our microfluidic channel (Fig. 2 and ESIf Fig. S8). Under basic conditions, dopamine has been shown to polymerize and create a ~10 nm-thick hydrophilic surface coating.105,106,113 Contact angle measurements showed a change in wetting angle from 74° before treatment, to 36° after treatment (ESIf Fig. S11). We further confirmed the presence of both PDA and the integrity of our graphene film via Raman spectroscopy (Fig. 4). This level of wetting proved to be sufficient for aqueous solutions to easily wet and flow into our device (Fig. 3b).

Our main motivation for incorporating graphene into our microfluidic device architecture was to create a diffusion barrier to minimize the loss of water from our device. We tested the effectiveness of various polymeric films on preventing the evaporative loss of water in a well plate-style assay. Both visual inspection of the various wells (Fig. 5a and ESIf Fig. S6) and quantitative analysis via absorbance measurements at 300 nm (ESIf Fig. S6a) and 450 nm (Fig. 5b) demonstrated the efficacy of single layer of graphene as a diffusion barrier against water loss. Under our experimental conditions,
complete evaporation of an open well occurred over the course of approximately 48 hours, while the presence of a 180 nm-thick A2 PMMA film only extended this lifetime to 72 hours. However, the addition of a single layer of graphene decreased the rate of water loss such that only minimal water loss was observed after 360 hours (15 days). Similarly, a 500 nm-thick A4 PMMA film showed complete evaporation after 120 hours, but the addition of graphene resulted in negligible water loss over the entire course of our experiment. These graphene-based, sub-micron films provided the same level of protection against water loss as a 100 μm-thick film of COC, a material known for its low water permeability. Furthermore, prior reports have demonstrated that the use of multiple layers of graphene can further improve the barrier properties of the film.

We then extended our water permeation experiments from a simple film geometry, to a fully assembled microfluidic device architecture. Visual inspection of optical micrographs indicated no significant water loss over the course of 96 hours (4 days) for microbatch devices where the sample chamber was completely enclosed between two gas impermeable PMMA/graphene films (ESI† Fig. S7a). However, for the case of the counter-diffusion chip, if only the main sample chamber was protected by PMMA/graphene films, then significant water loss was observed from the unprotected areas of the device over the course of ~1 day (ESI† Fig. S7b). While such evaporative losses can be mitigated by sample incubation in a controlled humidity environment, future device designs will incorporate complete isolation of the sample environment within a graphene film.

Having demonstrated the efficacy of our device materials to protect against dehydration and enable long-term sample incubation, we set up microbatch and counter-diffusion crystallization trials using HEWL. Large crystals (>100 μm, Fig. 3c and d) formed overnight for both of these methods, and were stable in the lab for days at 4 °C. As a precaution, devices were placed into a Petri dish along with a reservoir of water and sealed. These samples easily survived the rigor associated with overnight shipping to the synchrotron. This demonstration of stability significantly enhances the potential utility of these devices by allowing users to prepare crystallization trials at their home laboratory, incubate as needed, and transport their samples for analysis with the same relative ease as with more traditional samples.

We next investigated the levels of signal-to-noise achievable for on-chip X-ray diffraction measurements. While attenuation calculations (Fig. 1 and ESI† Fig. S2) describe the total signal lost via transmission through a material, this does not characterize the observed signal-to-noise. Here, we investigated the level of background scatter observed for our various device materials as a function of resolution. The introduction of a thin A2 PMMA film resulted in an approximately 10-fold increase in the observed background scattering, compared to air only (ESI† Fig. S3). No significant change in signal was observed with the subsequent addition of either graphene or a PDA treatment, and a minimal increase in scattering was observed when the PMMA film was increased from 180 nm-thick A2, to 500 nm-thick A4 PMMA. However, a further increase in scattering was observed with the addition of a 100 μm-thick film of COC. The signal for COC showed increases in the overall levels of background noise, with resolution-dependent scattering bands present at approximately 2.5 Å and 5 Å, characteristic of the internal structure of the polymer. It should be noted that Laue diffraction, due to the polychromatic nature of the X-ray beam, typically suffers from higher background and thus poorer signal-to-noise than monochromatic X-ray diffraction methods. Consequently, the experiments performed here are a powerful demonstration of the utility of our approach.

While basic characterization of the background scattering for the device materials was performed with the sample mounted perpendicular to the incident X-ray beam, protein structure determination can require sample rotation to enable data collection from a variety of different crystal orientations. Thus, we must consider not only the thickness of the device materials in terms of a minimal path length, but based on sample orientation. We therefore calculated the relative path length through a film as a function of rotation angle (ESI† Fig. S4). This path length varies as 1/cos(ϕ), and diverges as the angle ϕ approaches 90°. However, because of low signal attenuation, we are able to maintain a transmission of 99.9% of the incident signal through a rotation of +/− 86° from normal. This large range of rotation means that for low-symmetry space-group crystals, or for anomalous diffraction measurements, our devices are able to access 344° out of a possible 360° rotation at a better than 99.9% level. If we decrease our level of acceptable signal attenuation to 90% of the incident beam intensity, we can achieve +/− 89.5° of rotation from normal, meaning that only 2° of data would be out of reach. These high levels of transmission and the ability to access a wide range of sample orientations are a dramatic improvement over previously-reported PDMS/COC based devices which enable a maximum of only 77% of the incident X-ray intensity when normal to the incident beam.30–33,115–117

Having characterized the X-ray profile of our device materials, we next investigated the effect of this background scattering on the signal-to-noise associated with on-chip X-ray diffraction measurements. All images were well exposed, typically with several saturated diffraction spots (~65,000 counts). A comparison of both the 2D diffraction images and the corresponding 1D integrations shows the presence of strong diffraction peaks and an additional diffuse signal around 3 Å, which we attribute to the presence of solvent (Fig. 6 and ESI† Fig. S5). The observed strength of the diffraction signal decreases relative to the background noise at higher resolution, as expected. It should be noted that the data presented in Fig. 6 and ESI† Fig. S5 is the result of integration in 2θ across the entire image, rather than along a line. Thus, the presence of multiple diffraction peaks at nearly the same resolution could result in apparent broadening of the integrated signal.

The benefit of our ultra-thin device materials can be observed through a comparison of the observed signal-to-noise
from a crystal analysed in one of our PMMA/graphene-based microbatch devices, compared with a second crystal from the same device that opportunistically grew underneath the COC spacer layer. Comparing the data from these two crystals, we can clearly observe a decrease in signal quality as a result of the higher background signal from the 100 μm-thick COC layer, both visually in the 2D diffraction images, and more quantitatively in the 1D integrations (Fig. 6 and ESI† Fig. S5). We have previously struggled to observe diffraction for relatively small crystals in a PDMS/COC device, and posit that the balance of signal-to-noise observed here explains our observations.

Finally, we collected complete datasets for different individual crystals using a micro-focused X-ray beam to enable the collection of small wedges of data from distinct locations across a crystal. We did not observe a significant variation in data obtained from different crystals within the same device (microbatch), or between crystallization techniques (microbatch vs. counter-diffusion; Table 1 and ESI† Table S2). However, in general, the counter-diffusion method would be expected to result in more reproducible crystal growth, due to the precise control over concentration gradients, diffusion, and mixing afforded by microfluidic devices.30,31,33

We also compared data from the two microbatch-grown crystals described in Fig. 6 and ESI† Fig. S5, examining the effect of an obscuring 100 μm-thick COC layer. Interestingly, we did not observe a significant decrease in resolution for the crystal present under the thicker COC film. This result may be due to the relatively strong diffraction signals expected from our large crystals. High quality crystallographic statistics were observed for all samples; however, the presence of the thick COC film did correspond with an increase in the values for Rmerge and a decrease in signal-to-noise (i.e., <Fσ(F)>).

A closer analysis of <Fσ(F)> as a function of resolution (Fig. 7) demonstrated that the increased attenuation and background scatter resulting from the presence of a 100 μm-thick COC layer had a negative effect on the overall sensitivity of the measurement. This decrease in signal-to-noise was observed despite similar, levels of completeness and redundancy in the overall dataset, compared with data collected through PMMA/graphene windows (Table 1, ESI† Table S2, and Fig. S12). The effect of background material on signal-to-noise can be particularly highlighted with respect to a significant decrease in <Fσ(F)> at a resolution of ~2.5 Å, corresponding to one of the scattering bands observed for COC (Fig. 6 and ESI† Fig. S5). We were unable to directly observe the impact of the larger scattering band observed at ~5.0 Å, due to the range of resolutions over which the binned <Fσ(F)> data were provided by the processing software. However, we anticipate that contributions from this large scattering band are what cause the large difference in <Fσ(F)> at low resolution between the samples containing COC and those without.

Examination of the electron density maps generated from these various datasets show similar levels of structural detail, as would be expected from data extending to ~1.40 Å (Fig. 8 and ESI† Fig. S13). The quality of the data allows for unambiguous interpretation of structural details, including side-chain conformations, the presence of aromatic groups, and the location of bound water molecules. Statistical measures associated with structure refinement (Rwork and Rfree) were very good, and showed no significant dependence on the details of data collection.

It should be noted that the excellent levels of signal-to-noise obtained for all of these samples, as well as the informative differences between samples, and high levels of structural detail were observed based on the diffracted intensity produced by a 1.5 μs polychromatic X-ray exposure (11 consecutive X-ray pulses of 100 ps duration). The next phase of testing will focus on the serial analysis of micro-crystals. We will also investigate the potential for performing data
collection using only a single ∼100 ps X-ray pulse. Such studies, particularly coupled with serial data collection strategies, have the potential to “out-run” the adverse effects of secondary radiation damage, such as radical generation and the breakage of chemical bonds to enhance the relevance of the resultant data.31,118

Conclusions

In summary, we have presented a straightforward method for the incorporation of single-layer graphene into ultra-thin, X-ray compatible microfluidic devices. We have demonstrated the utility of graphene as a diffusion barrier to mitigate the effects of evaporation over the course of several weeks. We further validated our approach via the on-chip structure determination of HEWL as a model system to facilitate quantification of the effects of device thickness on the signal-to-noise of the diffraction measurement and subsequent structure determination efforts. Looking forward, these graphene-enhanced, ultra-thin device fabrication strategies hold tremendous promise for enabling the on-chip crystallization and subsequent serial crystallographic analysis of micro-crystals at synchrotron sources, and could be further scaled to enable the analysis of nanocrystals at XFELs.

The ability to collect data from micro-crystals has the potential to enable structure determination from targets that have proven resistant to the growth of larger crystals for more traditional analyses. This approach would take advantage of microfluidics to grow a large number of high-quality, isomorphous crystals while facilitating efficient, high-throughput serial diffraction analysis without the need for sample handling and mounting. Additionally, these types of serial methods can be used to potentially “out-run” radiation damage by, coupling the single-shot analysis of a large number of crystals with fast data collection.118 Strategies for implementing this type of approach include single X-ray pulse Laue diffraction at synchrotron sources, as well as more advanced, XFEL-based methods.

Ultimately, we see the intersection of microfluidics, microcrystallography, and fast data collection as an opportunity to enable the study of protein structural dynamics. To this end, integrated microfluidic fluid-handling capabilities could be harnessed to enable chemical triggering (e.g., substrate addition or a pH jump) to investigate a wide range of biologically and medically relevant protein targets that have thus far been resistant to time-resolved studies. For these studies, micro-crystals are critical to enable efficient diffusion of the triggering species into the crystal at a timescale faster than the enzymatic reaction.7 Building on this idea, it would also be possible to extend these types of studies to examine multiple variables (e.g., structural changes due to ligand binding as a function of time, salt concentration, and pH) to expand the scope and context of the resultant dynamic structural information.119
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