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Figure 8.10. Throughput/Watt and throughput improvement using PDRF over the
DVFA-only baseline for INT/FP dual-core AMP.

vs. Swap-only : This is a dynamic baseline that can swap threads between cores

at runtime. As could be seen from Figure 8.9, a substantial increase in through-

put/Watt is achieved using PDRF even over the swap-only baseline. Again, we did

not encounter any combination where the swap-only scheme performed better than

PDRF. As expected, PDRF performed much better than the swap-only scheme for

cases when DVFA would come in handy and when opportunities to swap threads are

limited. Both these cases occur for workloads that are primarily integer (INT) or

floating-point (FP) intensive and do not exhibit many phases. For such cases, once

the affine core is chosen, the execution can be significantly speeded up by pushing the

corresponding core to the boost mode. In line with our expectation, we observe many

uni-flavored workloads (e.g., intStress, adpcm are INT intensive while fpStress, equake

are FP intensive) among the best performing cases. On an average, for the 100 com-

binations, PDRF achieved a weighted (geometric) throughput/Watt improvement of

about 15.7% (14.9%) and a weighted throughput improvement of about 53.9% over

the swap-only baseline.

62



vs. DVFA-only : This baseline has the capability to dynamically boost the volt-

age/frequency levels of the cores. In contrast to the previous two baselines, there were

few benchmark combinations (e.g., {adpcm dec.,mcf }, {bitcount,mcf }) in Figure 8.10

for which PDRF performed worse than DVFA-only scheme. In the worst case, the

IPS/Watt degradation is about 10%. This is because for few rare cases, PDRF ended

up making wrong thread scheduling decision due to error in throughput/Watt pre-

diction at the time of decision making. As a result of this, PDRF performed few

non-beneficial thread swaps and opted for boosting the voltage and frequency of the

cores at a much later stage of the program execution. Since PDRF is an opportunis-

tic scheme that looks for thread scheduling opportunity only upon a phase change,

a wrong thread scheduling decision made, is retained for the entire phase, magnify-

ing its impact. The PDRF achieves significant benefits over the DVFA-only baseline

when workloads with distinct INT/FP phases (e.g., wupwise, ammp) or symmetric

workload combinations (e.g., {equake, equake}, {cpu, cpu}) are encountered. An

average weighted (geometric) throughput/Watt improvement of about 7.5% (5.4%)

and weighted throughput improvement of about 20% was achieved by the proposed

PDRF over this baseline.
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CHAPTER 9

EVALUATING PDRF FOR A
LOW-POWER/HIGH-PERFORMANCE DUAL-CORE

Most of the current asymmetric multicore research has focused on designs with

small and big cores [18, 31, 44]. The reconfiguration frameworks, RDRF and PDRF,

presented in the earlier chapters were evaluated using the custom baseline cores (INT

and FP). To explore the potential of the proposed approach further, we employ PDRF

for a more commonly studied dual-core AMP consisting of low-power (LP) and high-

performance (HP) cores in this chapter.

9.1 LP and HP core parameters

The considered LP and HP cores are at the two ends of the power/performance

spectrum. This is one of the worst cases for a scheme for predicting the through-

put/Watt on the HP core based on the activities observed in the LP core and vice

versa. The parameters used for both the cores is shown in Table 9.1. Most of these

parameters and the execution latencies were taken from [14]. It can be seen from

Table 9.1 that the two cores are significantly different. The HP core is a 4-way issue,

out-of-order (OOO) core with large core resources (e.g., integer (INT)/ floating-point

Table 9.1. Chosen core parameters for LP and HP cores

Param LP HP Param LP HP

Issue 2 4 LS units 1 2

INTREG 64 96 LSQ NA 32

FPREG 64 80 ROB NA 128

INTISQ NA 36 L1(I/D) 32K 32K

FPISQ NA 24 L2 512K 2M

Type In-order OOO
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(FP) registers, issue queues, L2 cache) while the LP core is a 2-way issue, in-order

core with minimal resources to cater to low power applications. Similar to the INT

and FP cores described in Chapter 8, the LP and HP cores can also operate either

in normal or boost mode and, the corresponding voltage and frequency levels in the

two modes are shown in Table 9.2.

Table 9.2. Voltage/Frequency levels of LP and HP cores.

Core-type Normal Boost

LP 0.81 V / 1 GHz 0.9 V / 1.6 GHz

HP 1.1 V / 2 GHz 1.3 V / 3 GHz

9.2 Counter selection for IPC/Watt estimation

Due to the significant difference in the microarchitecture of the baseline cores, the

counters used for IPC/Watt estimation on INT/FP cores may not work for LP/HP

cores. Hence, the expressions for IPC/Watt estimation pertaining to all the 8 cases

(4 for the same core and 4 more for the other core) were re-trained for the LP/HP

dual-core AMP. A subset of the 8 expressions that correspond to IPC/Watt prediction

in the normal mode is shown in Table 9.3.

Table 9.3. IPC/Watt expressions trained for the normal mode.
HPCs of/Prediction on Expression

LP/HP -1.2 × BMP - 0.1 × L1m +
0.04 × Br + 3.6 × 10-4 × S + 0.05

HP/LP -0.28 × L1m - 0.04 × Ld +
-0.5 × BMP + 0.1 × TLBm + 0.08

LP/LP 0.2 × IPC - 8 × 10-4 × S + 0.04

HP/HP 0.02 × IPC - 0.01 × L1m + 0.04

9.3 Evaluating the accuracy of IPC/Watt prediction

As it is evident from Figure 9.1, we achieved a reasonably high prediction accuracy

in estimating the IPC/Watt at both the operating modes and on the two core-types.

The maximum average error was about 16.4% when predicting the IPC/Watt on the

LP core in normal mode using the HPCs of the HP core. Figure 9.2 shows the error

distribution of the worst case, predicting the IPC/Watt on the other core in normal
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Figure 9.1. Average percentage error in IPC/Watt (IPC/W) estimation.
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Figure 9.2. Distribution of error in estimating IPC/Watt on the other core using
HPCs of the host core.

mode using the HPCs of the host core. The high accuracy of the prediction is reflected

even in this figure as majority (about 90%) of the sample points are contained within

+/- 1σ. This analysis clearly illustrates the capability of the described prediction

mechanism to work for different architectures.

9.4 Evaluation

Having discussed the accuracy of IPC/Watt prediction for the LP and HP cores,

we evaluate the potential benefits of PDRF for the considered baseline cores (LP and
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Figure 9.3. Throughput/Watt and throughput improvement using PDRF over the
static baseline for LP/HP dual-core AMP.

HP). The same baselines discussed in Section 8.7 were used and the throughput/Watt

and throughput achieved using PDRF and the baselines were compared for a large

number (about 120) of multiprogrammed workloads. An in-depth analysis of the

comparison results is presented next.

vs. Static: By taking advantage of the program phases, the PDRF achieved

significant throughput and throughput/Watt benefits over the static baseline (see

Figure 9.3). Of the 120 combinations, we did not find any case where this base-

line performed better than PDRF. On an average, considering all the 120 combina-

tions, PDRF achieved a 27.2% (25%) weighted (geometric) improvement in through-

put/Watt over this baseline. Furthermore, by opportunistically opting for the boost

mode and efficiently making use of the HP core for high-compute intensive/high-ILP

program phases, PDRF resulted in much higher throughput improvement of about

190%, on an average, over the static baseline.

vs. Swap-only : PDRF achieved a throughput/Watt improvement of about

5.3% over the swap-only baseline even for the worst case (see Figure 9.4). Using the

proposed scheme, there was, on average, a 13.7% (13%) weighted (geometric) improve-

67



1
1.5
2
2.5
3
3.5
4
4.5

1
1.1
1.2
1.3
1.4
1.5
1.6
1.7
1.8
1.9

IP
S

 im
p

ro
v

em
en

t

IP
S

/W
a

tt
 im

p
ro

v
em

en
t

Weighted Throughput/Watt improvement

Geometric Throughput/Watt improvement

Geometric Throughput improvement

Worst cases Average cases Best cases 

Figure 9.4. Throughput/Watt and throughput improvement using PDRF over the
swap-only baseline for LP/HP dual-core AMP.

ment in IPS/Watt and about 91% improvement in IPS over the swap-only baseline.

The drop in the achieved throughput/Watt gain relative to the static baseline re-

flects the adaptable nature of the swap-only baseline, where at least the appropriate

core-type is chosen to suit the current execution phase of the threads.

We analyzed the benchmark combinations at the right end of Figure 9.4 for which

we achieve maximum IPS/Watt improvement over the swap-only baseline. It is in-

teresting to note that most of them are either compute-memory intensive benchmark

combinations (e.g., {fbench,basicmath}) or both are compute intensive benchmark

combinations (e.g., {adpcm,cpu}). In the case of {fbench,basicmath} combination, the

benchmark fbench is memory intensive with about 58% load/store instructions while

the benchmark basicmath is compute intensive. For such compute-memory intensive

benchmark combinations, besides deciding the best thread-to-core assignments, our

scheme makes use of DVFA to good extent. During high-IPC/high-ILP phases of

compute intensive benchmark, our scheme pushes the HP core to boost mode result-

ing in much faster execution and hence, better IPS/Watt. This is supported by much

higher IPS speedup for these combinations over the swap-only baseline (speedup of
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Figure 9.5. Throughput/Watt and throughput improvement using PDRF over the
DVFA-only baseline for LP/HP dual-core AMP.

about 3 for {fbench,basicmath}). For cases when both the threads go through high

compute intensive phases at about the same time (e.g., {adpcm,cpu}), our scheme

pushes the HP core to boost mode, clearing the conflict for better resources (HP core)

quickly. During this time, the performance of the thread executing on non-affine core

is improved by opting for the boost mode within the LP core. Once the conflict clears

up, the latter thread is migrated to HP core. These cases clearly substantiate the

need for dynamically changing the voltage/frequency of the cores besides swapping

threads.

vs. DVFA-only : The voltage and frequency of the cores are chosen so as

to maximize throughput/Watt in DVFA-only baseline. In contrast to the previ-

ous two baselines, there were few benchmark combinations (e.g., {adpcm,adpcm},

{bitcount,adpcm} in Figure 9.5) out of the 120 for which our scheme performed worse

than DVFA-only scheme. We have already observed a probable reason for this in

Section 8.7. Nevertheless, these worst case scenarios were infrequent (only 10 out

of 120 combinations resulted in degradation >3%) and even in the worst case, the

observed IPS/Watt degradation was only about 9.5%. On an average, considering all
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the 120 combinations, the proposed PDRF achieved a throughput/Watt improvement

of about 8% over the DVFA-only baseline.

We also analyzed the cases for which our scheme performs much better than

the DVFA-only scheme. We observed that most of such cases were for symmetric

workload combinations (both the threads having affinity for the same core-type, e.g.,

{gcc,gcc}, {intStress,bitcount} - both are integer intensive). By swapping threads,

our scheme efficiently shares the affine resource (preferred core-type) while one of

the threads is forced to execute on the non-affine core throughout its execution in

DVFA-only scheme. Hence, there is a definite need for a scheme to support thread

swapping besides DVFA.

Furthermore, we analyzed the best 10 cases for which our scheme achieves max-

imum IPS/Watt speedup over swap-only (see Figure 9.4) and DVFA-only (see Fig-

ure 9.5) baselines. We noticed that there were only 2 benchmarks combinations

({crc32,cpu} and {cpu,fbench}) that were in common between the two. This is very

encouraging for our proposed scheme as it clearly shows that the benefits of dynamic

thread swapping and DVFA are mostly non-overlapping. As a result, different kinds

of benchmark combinations could benefit from either of them, indicating the po-

tential benefits of schemes (like the one proposed) that seamlessly combine the two

approaches.
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CHAPTER 10

CONCLUSIONS

We have presented a novel dynamic reconfiguration framework (DRF) for AMPs

which strives to maximize performance/power of the applications. The proposed DRF

is equipped with dynamic resource allocation (DRA), and voltage/frequency adapta-

tion (DVFA) capabilities. Two approaches were explored for the proposed DRF: one

(RDRF) works based on rules established offline and the other (PDRF) by predicting

online the expected performance/power of the thread at different voltage/frequency

levels on all the available core-types in the AMP. We have devised an unified trigger

mechanism using hardware performance counters (HPCs) for both RDRF and PDRF.

To illustrate our approach, we considered a dual-core: one core with support for

strong integer code execution and another core that could handle floating-point oper-

ations efficiently. Aligning with the time-dependent behavior of the applications and

their computational demands, our proposed DRF dynamically swaps the executing

threads or morphs the cores at runtime by realigning resources of the given baseline

cores to form a strong and a weak core. In addition, appropriate voltage/frequency

levels are chosen dynamically to maximize performance/power of the applications.

We have demonstrated the potential of PDRF for varied baseline core architectures.

Our results show that proposed DRF achieves significant throughput/Watt benefits

over different baselines.
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CHAPTER 11

FUTURE WORK

We discuss in this chapter the possible extensions to this thesis.

• Adaptive fetch throttling: Hardware counters were extensively used in this thesis

to trigger reconfigurations and predict performance/power. One possible future

work is to leverage them for an adaptive fetch throttling mechanism. When

the difference between the Fetched instructions and the Retired instructions

counters is large or when the value of Branch misprediction counter is high,

then it is a clear indication that the processor is executing many speculative

instructions. Execution of these instructions unnecessarily burns more power

without contributing to the actual computation. Hence, under such scenarios

it may be beneficial from a power perspective to dynamically reduce the fetch

width.

• Phase-based performance/power prediction: Performance/power prediction was

done using a single trained expression for all application phases in this thesis.

Different performance/power expressions could be trained for different program

phases which could then be used online. Employing such a phase-based perfor-

mance/power models may improve the accuracy of the prediction even further.

• Opportunistic execution outsourcing: With very minimal modification to the

hardware support for core morphing (see Figure 6.4), the proposed DRA mecha-

nism could be extended to support execution outsourcing. When the processor is

stalled due to the lack of execution resources, the subsequent instructions could
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make use of the (execution) resources of the other core if they are available.

Such opportunistic execution outsourcing could be deployed for performance

improvement or even for fault tolerance.
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