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ABSTRA CT

WEAKL Y SUPER V I SED LEARNING FOR
UNCONSTRAINED FA CE PR OCESSING

MAY 2012

GARY B. HUANG

B.Sc., STANFORD UNIVERSITY

M.Sc., STANFORD UNIVERSITY

Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: ProfessorErik Learned-Miller

Machine face recognition has traditionally been studied under the assumption

of a carefully controlled imageacquisition process.By controlling imageacquisition,

variation due to factors such as pose,lighting, and background can be either largely

eliminated or speci�cally limited to a study over a discrete number of possibilities.

Applications of facerecognition have had mixed successwhen deployed in conditions

wherethe assumptionof controlled imageacquisition no longer holds. This disserta-

tion focuseson this unconstrainedfacerecognition problem,wherefaceimagesexhibit

the sameamount of variabilit y that onewould encounter in everyday life.

We formalize unconstrained face recognition as a binary pair matching problem

(veri�cation), and present a data set for benchmarking performanceon the uncon-

strained face veri�cation task. We observe that it is comparatively much easierto

obtain many examplesof unlabeled faceimagesthan faceimagesthat have beenla-

beledwith identit y or other higher level information, such as the position of the eyes

vi



and other facial features. We thus focuson improving unconstrainedfaceveri�cation

by leveragingthe information present in this sourceof weakly superviseddata.

We �rst show how unlabeled face imagescan be used to perform unsupervised

facealignment, thereby reducingvariabilit y in poseand improving veri�cation accu-

racy. Next, we demonstrate how deeplearning can be usedto perform unsupervised

feature discovery, providing additional image representations that can be combined

with representations from standard hand-crafted image descriptors, to further im-

prove recognition performance. Finally, we combine unsupervised feature learning

with joint facealignment, leadingto an unsupervisedalignment systemthat achieves

gains in recognition performancematching that achieved by supervisedalignment.
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CHAPTER 1

INTR ODUCTION

Face processingis an area of research within computer vision that focuseson

the automatic machine understanding of human faces,encompassingtasks such as

detection of human facesin an image, alignment of the face to a canonicalposition

or localization of facial features (e.g. eyes, nose) on the face, and recognition of

person identit y from a face image. Due to the nature of working speci�cally with

faceimages,such research hasthe potential for many real-world applications in areas

such as security, biometrics, human-computer interaction, and photo organization

and search.

As faceprocessingresearch has progressed,commercialapplication has followed,

with an early notable examplebeing facedetection. In 2001,Viola and Jonesdevel-

oped a real-time system for accurate automatic detection of faces[107]. Beginning

in 2005,such technology was introducedinto consumer-level digital cameras,and to-

day, is a standard feature on most digital cameras,usedto assistin properly setting

parameterssuch as focus,exposure,and color balance[73, 10,93].

The abilit y to go beyond detecting facesand automatically label faceimageswith

the identit y of the personspictured has a vast number of potential applications.

Recent years have seenthe development of commercialapplication of facerecognition

technology, notably in airport security and online photo-tagging. At the sametime,

the ubiquity of digital camerasand camcordersand the wealth of imageson online

social networking sites, combined with the potential for automatic face recognition,

has led many to raisepotential privacy concerns.
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However, both the excitement and fear over widespreadapplication of automatic

face recognition may be slightl y premature, as there have beennotable examplesof

face recognition systemsnot performing up to expectations when deployed in com-

mercial applications [68, 23, 26]. To understandwhy facerecognition methods have

had mixed success,it is instructive to look at the commondatabasesthat were tra-

ditionally usedto test facerecognition algorithms.

One widely useddatabase(that continuesto be used) is the Yale B data set [25].

Figure 1.1 shows somerepresentativ e sampleimagesfrom Yale B. When comparing

theseimageswith a random collection of face imagesone may encounter in general,

such asthe imagesfrom newsphotographsin Figure 1.2,a noticeabledi�erence is the

uniformit y of the imagesin Yale B. Speci�cally, all facesare taken from a straight-on

frontal pose, with facial featuressuch as eyesin the sameposition within the image,

neutral facial expression,similar lighting condition, and lack of any occluding objects

such ashatwear or glasses.This lack of variation from factors such aspose,lighting,

expression,and backgroundcharacterizesmany of the standarddata setstraditionally

usedto study facerecognition.

Figure 1.1: Sampleimagesfrom Yale B.

The implicit assumptionmade by thesedata sets is the control over the image

acquisition process.By contr olling imageacquisition, one cancontrol aspectssuch as
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Figure 1.2: Sampleface imagestaken from online newsphotographs. Details of the
imagesare given in Chapter 2.

lighting and background, and instruct the personbeing photographedto hold a par-

ticular poseand expression.This assumptionholds for somepotential applicationsof

facerecognition, such asin securit y domainswhereonemust prove they are the same

personthat is pictured in a passport photo. However, for many other applications,

this assumptionno longer holds, and violating this assumptioncan lead to rapidly

degradedperformance.

The central goal of this dissertation is to improve performanceon the uncon-

strained face recognition task, where no control of the image acquisition processis

assumed.Doing so�rst requiresestablishinga benchmark that accuratelyreects un-

constrainedfacerecognition performanceand that can be usedto measureprogress.

Establishing such a benchmark forms the initial sectionof this dissertation. The po-

tential value of such a benchmark is that it wil l provide a well-de�ned problem that

researchers may focus on, as well as a standard metric for assessingperformance,

which can highlight the current state-of-the-art performanceand spur further re-

search. For instance,baselineand initial performanceon Caltech 101, a benchmark
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for object recognition, was around 15% accuracyin 2004[33], and current state-of-

the-art systemsachieve accuracyof more than 75%[24].

Next, we focuson improving unconstrainedfacerecognition by leveragingweakly

superviseddata that is generally ignored by standard supervisedmethods, addition-

ally allowing our proposedtechniques to easily be applied to recognition and veri�-

cation tasks on other object classes.

We�rst put unconstrainedfacerecognition within the broadercontext of computer

vision, and next examinehow weakly supervised learning from unlabeledfaceimages

can be usedto improve facerecognition.

1.1 Unconstrained Face Recognition

A fundamental areaof research within computer vision is object recognition,which

is generally framed as assigninga correct label to an image of an object from a set

of known category labels. A canonicaldata set usedin object recognition is Caltech

101 [57], where each image contains one primary object belonging to one of 101

categories,such as ant, beaver, chair, and dollar bill. Object recognition can alsobe

performedat a �ner level of granularit y, distinguishing betweendi�eren t sub-typesof

a given class,as in the 102Category Flowersdata set [74], wherethe categorylabels

are typesof o wers such as azalea,buttercup, and carnation.

An important instanceof object recognition is facerecognition, which has tradi-

tionally been studied under an experimental setup referred to as the gallery/prob e

protocol: at training time, one is presented with ni imageseach of N subjects (the

gallery), and at test time, given a new probe image, the task is to determine which

(if any) of the subjects in the gallery is pictured in the probe image. This protocol

was usedin databasessuch as FERET [81] and FRGC [80].

The limitations of this formulation of object recognition are the following two

assumptions:there exist only a �xed number of object classesknown at training time,

4



and examplesfrom each classare provided at training time. This is a particularly

severeproblem with facerecognition, sincewe must re-train the systemfor every set

of identities we wish to be able to recognize,and be provided with training samples

of each of theseidentities.

To remove theseassumptions,the task of object recognition can be reformulated

as visual veri�cation, where the problem is now to determine, given two images,

whether the imagesare of the sameobject class(matched pair) or not (mismatched

pair). The focus of this dissertation is visual veri�cation applied to unconstrained

face images,and we discussthe veri�cation problem formulation in more detail in

Chapter 2.

Sincethe imagespresented in the test pairs may be of classesnot represented in

the traini ng set, it is necessary to learn the mannerin which an arbitrary object from

the set of classesbeing consideredcan be transformed from one image to another,

due to factors such as viewpoint, background, and occlusions. The large amount of

intra-classvariabilit y makesthe problem of visual identi�cation of never seenobjects

especially di�cult.

As object recognition research has progressed,two issuesthat have arisen are:

how to scalerecognition as the number of classesincreases;and how to generalize to

new categoriesand quickly learn from a small number of examples.In addition, one

of the coredi�cultie s in object recognition is the largeamount of intra-classvariation

in appearancedue to factorssuch aslighting, background, and perspective projection

of the 3D object.

Solving the faceveri�cation problem requiresaddressingeach of theseissues.The

veri�cation framework requiresgeneralizingto facesnot seenduring training, and in

face veri�cation the number of identities that a systemmust be able to distinguish

among can becomeorders of magnitude larger than the typical number of classes

usedin general object recognitionor recognitionwithin a particular categorysuch as
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o wers. Addressingthe problem of large intra-classvariations raisesa fundamental

issuein computervision of representation, namely, that an ideal representation should

provide discriminative information between classes,yet be invariant or robust to

the intra-class variations. This is an especially di�cult issue in face recognition,

as facesshare very similar structure, leading to small inter-class di�erences, while

intra-class variation due to factors such as head pose, background, occlusion, and

facial expressioncan be large.

For thesereasons,we believe that progressmadeon the unconstrainedfaceveri�-

cation task will alsohave wider applicability in improving generalobject recognition.

In particular, through weakly supervisedlearning, as we describe next, the methods

presented in this dissertationshouldhave straightforward application to other object

categories.

1.2 Weakly Supervised Learning

Generally, faceprocessingis approachedusingsupervisedlearning. For facerecog-

nition, the supervision is in the form of face imageslabeled with the identit y of the

person in the image, or pairs of face imagesthat are labeled as two imagesof the

samepersonor two imagesof two di�eren t persons. In face alignment, the labeled

data is often in the form of face images labeled with pose,or the location of facial

featuressuch as cornersof eyes,nose,and mouth, or training imagepatchesof these

speci�c facial features.

Particularly for facealignment, obtaining this labeleddata is manually intensive,

and must be repeatedfor an algorithm to be applied to a new object classoutsideof

faces.In contrast, it is comparatively lesse�ort to obtain many unlabeledfaceimages

without identit y or poseinformation. For instance,such imagescould be obtained by

running a facedetector over many images, and tuning the detector to producea low

number of falsepositives (e.g., high precision,low recall). We refer to theseunlabeled

6



faceimages aspartially labeleddata, as they have beenidenti�ed as faceimagesbut

have no other annotations.

In this dissertation, we focus on making useof the information in this generally

unusedsourceof partially labeleddata. We make useof unlabeledfaceimagesin two

ways. First, we show how theseimagescan be automatically jointl y aligned with no

supervision, and how this can be usedto subsequently align additional face images.

Second,we show how feature representations can be automatically learnedfrom un-

labeledfaceimages,and usedin combination with standard imagerepresentations to

improve veri�ca tion accuracy.

1.3 Outline

The remainderof the dissertation is organizedasfollows. In Chapter 2, wepresent

a databasefor benchmarking performanceon the unconstrainedfaceveri�c ation task.

In Chapter 3, we extend a method for unsupervisedjoint alignment to work on im-

agesof complex objects exhibiting real-world noise. Next, in Chapter 4, we apply

unsupervisedfeature learning using deeplearning to improve unconstrained facever-

i�cation. In Chapter 5, we combine the ideasof unsupervised joint alignment with

unsupervisedfeature learning. We end with conclusionsand discussionof potential

future work in Chapter 6.

1.4 Con tributions

The following are the major contributions made in this dissertation:

1. We present a formulation of the unconstrained face veri�cation problem and

create a databasefor benchmarking performanceon this task. This database,

Labeled Facesin the Wild, has become widely used in the face recognition

community, with over 20systemsevaluatedon this data set in publishedresults.
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2. We extend the unsupervisedjoint alignment method of congealing [51], previ-

ously only applied to data setssuch as hand-written digits, to work on images

from complex object classessuch as facesand cars. We show that this unsu-

pervisedalignment method leadsto greater improvement in unconstrainedface

veri�cation accuracythan a state-of-the-art supervisedactiveappearancemodel

basedmethod.

3. We apply unsupervised feature learning using deep learning to unconstrained

face veri�cation. We obtain new image representations that can be combined

with representations from hand-craftedimagedescriptorsto achieve state of the

art accuracyusing a singlesimilarit y metric. We develop a local convolutional

restricted Boltzmann machine model that is able to take advantage of global

structure in an object class while maintaining scalability to high resolution

imagesand robustnessto somemisalignment.

4. We combine unsupervised joint alignment with unsupervisedfeature learning,

using imagerepresentations obtained from deeplearning in a congealingframe-

work. We add a sparsity regularization term to the feature learning,causingthe

learned�lters to form a linear topology and improving the quality of the sub-

sequent alignment, as measuredin terms of gains in faceveri�cation accuracy.

Using this unsupervised alignment method, we are able to obtain faceveri�ca-

tion accuracymatching that obtained through a supervisedmethod basedon

detecting facial �ducial points.
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CHAPTER 2

LABELED FA CES IN THE WILD: A DATABASE FOR
UNCONSTRAINED FA CE VERIFICA TION

Most face databaseshave been created under controlled conditions to facilitate

the study of speci�c parameterson the facerecognition problem. Theseparameters

include such variables as position, pose, lighting, background, and cameraquality.

While there are many applications for face recognition technology in which one can

control the parametersof imageacquisition, there arealsomany applicationsin which

the practiti oner has little or no control over such parameters. In this chapter, we

describe a database,Labeled Facesin the Wild, provided as an aid in studying the

latter, unconstrained,recognition problem. The databasecontains facephotographs,

labeled with subject names,spanning the range of conditions typically encountered

in everyday life. The databaseexhibits \natural" variabilit y in factors such as pose,

lighting, race, accessories,occlusions, and background. In addition to describing

the details of the database,we provide speci�c experimental paradigms for which

the database is suitable. This is done in an e�ort to make research performedwith

the databaseas consistent and comparableas possible. We provide baselineresults,

including results of a state of the art face recognition systemcombined with a face

alignment system. To facilitate experimentation on the database,we provide several

parallel databases,including a version in which the facesare more preciselyaligned

to a commonpose,which we shall refer to as the \aligned version".
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2.1 In tro duction

This chapter describes a databaseof human face imagesdesignedas an aid in

studying the problemof unconstrained face veri�c ation.1 The databasecanbe viewed

and downloadedat http://vis- www.cs.umass.edu/lfw/ .

Face recognition is the problem of identifying a speci�c individual, rather than

merely detecting the presenceof a human face, which is often called face detection.

The general term \face recognition" can refer to a number of di�eren t problems

including, but not limited to, the following.

Face Iden ti�cation: Given a picture of a face,decidewhich personfrom amonga

set of peoplethe picture represents, if any.

Face Veri�cation: Giventwo pictures,each of which contains a face,decidewhether

the two people pictured represent the same individual (e.g., verify that the

personpictured in one imageis the sameas the personpictured in the other).

Our database,which we called LabeledFacesin the Wild (LFW), can be usedto

study theseproblemsin unconstrainedenvironments, aswell asother faceprocessing

tasks, such as facealignment and facesegmentation.

The primary contribution of LFW is providing a large set of relatively uncon-

strained faceimages.By unconstrained, we meanfacesthat show a largerangeof the

variation seenin everyday life. This includesvariation in pose,lighting, expression,

background, race, ethnicity, age, gender, clothing, hairstyles, cameraquality, color

saturation, and other parameters. The reasonwe are interestedin natural variation

1A note on terminology: For generalclassesof objects such ascars or dogs,the term \recognition"
often refersto the problem of recognizinga member of the larger class,rather than a speci�c instance.
When one \recognizes" a cat (in the context of computer vision research), it is meant that one has
identi�ed a particular object as a cat, rather than a particular cat. In the context of recognition of
speci�c instances,as generally referred to when speaking of facerecognition, the term identi�c ation
is used to refer to recognizing a speci�c instance of a class (such as Bob's Toyota) from a set of
pre-de�ned possibilities, as in [21, 41, 22]. The term veri�c ation is used to refer to verifying that a
speci�c instance of a classin one image is the samespeci�c instance as presented in another image.
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is that for many tasks, face recognition must operate in real-world situations where

we have little to no control over the composition, or the imagesare pre-existing.

For example, there is a wealth of unconstrained face imageson the Internet, and

developing recognitionalgorithms capableof handling such data would be extremely

bene�cial for information retrieval and data mining. SinceLFW closelyapproximates

the distribut ion of such images,algorithms trained on LFW could be directly applied

to web IR applications. In contrast to LFW, existing face databasescontain more

limited and carefully controlled variation, as we describe in Section 2.2. Figure 2.1

shows imagesfrom LFW representativ e of the diversity in the database. Tables2.1

givesstatistics of LFW such as number of imagesand people.

LFW is a valuable tool for studying face veri�cation in unconstrainedenviron-

ments, asdiscussedin Section2.3. To facilitate fair comparisonof algorithms, we give

speci�c protocols for developing and assessingalgorithms using LFW (Section 2.4).

By construction,algorithm performanceon LFW is generalizableto performancein an

end-to-endrecognition system,as described in Section2.6. We allow for easyexper-

imentation with LFW by making publicly available parallel versionsof the database

containing alignedimagesand superpixel computations (Section2.7.7). Wegivebase-

line resultsfor LFW using both standardand state of the art facerecognitionmethods

(Section2.8).

2.2 Related Databases

There are a number of facedatabasesavailable to researchers in facerecognition.

Thesedatabasesrangein size,scope and purpose.The photographsin many of these

databaseswereacquiredby small teamsof researchersspeci�cally for the purposeof

studying facerecognition. Acquisition of a facedatabaseover a short time and par-

ticular location hasadvantagesfor certain areasof research, giving the experimenter

direct control over the parametersof variabilit y in the database.
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Figure 2.1: Sampleimagesfrom LFW (�rst row), FRGC (second row), and BioID
(third row), representativ e of variation within each database(best viewed in color).

On the other hand, in order to study more general,unconstrainedface recogni-

tion problems, in which facesare drawn from a very broad distribution, one should

train and test facerecognition algorithms on highly diversesetsof faces.While it is

possibleto manipulate a large number of variables in the laboratory in an attempt

to make such a database,there are two drawbacks to this approach. The �rst is that

it is extremely labor intensive. The secondis that it is di�cult to gaugeexactly

which distributions of various parametersone should use to make the most useful

database. What percentage of subjects should wear sunglasses,or have beards, or

be smiling? How many backgrounds should contain cars, boats, grass,deserts,or

basketball courts?

Onepossiblesolution to this problemis simply to measurea \natural" distribution

of faces. Of course,no single canonical distribution of facescan capture a natural

distribution that is valid acrossall possibleapplication domains. Our databaseuses

a set of images that was originally gatheredfrom newsarticles on the web. This set

clearly hasits own biases.For example,there arenot many imageswhich occur under

very poor lighting conditions. Also, becauseweusethe Viola-Jonesdetectorasa �lter

for the database,there area limited number of sideviewsof faces,and few viewsfrom
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Database # of people Total images
LFW 5749 13233
FRGC > 466 > 50000
BioID 23 1521
FERET 1199 14126
(a) Comparison of LFW, FRGC, and BioID

# of images # of people # of images
/p erson (% of people) (% of images)

1 4069(70.8) 4096(30.7)
2-5 1369(23.8) 3739(28.3)
6-10 168(2.92) 1251(9.45)
11-20 86 (1.50) 1251(9.45)
21-30 25 (0.43) 613(4.63)
31-80 27 (0.47) 1170(8.84)
> 81 5 (0.09) 1140(8.61)
Total 5749 13233

(b) Distribution of LFW

Table 2.1: FaceDatabaseStatistics

above or below. However, the range and diversity of pictures present is very large.

We believe such a databasewill be an important tool in studying unconstrained face

recognition.

Existing face databasesgenerally di�er from LFW in one of two key aspects.

Labeleddatabasesfor recognition,such asthe FaceRecognitionGrand Challenge[80],

BioID [44],FERET [70],andCMU PIE [100],aretypically takenundervery controlled

conditions, with fewer people and lessdiversity than LFW. For instance, imagesin

LFW often contain complexphenomenasuch asheadgear,additional peopleor faces

in the background, and self-occlusion. Moreover, variations in parameterssuch as

pose,lighting, and expressionarecarefully controlled in other databases,ascompared

with the uncontrolled variation in LFW that approximates the conditions in every

day life. On the other hand, databasessuch as Caltech 10000Web Faces[1] present
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highly diverse imagesetssimilar to LFW, but are designedfor facedetection and do

not contain person labels,making them unsuitable for recognition.

We now discussthe origin for LFW and comparisonswith two of the moresimilar

existing facerecognition databases.2

2.2.1 Faces in the Wild

The Facesin the Wild project [6],[5] demonstratedthat a large, partially labeled

databaseof face imagescould be built using imperfect data from the web.3 The

databasewas built by jointly analyzing pictures and their associated captions to

cluster imagesby identit y. The resulting data set, which achieved a labeling accuracy

of 77%[5], was informally referredto as \F acesin the Wild".

However, the databasewas not intended to act as training and test data for new

experiments, and contained a high percentage of label errors and duplicated images.

As a result, variousresearchersderivedad hoc subsetsof the databasefor newresearch

projects [41, 35, 78,75]. The needfor a cleanversionof the data set warranted doing

the job thoroughly and publishing a new database,which resulted in Labeled Faces

in the Wild.

2.2.2 Face Recognition Grand Challenge Databases

The FaceRecognition Grand Challenge(FGRC) [80] was designedto study the

e�ect of new, richer data types on face recognition, and thus includes high resolu-

tion data, three-dimensionalscans,and imagesequences.In contrast, LFW consists

of facesextracted from previously existing imagesand hencecan be used to study

recognitionfrom imagesthat werenot takenfor the specialpurposeof facerecognition

by machine.

2See[38] for more detailed comparisonsand a more complete list of existing facedatabases.

3Note this is not the sameas Labeled Facesin the Wild.
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Another important di�erence between the data sets associated with the FRGC

and our data set is the generalvariety of images.For example,while there are large

numbers of imageswith uncontrolled lighting in the FRGC data sets, these images

contain a great deal lessnatural variation than the LFW images. For example,the

FRGC outdoor uncontrolled lighting imagescontain two imagesof each subject, one

smiling and one with a neutral expression. The LFW images, in contrast contain

arbitrary expressions.Variation in clothing, pose,background, and other variables

is much greater in LFW than in the FRGC databases. As mentioned earlier, the

di�erence is one of controlled variation (FRGC) versusnatural or random variation

(LFW).

2.2.3 BioID Face Database

Similar to LFW, the BioID Face Database[44] strives to capture realistic set-

tings with variabilit y in pose, lighting, and expression. Unlike LFW, however, the

distribution of imagesis more limited, focusingon a small number of homeand o�ce

environments. Imagesfor a given indivi dual are generallydi�eren t viewsof the same

scene,whereasimagesin LFW for a given individual tend to be from a variety of

venues. In addition, LFW has much more variabilit y with respect to race, as the

large majori ty of peoplein BioID are Caucasians.Finally, BioID is targeted at the

facedetection problem, and no person labels are given, so imageswould needto be

manually labeled to be usedfor recognition.

While BioID is an interesting databaseof face imageswhich may be useful for a

number of purposessuch asfacedetectionin indoor environments, LFW will beuseful

for solvingmoregeneraland di�cult facerecognitionproblemswith largepopulations

in highly variable environments.

15



In summary, there are a great number of facedatabasesavailable, and while each

hasa role in the problemsof facerecognitionor facedetection,LFW �lls an important

gap for the problem of unconstrainedfacerecognition.

2.3 In tended Uses

As mentioned in the introduction, this databaseis aimed at studying facerecog-

nition in realistic, unconstrainedenvironments. Speci�cally, we focus on the uncon-

strained face veri�cation problem, in contrast to the traditional gallery/prob e face

identi�cation set-up. In this set-up, there is a pre-speci�ed gallery consistingof face

imagesof a setof people,where the identit y of each faceimageis known. Theproblem

is to take a new query image,and decidewhich personin the gallery the new image

represents. For instance, the gallery may consist of 10 imageseach of 10 di�eren t

people,and the task would be to decide which of the 10 peoplea new input image

represents.

Generally, face veri�cation has been tested in situations where both the gallery

imagesand query imagesare takenunder controlled environments. For instance,even

in Experiment 4 of the FRGC [80], which was designedto test the casein which the

query imagesare taken in a more uncontrolled environment, the gallery imagesare

still controlled.

The assumptionof pre-de�ned gallery imagesis reasonablefor certain tasks,such

as recognition for security access,where the imagescan be taken aheadof time in a

�xed environment, and query imagescan be taken in the sameenvironment. On the

other hand, for a largerangeof tasks, this assumptiondoesnot hold. For instance,as

an information retrieval task, a user may wish to have photos automatically tagged

with the namesof the people,using a gallery of previously manually annotated pho-

tographs,which would not be taken in a controlled environment. Therefore,we focus

on using LFW to study the following unconstrainedfaceveri�cation problem.
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2.3.1 Unconstrained Face Veri�cation

An alternative formulation of face recognition to the gallery/probe set-up is the

pair matching faceveri�cation paradigm: given a pair of faceimages, decidewhether

the images are of the sameperson. Within the pair matching paradigm, there are

a number of subtly, but importantly di�eren t recognition problems. Someof these

di�erences concern the speci�c organization of training and testing subsetsof the

database.A critical aspect of our databaseis that for any given train ing-testing split,

the people in each subset are mutually exclusive. In other words, for any pair of

imagesin the training set, neither of the peoplepictured in thoseimagesis in any of

the test set pairs. Similarly, no test image appears in a corresponding training set.

We refer to this case,in which neither of the individuals pictured in the test pair have

beenseen during training, as the unseen pair match problem.

At training time, it is essentially impossible to build a model for any person

in the test set, making this problem substantially di�eren t from the gallery/probe

paradigm. In particular, for LFW, sincethe peoplein test images have never been

seenbefore, there is no opportunit y to build models for such individuals, except to

do this at test time from a single image. Instead, this paradigm is meant to focus

on the genericproblem of di�eren tiating any two individuals that have never been

seenbefore. Thus, a di�eren t t ype of learning is suggested:learning to discriminate

amongany pair of faces, rather than learning to �nd exemplarsof a gallery of people

as in faceveri�cation. Recently, there have beenseveral important developments in

this areaof facerecognition research [21, 75, 41].

A closelyrelatedproblemto unseenpair matching is learningfrom oneexample[8],

although there are subtle di�erences betweenthe two:

� In learning from oneexample(per person), training examplesaregivenat train-

ing ti me. Whereasin the unseenpair match problem, the single model image

is not available until test time. If processingspeedis an important constraint,
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then it may be advantageousto have a training exampleaheadof time, as in

the learning from oneexampleparadigm.

� Another important di�e renceis that in learning from oneexample,at test time,

the objective is usually to determinewhich, if any, of the modelsthe test image

corresponds to. One would not normally identify the test image with more

than one model, and so a winner-take-all or maximum likelihood approach for

selectinga match would be reasonable.On the other hand, in the unseenpair

match problem, the objective is to makea binary decisionabout whethera given

single imagematchesanother image. If a test set contains multiple pairings of

a single imageB, i.e., a group of pairs of imagesof the form (A i ; B ); 1 � i � n,

there is no mechanism for deciding that the imageB should match only oneof

the imagesA i . In other words, each pairwise decisionis made independently.

This rules out the winner-take-all or maximum likelihood style approaches.

2.3.2 Face Iden ti�cation versus Face Veri�cation

As mentioned earlier, we believe that face veri�cation under the unseenpair

matching formulation is one of the most generaland fundamental face recognition

problems. At a basic level, human beingsare capableof recognizingfacesafter only

seeingoneexampleimage, and thus are fundamentally di�eren t from algorithms that

are only capableof performing matching against a �xed gallery of exemplars.More-

over, as recognition systemsare scaledto attempt to deal with ordersof magnitude

more people, algorithms designed to learn generalvariabilit y will be lesscomputa-

tionally and resourceintensive than methods that att empt to learn a speci�c model

for each person.

From a practical standpoint, pair matching algorithms require lesssupervision,

only requiring examplesof matching and mismatching pairs, rather than exemplars

of each person to be identi�ed. For instance, this would signi�cantly simplify the
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previously mentioned image annotation problem. A pair matching algorithm could

be trained independently on separate existing data, then used to label photographs

in a collection with the namesof the peoplepictured by clustering face imagesthat

werelikely to be the sameperson. In comparison,a faceveri�cation algorithm would

require manually labeledexamplesand would only be able to recognizefrom among

the peopleappearing in the labeledexamples.

For thesereasons,we believe the unseenpair matching problem is an important

area of face recognition and that having the LFW databaseas a benchmark for

developing and comparing algorithms will help push new developments in this area.

In addition to containing a larger variety of imagesmatching real-life complexity than

existing databases,LFW alsocontains a largernumber of people,an important aspect

for pair matching, allowing algorithms to discriminate betweengeneralfacesrather

than a speci�c small number of faceswithin a gallery.

2.4 Proto cols

Proper useof t raining, validation, and testingsetsis crucial for the accuratecom-

parison of facerecognition algorithms. For instance,performance will be improperly

biasedupward if the parametersof the algorithm are inadvertently tuned to the test

set. We provide clear guidelinesfor the useof this data to minimize \�tting to the

test data". Also, the sizeand di�cult y of the data set may mitigate the degreeto

which unintended over�tt ing problemsmay occur.

We organize our data into two \Views", or groups of indices. View 1 is for al-

gorithm development and generalexperimentation, prior to formal evaluation. Thi s

might also be called a model selection or validation view. View 2, for performance

reporting, should be usedonly for the �nal evaluation of a method. The goal of thi s

methodology is to usethe �nal test setsas seldomas possiblebefore reporting.
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2.4.1 View 1: Mo del selection and algorithm developmen t

The main purposeof this view of the data is so that researcherscan freely exper-

iment with algorithms and parametersettingswit hout worrying about overusingtest

data. For example,if oneis usingsupport vector machinesand trying to decideupon

which kernel to use,it would be appropriate to test various kernelson View 1 of the

database. Training and testing algorithms from this view may be repeated as often

as desiredwithout signi�cantly biasing �nal results.

2.4.2 View 2: Performance rep orting

The secondview of the data should be usedsparingly, and only for performance

reporting. Ideally, it should only be usedonce,as choosing the best performer from

multiple algorithms, or multiple parameter settings, will bias results toward arti�-

cially high accuracy. Once a model or algorithm has beenselected(using View 1 if

desired),the performanceof that algorithm can be measuredusing View 2. For both

recognition paradigms,View 2 consistsof 10 splits of training and test sets,and the

experimenter shouldreport aggregateperformanceof a classi�er on these10 separate

experiments.

It is critical for performancereporting that the �nal parametersof the classi�er

under each experiment be set using either the data in View 1 or only the training

data for that experiment. An algorithm may not, during performancereporting,

set its parameters to maximize the combined accuracy acrossall 10 training sets.

The training and testing sets overlap acrossexperiments, thus optimizing a classi�er

simultaneously using all traini ng sets is essentially �tting to the test data, sincethe

training set for oneexperiment is the testing data for another. In other words,each of

the 10 experiments (both the training and testing phases)should be run completely

independently of the others, resulting in 10 separateclassi� ers(one for each test set).
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While thereare many methods for reporting the �nal performanceof a classi�er,

including receiver operating characteristic (ROC) curvesand Precision-Recallcurves,

weaskthat each experimenter, at a minimum, report the estimated mean accuracy

and the standard err or of the mean for View 2 of the database. The estimated

meanaccuracyis �̂ =
P 10

i =1 pi =10, wherepi is the percentage of correct classi�cations

on subset i of View 2. It is important to note that accuracyshould be computed

with parametersand thresholds chosenindependently of the test data, ruling out,

for instance,simply choosing the point on a precision-recallcurve giving the highest

accuracy. The standard error of the meanis SE = �̂ =
p

10, where�̂ is the estimateof

the standard deviation, �̂ =
q P 10

i =1 (pi � �̂ )2=9.

The training sets in View 2 overlap, therefore the standard error may be biased

downward somewhatrelative to what would beobtainedwith fully independent train-

ing setsand test sets. However, becausethe test setsof View 2 are independent, we

believe this quantit y will be valuable in assessingthe signi�cance of the di�erence

amongalgorithms.4

View 1 of LFW consistsof two subsetsof the database,onefor training, containing

2200pairs, and one for testing, containing 1000 pairs. The personsappearing in the

training and testing setsaremutually exclusive. View 2 consistsof 6000pairs, divided

into ten subsets,and performanceis computed using 10-fold crossvalidation using

thosesubsets.

It shouldbenoted that someimagesin View 1 may appearin View 2 aswell, asthe

two views wereselectedrandomly and independently from the entire database.This

multiple-view approach has beenused,rather than a traditional training-validation-

testing split of the database,in order to maximize the amount of data available for

4To determine if the di�erence in performancebetweentwo algorithms is statistically signi�cant
at the 0:05 level, one should compute con�dence intervals of 85% for the mean accuracy of each
algorithm and test if these intervals overlap [79].
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training and testing. Ideally, one would have enoughimagesin a database so that

training, validation, and testing setscould be non-overlapping. However, in order to

maximize the sizeof our training and testing sets,we have allowed reuseof the data

between View 1 of the databaseand View 2 of the database. The bias introduced

into the results by this approach is very small and outweighedby the bene�t of the

resulting larger training and test set sizes. (Unfortunately, this data reusebetween

View 1 and View 2 has the potential for inadvertent over�tting by inappropriate

useof View 1. We menti on this issueagain in Chapter 4, and discussit further in

Appendix A.)

2.5 Transitivit y and the Ima ge-Restricted and Unrestricted

Use of Training Data

Whenever one works with matched and mismatched data pairs, the issueof cre-

ating auxiliary trainin g examplesby using the transitivit y of equality arises. For

example, in a training set, if one matched pair consistsof the 10th and 12th im-

agesof GeorgeW Bush, and another pair consistsof the 42nd and 50th imagesof

GeorgeW Bush, then it might seemreasonableto add other imagepairs, such as(10,

42), (10, 50), (12,42) and (12, 50),to the training data usingan automatic procedure.

One could argue that such pairs are implicitly present in the original training data,

given that the imageshave beenlabeled with the name GeorgeW Bush. Auxiliary

examplescould be addedto the mismatched pairs using a similar method.

Rather than disallowing such augmentation or penalizing researcherswho do not

wish to add many thousandsof extra pairs of imagesto their training sets,we give

two separatemethods for using training data. When reporting results, the experi-

menter shouldstateexplicitly whetherthe image-restricted or the unrestricted training

method was usedto generateresults. Thesetwo methods of training are described

next.
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2.5.1 Image-Restricted Training

The ideabehind the image-restrictedparadigmis that the experimenter shouldnot

usethe nameof a personto infer the equivalenceor non-equivalenceof two faceimages

that are not explicitly given in the training set. Under the image-restrictedtraining

paradigm, the experimenter should discard the actual namesassociated with a pair

of training images,and retain only the information about whether a pair of images

is matched or mismatched. Thus, if the pairs (10,12) and (42,50) of GeorgeW Bush

are both given explicitly in a training set, then under the image-restrictedtraining

paradigm, there would be no simpleway of inferring that the 10th and 42ndimagesof

GeorgeW Bush werethe sameperson,and thus this imagepair shouldnot be added

to the training set.

Note that under this paradigm, it is still possibleto augment the tr aining data set

by comparing imagesimilarity , as opposedto nameequivalence.For example,if the

1st and 2nd imagesof a personform one matched training pair, while the 2nd and

3rd imagesof the samepersonform another matched training pair, one could infer

from the equivalence of imagesin the two pairs that the 1st and 3rd imagescame

from the sameperson,and add this pair to the training set as a matched pair. Such

image-basedaugmentation is allowed under the image-restrictedtraining paradigm.

Both Views of the databasesupport the image-restricted training paradigm. In

View 1 of the database,the �le pairsDevTrain.txt is intendedto support the image-

restricted useof t raining data, and pairsDevTest.txt contains test pairs. In View

2 of the database,the �le pairs.txt supports the image-restricteduse of training

data. Formats of all such �les are given in Section2.7.6.

2.5.2 Unrestricted Training

The ideabehind the unrestricted training paradigmis that onemay form asmany

pairs of matched and mismatched pairs as desiredfrom a set of imageslabeledwith
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individuals' names.To support this useof the database,we de�ned subsetsof people,

rather than image pairs, that can be usedas a basis for forming arbitrary pairs of

matched and mismatched images.

In View 1 of the database,the � lespeopleDevTrain.txt and peopleDevTest.txt

can be usedto createarbitrary pairs of training and testing images.For example,to

createmismatched training pairs, chooseany two peoplefrom peopleDevTrain.txt ,

chooseone imageof each person,and add the pair to the data set. Pairs should not

be constructed using mixtures of imagesfrom training and testing sets.

In View 2 of the database,the �le people.txt supports the unrestricted training

paradigm. Training pairs shouldbe formed only using pairs of imagesfrom the same

subsets. Thus, to form a training pair of mismatched images, choose two people

from the samesubsetof people,choosean image of each person,and add the pair

to the training set. Note that in View 2 of the database,which is intended only

for performancereporting, the test data is fully speci�ed by the �le pairs.txt ,

and should not be constructed using the unrestricted paradigm. The unrestricted

paradigm is only for usein creating training data.

Due to the added complexity of using the unrestricted paradigm, we suggest

that users start with the image-restricted paradigm by using the pairs described in

pairsDevTrain.txt , pairsDevTest.txt , and, for performancereporting, pairs.txt .

Later, if the experimenters believe that that their algorithm may bene�t signi�cantly

from largeramounts of training data, they may wish to consider usingthe unrestricted

paradigm. In either case,it should be madeclear in any publications which training

paradigm was usedto train classi�ers for a given test result.

2.6 The Detection-Alignmen t-Recognition Pip eline

Many real world applications wish to automatically detect, align, and recognize

facesin a larger still image, or in a video of a larger scene. Thus, face recognition
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2. applying a facedetector and manually eliminating falsepositives,

3. eliminating duplicate images,

4. hand labeling (naming) the detectedpeople,

5. cropping and rescalingthe detectedfaces,and

6. forming pairsof t raining and testing pairs for View 1 andView 2 of thedatabase.

2.7.1 Gathering raw images

As a starting point, we usedthe raw imagesfrom the Facesin the Wild database

collected by Tamara Berg at Berkeley. Details of this set of imagescan be found

in [6].

2.7.2 Detecting faces

A version of the Viola-Jonesface detector [108] was run on each image. Specif-

ically, we used the code in OpenCV, version 1.0.0, release1. Faceswere detected

using the function cvHaarDetectObjects , using the provided Haar classi�er cascade

haarcascade frontalface default.xml , with scalefactor set to 1.2, min neighbors

set to 2, and the ag set to CVHAARDOCANNYPRUNING.

For each positive detection (if any), the following procedurewas performed:

1. If the highlighted region was determined by the operator to be a non-face, it

was omitted from the database.

2. If the name of the personof a detected face from the previous step could not

be identi�ed , either from generalknowledgeor by inferring the namefrom the

associated caption, then the facewas omitted from the database.

3. If the same picture of the same face was already included in the database,

the face was omitted from the database. More details are given below about

eliminating duplicates from the database.
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4. Finally, if all of thesecriteria weremet, the facewasrecropped and rescaled(as

described below) and saved as a separateJPEG �le.

2.7.3 Eliminating duplicate face photos

A good deal of e�ort was expended in removing duplicates from the database.

While we consideredincluding duplicates,sinceit could be arguedthat humansmay

often encounter the exact samepicture of a facein advertisements or in other venues,

ultimately it was decidedthat they would prove to be a nuisanceduring training in

which they might causeover�tting of certain algorithms. In addition, any researcher

who choosesmay easily add duplicates for his or her own purposes,but removing

them is somewhatmore tedious.

Beforeremoving duplicates,it is necessaryto de� ne exactly what they are. While

the simplest de�nition, that two pictures are duplicates if and only if the images

are numerically equivalent at each pixel, is somewhatappealing, it fails to capture

large numbers of images that are indistinguishable to the human eye. We found

that the un�ltered databasecontained large numbersof imagesthat had beensubtly

recropped, rescaled,renormalized, or variably compressed,producing pairs of images

which werevisually nearly equivalent, but di�e red signi�cantly numerically.

We choseto de�ne duplicates as imageswhich were judged to have a common

original sourcephotograph, irrespective of the processingthey had undergone.While

we attempted to remove all duplicatesasde�ned above from the database,there may

exist someremainingduplicatesthat werenot found. We believe the number of these

is small enoughso that they will not signi�cantly impact research. The problem of

near-duplicatedetectionhasalsobeenstudied by Jain and Learned-Miller [42],where

a semi-automaticmethod was developed to identify near-duplicates.

In addition, there remain a number of pairs of pictures which are extremely sim-

ilar, but clearly dist inct. For example, there appeared to be pictures of celebrities
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taken nearly simultaneously by di�eren t photographersfrom only slightly di�eren t

angles. Whenever there was evidencethat a photograph was distinct from another,

and not merely a processedversion of another, it was maintained as an examplein

the database.

2.7.4 Lab eling the faces

Each personin the databasewas namedusing a manual procedurethat usedthe

caption associated with a photograph as an aid in naming the person. It is possible

that certain peoplehave beengiven incorrect names,especially if the original news

caption was incorrect. Following the releaseof the database, a small number of

labeling errors have beendiscovered(seeSection2.10).

Signi�cant e�orts were made to combine all photographs of a single personinto

the samegroup under a singlename. This wasat times challenging, sincesomepeople

showed up in the original captions under multiple names,such as \ Bob McNamara"

and \Rob ert McNamara". When thereweremultiple possibilitiesfor a person'sname,

we strove to use the most commonly seenname for that person. For Chineseand

someother Asian names,we maintained the commonChineseordering (family name

followed by given name), as in \Hu Jintao". Note that there are somepeoplein the

databasewith just a singlename,such as \Ab dullah" or \Madonna". There is also

onecaseof two peoplewith the samename,\Jim O'Brien"; however, thesetwo people

weremistakenly labeledas being the sameperson.

2.7.5 Cropping and rescaling

For each labeled face, the �nal imageto place in the databasewas createdusing

the following procedure. The region returned by the facedetector for the given face

wasexpandedby 2.2 in each dimension. If this expandedregionwould fall outsidethe

original imagearea,then a new imageof sizeequalto the desiredexpandedregionwas

created,containing the corresponding portion of the original imagebut paddedwith
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black pixels to �ll in the area outside the original image. The expandedregion was

then resizedto 250 by 250 pixels using the function cvResize, in conjunction with

cvSetImageROIas necessary. The imageswere then saved in the JPEG 2.0 format.

2.7.6 Forming training and testing sets

Forming setsand pairs for View 1 and View 2 wasdoneusingthe following process.

First, each speci�c person in the databasewas randomly assignedto a set. In the

caseof View 1, each personhad a 0.7 probability of being placed into the training

set, and in the caseof View 2, each person had a uniform probability of being placed

into each set.

The peoplein each setaregivenin peopleDevTrain.txt and peopleDevTest.txt

for View 1 and people.txt for View 2. The �rst line of peopleDevTrain.txt and

peopleDevTest.txt givesthe total number of peoplein the set, and each subsequent

line contains the nameof a personfollowed by the number of imagesof that personin

the database.people.txt is formatted similarly, except that the �rst line givesthe

number of sets. The next line givesthe number of people in the �rst set, followed by

the namesand number of imagesof peoplein the �rst set, then the number of people

in the secondset, and so on for all ten sets.

Matched pairs were formed as follows. First, from the set of people with at least

two images,a personwaschosenuniformly at random (peoplewit h more imageswere

given the sameprobability of being chosenas peoplewith fewer images). Next, two

imagesweredrawn uniformly at random from amongthe imagesof the given person.

If the two imageswere identical or if the pair of imagesof the speci�c personwas

already chosenpreviously as a matched pair, then the whole processwas repeated.

Otherwise the pair was addedto the set of matched pairs.

Mismatched pairs were formed as follows. First, from the set of people in the set,

two peoplewere chosenuniformly at random (if the samepersonwas chosentwice
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then the processwas repeated). One image was then chosenuniformly at random

from the setof imagesfor each person. If this particular imagepair wasalreadychosen

previously as a mismatched pair, then the whole processwas repeated. Otherwise

the pair was addedto the set of mismatched pairs.

The pairs for each set are given in pairsDevTrain.txt and pairsDevTest.txt

for View 1 and pairs.txt for View 2. The �rst line of pairsDevTrain.txt and

pairsDevTest.txt gives the total number N of matched pairs (equal to the total

number of mismatched pairs) in the set. The next N lines give the matched pairs in

the format.

name n1 n2

which meansthe matched pair consistsof the n1 and n2 imagesfor the personwith

the given name. For instance,

George_W_Bush 10 24

would meanthat the pair consistsof imagesGeorgeWBush 0010.jpg and

GeorgeWBush 0024.jpg .

The following N lines give the mismatched pairs in the format

name1 n1 name2 n2

which meansthe mismatched pair consistsof the n1 imageof person name1and the

n2 imageof personname2. For instance,

George_W_Bush 12 John_Kerry 8

would meanthat the pair consistsof imagesGeorgeWBush 0012.jpg and

John Kery 0008.jpg .

The �le pairs.txt is formatted similarly, except that the �rst line gives the

number of setsfollowed by the number of matched pairs N (equal to the number of
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Figure 2.3: Examplesof superpixels. The left columnis the original image,the middle
column is the Mori segmentation (N sp=100, N sp2=200, N ev=40), and the right
column is the Felzenszwalb-Huttenlocher segmentation (sigma=0.5, K=100, min=20).

mismatched pairs). The next 2N lines give the matched pairs and mismatched pairs

for set 1 in the sameformat as above. This is then repeatednine more times to give

the pairs for the other nine sets.

2.7.7 Parallel Databases

To facilitate experimentation on LFW, we also present several parallel versions

of our database. We created an aligned version of the database,and for both the

original and the aligned versions,we computedsuperpixels for each image.

To create an aligned version of our database,we used an implementation of the

congealingand funneling method described next in Chapter 3 [35].5 We took one

image each of 800 people selectedat random from View 1 to learn a sequenceof

distribution �elds, which we then usedto funnel every imagein the database.

A superpixel representation of an imageis a division of the imageinto a number

of small contiguous regionswhere the pixel values in each region are homogeneous.

It is thus a type of oversegmentation of an image. Superpixelshave recently started

replacingpixels as the basicbuilding block for an imagein several object recognition

5http://vis-www.cs.umass.edu/code/congealingcomplex/
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method database �̂ � SE

Eigenfaces unaligned 0.6002� 0.0079
Nowak unaligned 0.7245� 0.0040
Nowak funneled 0.7333� 0.0060

Table 2.2: Accuracy on View 2

and segmentation models [67, 32, 92,2].6 This transition is partly due to the larger

spatial support that superpixelsprovide, allowing moreglobal featuresto becomputed

than on pixels alone.

Superpixel representations have already beensuccessfullyapplied to face segmen-

tation [2] and we believe they canalsobe usefulfor detectionand recognition. There-

fore, weprovide superpixel representations for all the imagesin the databasebasedon

Mori's online implementation [67].7 We alsoexperimented with the Felzenszwalb and

Huttenlocher [20]8 algorithm but found that Mori's method, while morecomputation-

ally expensive, did a much better job at preservingthe face-background boundary,

a crucial property for superpixel-basedsegmentation. Figure 2.3 contains sample

superpixel results of both methods on four diverseimagesfrom the database.

2.8 Results

To establishbaselineresultsaswell asvalidate the di�cult y of LFW, we usedthe

standardfacerecognition method of Eigenfaces[106]. Wecomputedeigenvectorsfrom

the training set of View 1 and determinedthe threshold value for classifyingpairs as

matched or mismatched that gave the best performanceon the test set of View 1.

6While the term superpixels has only recently beende�n ed, the idea of using oversegmentation s
has existed in the vision communit y dating back to at least 1989[7].

7http://www.cs.sfu.ca/ ~mori/research/superpixels/

8http://people.cs.uchicago.edu/ ~pff/segment/
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Figure 2.4: ROC curvesfor pair matching

For each run of View 2, the training set was usedto compute the eigenvectors, and

pairs wereclassi�ed using the threshold on Euclideandistancefrom View 1.

To determine the best performanceon pair matching, we ran an implementation9

of the recognition systemof Nowak and Jurie [75], which was state of the art at the

time of the releaseof LFW. TheNowak algorithm givesa similarit y scoreto each pair,

and View 1 wasusedto determinethe thresholdvalue for classifyingpairs asmatched

or mismatched. For each of the 10 folds of View 2 of the database,we trained on 9

of the setsand computedsimilarit y measuresfor the held out test set, and classi�ed

pairs using the threshold.

We alsoran the Nowak algorithm on the parallel aligned databaseof LFW, again

using View 1 to pick the threshold that optimized performance on the test set.

9http://lear.inrialpes.fr/people/nowak/similarity/index.html
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The mean classi�cation accuracy �̂ and the standard error of the mean SE are

given in Table 2.2. In addition, the meanROC curvesfor pair matching are given in

Figure 2.4. Each point on the curve represents the averageover the 10 folds of (false

positive rate, true positive rate) for a �xed threshold.

Chanceperformanceis 0.5 on the pair matching task. The low accuracy of Eigen-

facesreects the di�cult y of the imagesin LFW and of unconstrainedfacerecognition

in general. While the Nowak method signi�cantly outperforms Eigenfaces,it is still

far below estimated human-level performance(seeSection2.10) and there is a large

amount of room for improvement.

Comparing the accuracy between the Nowak recognizeron the unaligned and

funneled images,the standard errors of the mean overlap. Therefore, the di�erence

between the two is not statistically signi�can t. Nonetheless,combining the Nowak

recognition system out of the box with the funneling alignment provides a higher

baselineto compareagainst. In addition, judging from the ROC curves,the advantage

of using the aligned imagesmay be morepronouncedfor a cost function emphasizing

higher true posit ive rate at lower false positive rates of approximately 0.1. As a

generalcomment, while simply running an algorithm on the aligneddatabaseis likely

to improve performanceover the samealgorithm on the original database,modifying

the algorithm to take advantage of the tighter correspondenceof facesin the aligned

versioncan potentially do even better.

2.9 Discussion

We have createda set of resourcesfor researchersinterestedin unconstrainedface

recognition. Speci�cally, we have

1. Introduced a new labeled database,Labeled Facesin the Wild, that contains

13,233imagesof 5749unique individuals with highly variable imageconditions.

The natural variabilit y and di�cult y of this databaseallows models learned
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to be applied to new unseen images(taken from the web, for example). This

databasealso �ts neatly into the Detection-Alignment-Recognition pipeline.

2. Devisedmodel selectionand performancereporting splits for the faceveri�ca-

tion task. The splits andsuggestedevaluation metricsweredesignedto facilitate

fair comparisonsof algorithms and avoid inadvertently over�tting to the test

data.

3. Provided baselineresults using Eigenfaces,both as an exampleof how to set

algorithm parametersand to validate the di�cult y of this databasefor both

recognition problems.

4. Provided results using the state of the art (at the time of the releaseof LFW)

method [75] for pair matching.

5. Provided parallel versionsof the database. The aligned version can be used

to improve the performanceand run time (by reducing the search space)and

computed superpixels preserve the face-background boundary well and can be

reliably usedfor detection, recognition, and segmentation.

2.10 History of LFW After Release

After the releaseof LFW, a small number of labeling errorswerediscovered.10 The

decisionwas made to freezethe databasein its original form, and require methods

evaluated on LFW to usethe labels as originally given, so that all published results

would be consistent.

Kumar et al. [49] estimated human performanceon LFW, using Amazon Me-

chanical Turk and askingeach personto rate their con�dencethat the pair of images

presented belongedto the samepersonor not. Using the full LFW images,human

10http://vis- www.cs.umass.edu/lfw/#errata
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performancewas est imated at 0.9920, indicating a signi�cant gap between human

and machine accuracy.11 Additionally , they performed the sameexperiment where

the faceregion, encompassingthe eyes,nose,and mouth, were masked out, and hu-

man performanceonly dropped to 0.9427. The authors suggestedthat this implies

performanceon LFW may be inated by making use of information contained in

the background (e.g., if multiple imagesof the samepersonwere taken at the same

event). However, as the mask leaves certain regionsof the person visible, such as

hair and chin, an alternate interpretation is that there remains useful information

for discriminating betweenpeoplein theseregionsthat are often ignoredby machine

veri�cation systems.

To date, LFW has been cited in over 200 publications,12 and 20 methods have

beenevaluated on LFW, of which three have presented resultsunder the unrestricted

training protocol. For the methods using the image-restrictedtraining protocol, we

further divided the methods into categoriesbasedon the amount of training data

usedthat was outside of LFW. We roughly grouped theseinto methods that made

no useof training data outside of LFW, methods that made implicit useof outside

training data in the form of trained facial feature detectors(usedeither to align the

imagesas in LFW-a or to determine where to extract features from in an image),

and �nally methods that made explicit useof outsidetraining data in the recognition

systemitself.

Tables2.3, 2.4,and 2.5 give the accuracyfor method using the image-restricted

training protocol, for each of thesethree divisions. Table 2.6 gives the accuracy for

11As LFW was created from news photographs, human performanceon LFW will also reect a
person'sprevious knowledgeof the personsshown in the LFW images,e.g., famous celebrities. To
obtain an estimate on human performance on LFW , limited to the unfamiliar faces a person has
not seenbefore, assumethat the set of already familiar facesaccounts for a fracti on � of LFW.
Performanceon the unfamiliar faces can then be estimated as 0:9920� �

1� � . For a conservative estimate
basedon a large � of 0.5, performanceon unfamiliar facesis 0.9840,still signi�cantly higher than
machine performance.

12As indicated by Google Scholar: http://scholar.google.com/
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�̂ � SE

Eigenfaces,[106],1991 0:6002� 0:0079
Nowak, [75], 2007 0:7245� 0:0040

Nowak on funneledimages,[35], 2007 0:7393� 0:0049
Hybrid descriptor-based,[111],2008 0:7847� 0:0051
Multi-Region Histograms,[97], 2009 0:7295� 0:0055

Pixels/MKL, [85], 2009 0:6822� 0:0041
V1-like/MKL, [85], 2009 0:7935� 0:0055

Table 2.3: LFW veri�cation accuracyfor methods trained using the image-restricted
protocol, with no useof training data outside LFW.

�̂ � SE

MERL, [36], 2008 0:7052� 0:0060
MERL+No wak, [36], 2008 0:7618� 0:0058

LDML, [29], 2009 0:7927� 0:0060
Hybrid, [104],2009 0:8398� 0:0035

Combined b/g samplesbasedmethods, [112],2009 0:8683� 0:0034
SingleLE + holistic, [11], 2010 0:8122� 0:0053
LARK supervised, [99], 2011 0:8510� 0:0059
DML-eig SIFT, [115],2012 0:8127� 0:0230

DML-eig combined, [115],2012 0:8565� 0:0056

Table 2.4: LFW veri�cation accuracyfor methods trained using the image-restricted
protocol, using training data outside LFW for alignment or feature extraction.

�̂ � SE

Attribute classi�ers, [49], 2009 0:8362� 0:0158
Simile classi�ers, [49], 2009 0:8414� 0:0131

Attribute and Simile classi�ers, [49], 2009 0:8529� 0:0123
NReLU, [69], 2010 0:8073� 0:0134

Multiple LE + comp, [11], 2010 0:8445� 0:0046
Associate-Predict, [114],2011 0:9057� 0:0056

Table 2.5: LFW veri�cation accuracyfor methods trained using the image-restricted
protocol, using training data outside LFW in recognition system(beyond alignment
and feature extraction).

37



�̂ � SE

LDML-MkNN, [29], 2009 0:8750� 0:0040
Combined multishot, [104],2009 0:8950� 0:0051

LBP multishot, [104],2009 0:8517� 0:0061
LBP PLDA, [58], 2012 0:8733� 0:0055

combined PLDA, [58], 2012, 0:9007� 0:0051

Table2.6: LFW veri�cation accuracyfor methodstrained usingunrestrictedprotocol.

methods using the unrestricted protocol. Figures 2.5, 2.6,and 2.7 show the ROC

curveson LFW for thesemethods.

Figure 2.5: ROC curves on LFW for methods trained using the image-restricted
protocol.

Underscoringthe di�cult y of unconstrainedfaceveri�cation, the baseline of Eigen-

faces,which givesreasonable performanceon data setssuch asYale,givessigni�cantly

worseperformancethan the more recent methods evaluated on LFW. Additionally ,

the method of V1-like features,which gives80%accuracyon LFW, yields over 98%
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Figure 2.6: ROC curveson LFW for a subsetof the highest-accuracymethods trained
using the image-restricted protocol.

Figure 2.7: ROC curveson LFW for methods trained usingthe unrestr icted protocol.
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accuracyon many commonfacedatabases[84]. Despite the progressthat has been

made, there still exists a signi�cant gap between machine-level performance and

human-level performance. Existing work has pointed to variations in poseas one

of the most challengingaspects of unconstrainedface veri�cation, and the sourceof

many of the errors madeon LFW [37, 83].

The successof LFW has inspired several similar databasesfocusing on veri�ca-

tion in unconstrainedenvironments. The Public FiguresFaceDatabase(Pub�g) 13 is

also a benchmark for unconstrainedfaceveri�ca tion, but with an emphasison con-

taining more imagesof each person(with a smaller total number of personsin the

database)[49]. The Action Similarity Labeling(ASLAN) Challenge14 is a databasefor

benchmarking performanceof action recognition in videostaken from YouTube [48].

13http://www.cs.columbia.edu/CAVE/databases/pubfig/

14http://www.openu.ac.il/home/hassner/data/ASLAN/ASLAN.html
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CHAPTER 3

UNSUPER VISED JOINT ALIGNMENT

Many recognition algorithms dependon careful positioning of an object into a

canonicalpose,so the position of featuresrelative to a �xed coordinate systemcan

be examined. This positioning is generally done either manually or by training a

class-specializedlearning algorithm with samplesof the classthat have beenhand-

labeled with parts or poses. In this chapter, we describe a novel method to achieve

this positioning using poorly alignedexamplesof a classwith no additional labeling.

Given a set of unaligned exemplarsof a class,such as faces,we automatically build

an alignment mechanism, without any additional labeling of parts or posesin the

data set. Using this alignment mechanism, new members of the class,such as faces

resulting from a face detector, can be preciselyaligned for the recognition process.

Our alignment method improves performance on a face recognition task, both over

unalignedimagesand over imagesalignedwith a facealignment algorithm speci�cally

developed for and trained on hand-labeled face images[35]. We also demonstrate

its use on an entirely di�eren t class of objects (cars), again without providing any

information about parts or poseto the learning algorithm.

3.1 In tro duction

The identi�cation of certain objects classes,such as facesor cars,can be dramat-

ically improved by �rst transforming a detectedobject into a canonicalpose. Such

registration reducesthe variabilit y that an identi�cation systemor classi�er must con-

tend with in the modeling process.Subsequent identi�cation cancondition on spatial
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position for a detailed analysisof the structure of the object in question. Thus, many

recognition algorithms assumethe prior rough alignment of objects to a canonical

pose[3, 41, 65,106]. In general, the better this alignment is, the better identi�cation

results will be. In fact, alignment itself hasemergedasan important sub-problemin

the face recognition literature [109], and a number of systemsexist for the detailed

alignment of speci�c categoriesof objects, such as faces[6, 14, 34, 39, 59,118, 119].

The e�ect of alignment on facerecognition can be seenin Figure 3.1. A common

approach to determining if the two imagespresented in the top row are of the same

personor not is to extract patches from the samelocation in each image and test

the patch-level similarit y. Due to di�erences in head pose,facial featuresappear in

di�eren t locations in each image, and therefore the image patches will have large

dissimilarity despiteboth imagesbeing of the sameperson. The red circles indicate

eyesand noseposition in the left image,and arenot present in the original images.In

this chapter, wepresent an unsupervisedmethod that automatically alignsthe images,

producing the bottom row of images. Alignment removes the undesiredvariabilit y

due to in-plane rotation and placesthe facial featuresinto closecorrespondence.

Previous work on face image alignment has focusedon the supervisedapproach

of Activ e AppearanceModels [14] and its extensions, such as Activ e Wavelet Net-

works [34], BayesianMixture Models [119],Direct AppearanceModels [59], variable

illumination [39],and BayesianTangent ShapeModels[118]. Thesemethodsrequirea

setof training imagesto bemanually labeledwith corresponding landmarks,typically

around 600 training imageswith 80 landmarks, such as in [118].

A somewhatdi�eren t method for facealignment is given by Berg et al. [6], which

usessupport vector machinesto detect speci�c facial features,such ascornersof eyes

and tip of nose.The SVMs are trained from 150hand labeledfaces,then the output

of the SVMs on new imagesis usedto align the imagesto a canonicalpose. While

this method works well for a subsetof the imagesin their data set, they throw out
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Figure 3.1: Top: A pair of imagesfrom the Labeled Facesin the Wild database,
where the objective is to determine if both imagesare of the sameperson or two
di�eren t people. Bottom: The samepair of images,after unsupervisedalignment. In
this instance,unwanted variabilit y due to in-plane rotation is removed, placing facial
featuresin both imagesinto the sameimage location and allowing for more accurate
face recognition. Red circles indicate eyes and noseposition in the left image, and
are not present in the original images.

imageswith low alignment score,eliminating over 20 percent of their training data.

Examplesof poor alignment results from Berg are shown in Figure 3.2.

Discarding bad alignments is appropriate for their application, where the goal

is to cluster imageswith similar identit y. However, our goal is to produce better

alignments for every image,for example to align imagesto improve recognition, and

for such applications onecannot discard di�cult to align images.

We point out that it is frequently much easier to obtain imagesthat are roughly

aligned than those that are preciselyaligned, indicating an important role for auto-

matic alignment procedures. For example, images of people can be easily acquired

using a camerain an indoor environment triggered by a motion detector. However,

the resulting imageswill not be preciselyaligned.

Although there exist many individual components to do both detection and recog-

nition, we believe one of the most signi�cant obstaclesto the creation of a complete
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Figure 3.2: Examplesof poor alignment using method of Berg et al.

end-to-end system capableof performing recognition from an arbitrary sceneis in

the di�cult y of alignment, the middle stageof the recognitionpipeline (Figure 2.2 in

Chapter 2). Often, the middle stageis ignored,with the assumptionthat the detector

will perform a rough alignment, leading to suboptimal recognition performance.

A system that did attempt to addressthe middle stage would su�er from two

signi�cant drawbacks of current alignment methods:

� They are typically designedor trained for a singleclassof objects, such asfaces.

� They require the manual labeling either of speci�c featuresof an object (like

the middle of the eye or the cornersof the mouth),1 or a descriptionof the pose

(such as orientation and position information).

As a result, thesemethods require signi�cant additional e�ort when applied to a

new classof objects. Either they must be redesignedfrom scratch, or a new data set

must be collected, identifying speci�c parts or posesof the new data set before an

alignment systemcanbe built. In contrast, systemsfor the detectionand recognition

stepsof the recognition pipeline only require simple, discrete labels, such as object

1Somesystems identify more than 80 landmarks per face for 200 to 600 faces[39, 118].
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versus non-object or pair match versus pair non-match, which are more straight-

forward to obtain, making thesesystemssigni�cantly easierto set up than current

systemsfor alignment, where even the form of the supervised input is very often

class-dependent.

Someprevious work has used detectors capable of returning some information

about object rotation, in addition to position and scale,such as, for faces,[45, 95].

Using the detectedrotation angle,along with the scaleand position of the detected

region, one could placeeach detectedobject into a canonicalpose. However, so far,

thesee�orts have only provided very rough alignment due to the lack of precisionin

estimating the poseparameters. For example,in [45], the rotation is only estimatedto

within 30degrees,sothat oneof 12rotation-speci�c detectorscanbe used. Moreover,

even in the caseof frontal faces,position and scaleare only roughly estimated, and,

in fact, for faceimages,we usethis as a starting point and show that a more precise

alignment can be obtained.

More concretely, in this chapter, we describe a systemthat, given a collection of

imagesfrom a particular class,automatically generatesan \alignment machine" for

that object class. The alignment machine, which we call an image funnel, takes as

input a poorly aligned exampleof the classand returns a well-alignedversionof the

example. The systemis fully automatic in that it is not necessary to label parts of

the objects or identify their initial poses,or even specify what constitutes an aligned

imagethrough an explicitly labeledcanonicalpose,although it is important that the

objects be roughly aligned to begin with. For example,our systemcan take a set of

imagesasoutput by the Viola-Jonesfacedetector, and return an imagefunnel which

signi�cantly improvesthe subsequent alignment of facial images.

(We note that the term alignment has a special meaning in the face recognition

community, whereit is often usedto refer to the localization of speci�c facial features.

Here,becausewe are using imagesfrom a variety of di�eren t classes,we usethe term
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alignment to refer to the recti�c ation of a set of objects that placesthe objects into

the same canonical pose. The purpose of our alignments is not to identify parts

of objects, but rather to improve positioning for subsequent processing,such as an

identi�cation task.)

3.1.1 Previous Work

The problem of automatic alignment from a set of exemplarshasbeenaddressed

previously by Learned-Miller's congealing procedure[51]. Congealingastraditionally

described works directly on the pixel values in each image, minimizing the entropy

of each column of pixels (a pixel stack) through the data set. This procedureworks

well when the main sourceof variabilit y in a pixel value is due to misregistration.

Congealinghas proven to work well on simple binary handwritten digits [63] and

magnetic resonanceimage volumes [52, 121], as well as on curve data [62]. These

data setsare free of many of the most vexing typesof noisein images.In particular,

the goal of this work was to extend congealing-style methods to handle real-world

imagecomplexity, including phenomenasuch as

� complexand variable lighting e�ects,

� occlusions,

� highly varied foreground objects (for example, for faces,arising from varying

headshape, hair, beards,glasses,hats, and so forth), and

� highly varied backgrounds.

For example, on a realistic set of face images taken from news photographs,

straightforward implementations of congealingdid not work at all. To make the

generalapproach of congealingwork on this type of complex images,we neededto

de�ne features for congealingthat ignore unimportant variabilit y, such as lighting;

have a large capture range;and are not sensitive to the clustering procedurewe use
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to obtain the �rst two properties. The details of the extension are developed in

Section3.3.

Another information theoretic method waspreviouslyproposedby Kim et al. [47].

However, that method solves the separateproblem of computing correspondences

betweentwo highly similar imagestaken from a stereopair usingmutual information,

whereasour method jointly alignsan entire setof highly variable imagesusingentropy

minimization.

We demonstrateour systemon di�eren t classesof images: frontal facesand rear

views of cars. For faces,we show high quality results on the Facesin the Wild data

set [5], which contains many di�eren t peopleunderdi�eren t posesand lighting, on top

of complexbackgrounds,in contrast to the data setson which many other alignment

methods are tested, which contain a limited number of peoplein front of controlled

backgrounds. We then show similar quality alignment resultson cars,using the same

out-of-the-box codeasusedfor the faces,without the needfor any training or labeling.

In addition, we do detailed comparisonsof our results in frontal facerecti�cation

with previouswork by Zhou et al. [118]. In particular, we show that face identi�ers

built using our recti�ed imagesoutperform an identi� er built usingimagesthat either

have not beenpre-processedand even exceedsan identi�er built from imagesaligned

using Zhou's supervisedalignment method.

3.2 Congealing

We �rst review the basics of congealing. Addition al details can be found in

Miller [64]. In Section 3.3 we show how to extend this framework to handle com-

plex images.
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3.2.1 Distribution Field

A key concept in congealingis the distribution �eld . Let X = f 1; 2; : : : ;M g

be the set containing all possiblefeature valuesat a given pixel. For example,using

intensity valuesas features, for a binary image, M = 2, and for a grayscaleimage,

M = 256. A distribution �eld is a distribution over X at each pixel, so for a binary

feature, a distribution �eld would be a distribution over f 0; 1g at each pixel in the

image.

One can view the distribution �eld as a generative independent pixel model of

imagesby placing a random variable X i at each pixel location i . An image then

consistsof a draw from the alphabet X for each X i accordingto the distribution over

X at the i th pixel of the distribution � eld.

Another important conceptin congealingis the pixel stack, which consistsof the

set of valueswith domain X at a speci�c pixel location acrossa set of images.Thus,

the empirical distribution at a given pixel of a distribution �eld is determinedby the

pixel stack at that pixel location.

Congealingproceedsby iterativ ely computing the empirical distribution de�ned

by a set of images,then for each image,choosinga transformation (for example,over

the setof a�ne transformations) that reducesthe entropy of the distribution �eld. An

important point is that, under an independent pixel model and uniform distribution

over transformations,minimizing the entropy of the distribution �eld is equivalent to

maximizing the likelihood accordingto the distribution �eld [51].

Therefore,an equivalent formulation of congealingis the following: compute the

empirical distribution �eld of a set of images,�nd the transformation for each image

that increasesthe likelihood of the imageunder the transformation accordingto the

distribution �e ld, then recalculatethe distribution �eld accordingto the transformed

images,and iterate until convergence.
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Figure 3.3: Schematic illustration of congealingof one dimensionalbinary images,
wherethe transformation spaceis left-right translation

3.2.2 Image Funnel

Once congealinghas beenperformed on a set of images,for examplea training

set for a facerecognition algorithm, there is the questionof how to align additional

images,such as from a new test set. Theoretically, one could align new imagesby

inserting them into the training set and re-running the congealingalgorithm on all

the images,but a more e�cien t technique can be usedby keepingthe distribution

�elds producedat each iteration of congealing[51].

By maintaining the sequenceof distribution �elds from each iteration of congeal-

ing, one canalign a new imageby transforming it, at each iteration, accordingto the

saved distribution �eld from the corresponding iteration of the original congealing.

The sequenceof distribution �elds beginsat higher entropy asthe imagesare initially

unaligned,and decreasesin entropy as the imagesare iterativ ely alignedduring con-

gealing. When aligning a new imageaccordingto this sequenceof distribution �elds,

the imageis sharpened from the initial \w ide" distribution to the � nal \narrow" dis-

tribution, and for this reasonwe refer to the learnedsequenceof distribution �elds

of the training congealingasan image funnel , and we will refer to the alignment of

a new image accordingto the image funnel as funneling to distinguish it from the

original congealing.
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Figure 3.3 illustrates the processof congealingon onedimensionalbinary images.

At each iteration, the distribution �eld is a function of the set of transformedimages,

and the sequenceof distribution �elds forms an imagefunnel that can be later used

to align new images.

3.3 Metho dology

3.3.1 Congealing with SIFT descriptors

We now describe how we have adaptedthe basiccongealing algorithm to work on

realistic sets of images. We considera sequenceof possiblechoicesfor the alphabet

X on which to congeal.In particular, we discusshow each choiceimprovesupon the

previouschoice,eventually leadingto an appropriate feature choicefor congealing on

complex images.

In applying congealingto complicatedimagessuch asfacesfrom newsphotographs,

a natural �r st attempt is to set the alphabet X over the possiblecolor valuesat each

pixel. However, the high variation present in color in the foregroundobject aswell as

the variation dueto lighting will causethe distribution �eld to havehigh entropy even

under a proper alignment, violating oneof the necessary conditions for congealingto

work.

Rather than consideringcolor, onecould set X to be binary, corresponding to the

absenceor presenceof an edgeat that pixel. However, another necessarycondition

for congealingto work is that there must be a \basin of attraction" at each point in

the parameterspacetoward a low entropy distribution.

For example, considertwo binary imagesa and bof the number 1, identical except

for an x-translation. When searching over possibletransformations to align b to a,

unlessthe consideredtransformation is closeenough to the exact displacement to

causeb and a to overlap, the transformation will not causeany changein the entropy

of the resulting distribution �eld.
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Another way of viewing the problemis that, whenX is over edgevalues,there will

be plateausin the objective function that congealingis minimizing, corresponding to

neighborhoods of transformations that do not causechangesin the amount of edge

overlap betweenimages,creating many zero-gradient problemsin the optimization.

Therefore,rather than simply taking the edgevalues,instead, to generatea basin

of attraction, one could integrate the edgevaluesover a window for each pixel. To

do this, we calculate the SIFT descriptor [61] over an 8x8 window for each pixel.

This givesthe desiredproperty, sinceif a sectionof onepixel's window sharessimilar

structure with a section of another pixel's window (need not be the corresponding

section), then the SIFT descriptorswill also be similar. In addition, using the SIFT

descriptor givesadditional robustnessto lighting.

Congealingdirectly with the SIFT descriptors has its own di�culties, as each

SIFT descriptor is a 32 dimensionalvector in our implementation, which is too large

of a spaceto estimate entropy without an extremely large amount of data. Instead,

we compute the SIFT descriptors for each pixel of each image in the set, and then

cluster theseusingk-meansto producea small set of clusters(in our experiments, we

have been using 12 clusters),and let X be over the possibleclusters. In other words,

the distribution �elds consistof distributions over the possibleclustersat each pixel.

After clustering, rather than assigninga cluster for each pixel, we instead do a

soft assignment of cluster values for each pixel. Congealingwith hard assignments

of pixels to clusterswould force each pixel to take one of a small number of cluster

values, leading to local plateaus in the optimization landscape. For example,in the

simplest case,doing a hard assignment with two clusters would lead to the same

zero-gradient problemsas discussedbeforewith edgevalues.

This problem of zero-gradients wasborne out by preliminary experiments we ran

using hard cluster assignments, wherewe found that the congealingalgorithm would
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terminate early without signi�cantly altering the initial alignment of any of the im-

ages.

To get around this problem,we model the pixel's SIFT descriptorsasbeinggener-

ated from a mixture of Gaussiansmodel, with one Gaussiancenteredat each cluster

center and � i 's for each cluster that maximize the likelihood of the labeling. Then,

for each pixel, we have a multinomial distribution with sizeequal to the number of

clusters, where the probability of an outcome i is equal to the probability that the

pixel belongsto cluster i . So, insteadof having an intensity value at each pixel, as in

traditional congealing,we have a vector of probabilities at each pixel.

The ideaof treating each pixel asa mixture of clustersis motivated by the analogy

to gray pixels in the binary image case. In the binary image case,a gray pixel is

interpreted asbeing a mixture of underlying black and white \subpixels" [51]. In the

sameway, rather than doing a hard assignment of a pixel to one cluster, we treat

each pixel as being a mixtu re of the underlying clusters.

3.3.2 Implemen tation

Following the notation in [51],supposewe have N faceimages,each with P pixels.

Let x j
i be the multi nomial distribution of the i th pixel in the j th image,x j

i (k) be the

probability of the kth element of the multinomial distribution in x j
i , and let x j 0

i be the

multinomial distribution of the i th pixel of the j th imageunder sometransformation

U j . Denote the pixel stack f x10

i ; x20

i ; : : : xN 0

i g as x0
i .

In our congealingalgorithm, we �rst compute the empirical distribution �eld de-

�ned by the imagesunder a particular set of transformations. De�ne D i (k) as the

probability of the kth element in the distribution at the i th pixel of the distribution

�eld. Then, D i (k) = 1
N

P
j x j 0

i (k). The entropy of a distribution at a particular pixel

i is equal to
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H (D i ) = �
X

k

D i (k) log2 D i (k): (3.1)

Thus, at each iteration in congealing,we wish to minimize the total entropy of

the distribution �eld
P P

i =1 H (D i ). This is equivalent to �nding, for each image, the

transformation that maximizes the log-likelihood of the image with respect to the

distribution �eld, e.g. the transformation that maximizes

PX

i =1

X

k

x j 0

i (k) logD i (k) (3.2)

for a given imagej . In our case,this maximization is doneover the transformations

de�ned by the four parameters, x-translation, y-translation, rotation, and scaling

(uniform in x and y), for each image. In our implementation, we do a hill climbing

step at each iteration that increasesthe likelihood with respect to the distribution

�eld at that iteration.

3.4 Exp erimen tal Results

In this section,we show experimental results of aligning two object classes,faces

and cars, and demonstrate accuracy improvement in the subsequent recognition of

facesdue to improved alignment.

3.4.1 Alignmen t on Faces in the Wild

We ran our alignment algorithm on 300 facesselectedrandomly from the �rst

300 clusters of the Facesin the Wild data set [5] (the predecessorto LFW). This

data set consistsof newsphotographsthat cover a wide variety of pose,illumination,

and background. We used the Viola-Jones face detector to extract the facesfrom

the images, and ran the images through the congealingalignment algorithm. A

representativ e sampleof 75 of the resulting aligned imagesafter congealingare given

in Figures 3.6, 3.7,and 3.8. Also shown are the original images,together with the

corresponding bounding boxesof the �nal alignments.
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For comparison,we aligned the sameset of imagesusing the Zhou face align-

ment [118] using their web interface,2 which returns the alignment as a set of con-

nected landmark points. The results are also presented in the alignment samples,

and one canseethat the two alignment methods are comparable,despite congealing

being unsupervised. Both methods do a good job of �nding the correct scaleof the

face, though in a few instancesthe Zhou alignment is thrown o�, such as by partial

occlusiondue to a tennis racquetor confusingthe bottom of the lip asthe chin. Both

methods also do a good job with respect to rotation, as is most evident in the �rst

picture of the sixth row.

3.4.2 Cars

We also show results on a separatedata set of 125 rear car images,taken from

di�eren t parking lots with variable background and lighting. Sinceour algorithm is

fully automatic, we were able to obtain these results using the samecode as with

faceswithout any labeling or training. A representativ e sampleof the �nal alignment

bounding boxes are given in Figure 3.5. Of the 50 images,only one is a clear error

(6th row, 2nd column), and one is a casewhere the algorithm rotated the image in

the right direction but not to a su�cien t degree(7th row, 4th column). Of the other

75 images,the �nal bounding box captures the correct scale,rotation, and position

of the car, with the exceptionof oneother car wherethe algorithm again rotated the

imagein the right direction but not su�cien tly. We emphasizeagain that no changes

of any kind were made to the code before running the car examples;the algorithm

ran directly as it did on the faces.We believe this is a dramatic demonstrationof the

generality of this method.

2http://facealignment.ius.cs.cmu.edu/alignment/webdemo.html
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3.4.3 Impro vement in Recognition

In addition, we alsotested the performanceof a facerecognizeron three di�eren t

alignment processes.We useda hyper-featurebasedrecognizerof Jain et al. [41]with

500 randomly selectedtraining pairs and 500 randomly selected test pairs from the

Facesin the Wild data set.

For the baselineof our comparison,we trained and tested the recognizerwith the

unaligned face imagesfound by the Viola-Jones face detector. Next, we examined

how aligning the faceimageswith the Zhou method and with congealingwould a�ect

the results. Weusedthe unalignedimagesfrom the Viola-Jonesfacedetectorasinput

into the two systems,which, for each image,producea similarit y transformation used

to align that particular image. For the congealingalignment, wealignedthe imagesby

funneling the output of the Viola-Jonesfacedetector using the imagefunnel learned

from congealingon the 300 facesabove.

We choseto compareagainst the Zhou alignment algorithm rather than the Berg

method presented in [6]. The Berg algorithm usessupport vector machinesto detect

speci�c facial features, such as cornersof eyes and tip of nose, that are then used

to align the images to a canonical pose. Although this method works well for a

subsetof the imagesin their data, they throw out imageswith low alignment score,

eliminating a large number of faces.While discardingbad alignments is appropriate

for their application, for the purposeof recognition, one cannot discard di�cult to

align images.

On the other hand, the Zhou systemis designedfor detectionand facepoint local-

ization in addition to poseestimation, and not speci�cally to improve classi�cation

accuracy. However, it is reasonableto adopt the systemfor the purposesof alignment

to a �xed coordinate system and seemedto align facesas well as anything elsewe

found. We took care to make the comparisonfair (by using the default unaligned
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image when no facewas detectedby the Zhou systemand by manually picking the

best face when the Zhou systemdetectedmultiple facesfor a given image).
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Figure 3.4: ROC curves and area under curves for recognition. Using face images
alignedwith congealingduring both training and testing of a faceidenti�er uniformly
improvesaccuracy, not only over imagesdirectly from the Viola-Jonesdetector (\un-
aligned") but also on imagesthat have been aligned using the method of Zhou et
al.

The ROC curves for the recognition, as well as the area under the curves, are

given in Figure 3.4. From this � gure, it is clear that our method, which is completely

automatedand requiresno labelingof poseor parts, substantially improvesthe results

of recognitionover the outputs of the Viola-Jonesfacedetector, and even exceedsthe

supervisedalignment method of Zhou in performancebene�t to recognition.

3.5 Discussion

In this chapter, we have presented an unsupervised technique for jointly align-

ing imagesunder complex backgrounds, lighting, and foreground appearance. Our
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method obviates hand-labeling hundreds of images while maintaining comparable

performancewith supervisedtechniques. In addition, our method increasesthe per-

formanceof a facerecognizerby preciselyaligning the images.Of course,our method

is not completely unsupervised in the sensethat it must be provided with images

of objects of a particular class. However, in many scenarios, such imagescan be

automatically acquired,especially sincedetailed alignment is not a requirement.

One possibleextensionof our method is to align imagesin a two part process:

First, all the imagesare alignedusingcongealing,then the quality of the alignment is

estimatedfor each imagesothat poorly alignedimagescanbe re-alignedin a separate

secondstage. The quality of the alignment could be estimatedfrom the likelihood of

each imageunder its alignment accordingto the �nal distribution �eld.

Another possibleextensionis to use the multi-view face detector in [45] to �rst

separateface imagesinto three separatecategories: frontal, left pro�le, and right

pro�le, and then attempt to align each categoryof facesindividuall y.
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Figure 3.5: Input to congealingwith bounding boxesof �nal alignment
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CHAPTER 4

DEEP LEARNING FOR FA CE VERIFICA TION

Most modern facerecognition systemsrely on a feature representation given by a

hand-craftedimagedescriptor,such asLocal Binary Patterns (LBP) [76],and achieve

improved performanceby combining several such representations. In this chapter, we

proposedeep learning as a natural sourcefor obtaining additional, complementary

representations.

To learn features in high resolution images,we make use of convolutional deep

belief networks [55]. Moreover, to take advantage of global structure in an object

class,wedeveloplocal convolutional RBMs, a novel extension of convolutional models

that make use of this structure by not assumingstationarity of featuresacrossthe

image, while maintaining scalability and robustnessto small misalignments. We

also present a novel application of deeplearning to representations other than pixel

intensity values, such as LBP. We compareperformance of networks trained using

unsupervised learning against networks with random �lters, and show empirically

that learning weights is necessaryfor obtaining good multi-layer representations, and

additionally provides robustnessto the choiceof network architecture parameters.

We show that a recognitionsystemusingonly representations obtained from deep

learningcanachievecomparable accuracywith a systemusinga combination of hand-

crafted image descriptors. By further combining the two representations, we can

achieve state of the art results on LFW.
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4.1 In tro duction

There hasbeena signi�cant amount of progressmadein the areaof facerecogni-

tion, with recent research focusingon the faceveri�cation (pair matching) problem.

As described in more detail in Chapter 2, in this set-up, pairs of imagesare given at

training time, along with a label indicating whether the pair contains two imagesof

the sameperson(matched pair), or two imagesof two di�eren t persons(mismatched

pair). At test time, a new pair of imagesis presented, and the task is to assignthe

appropriate matched/mismatched label. Unlike other face recognition problem for-

mulations, it is not assumedthat the personidentities in the training and test sets

have any overlap, and often the two setsare disjoint.

This set-up removes one of the fundamental assumptionsof the traditional ex-

perimental design, making it possible to perform recognition on never-before-seen

faces. Another important assumptionthat has beenrelaxed recently is the amount

of control the experimenter hasover the acquisition of the images. In unconstrained

face veri�cation, the only assumption made is that the face imageswere detected

by a standard face detector. In particular, imagescontain signi�cant variations in

nuisancefactors such as complex background, lighting, pose,and occlusions. These

factors lead to largeintra-classdi�erences,making the unconstrainedfaceveri�cation

problem very di�cult.

The current standard for benchmarking performanceon unconstrainedfaceveri�-

cation is the LabeledFacesin the Wild (LFW) data setpresented in Chapter 2. Since

the releaseof the database,classi�cation accuracyon LFW has improved dramati-

cally, from initial methods getting lessthan 0.75accuracyto current state-of-the-art

methods getting 0.84to 0.86accuracy[112].

The majorit y of existing methods for faceveri�cation rely on feature representa-

tions given by hand-crafted image descriptors, such as SIFT [61] and Local Binary

Patterns (LBP) [76]. Further performanceincreasesare obtained by combining sev-
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eral of these descriptors [112]. Rather than spending time attempting to engineer

new image descriptors by hand, we instead proposeobtaining new representations

automatically through unsupervised feature learning with deep network architec-

tures [31, 4,90, 87,50].

Theserepresentations o�er several advantagesover thoseobtained through hand-

crafted descriptors. They can capture higher order statist ics such as corners and

contours, and can be tuned to the statistics of the speci�c object classesbeing con-

sidered (e.g., faces). An end system making use of deep learning features can be

more readily adaptedto new domainswherethe hand-crafteddescriptors may not be

appropriate.

The primary contributions madein this chapter are:

1. We develop local convolutional RBMs, a novel extensionof convolutional RBMs

that areable to adapt to the global structure in an object class,while still being

able to scaleto high resolutional imagesand be robust to minor misalignment.

2. We present a novel application of deeplearning to a Local Binary Pattern rep-

resentation rather than pixel intensity representation, demonstrating the po-

tential to learn additional representations that capture higher order statistics

of hand-crafted imagedescriptors.

3. We evaluate the role of learning in deepconvolutional architectures, and �nd

that although random �lters perform surprisingly well for single layer models

(consistent with work such as [98]), learning �lters is necessaryto obtain use-

ful multi-layer networks, and also helps in being more robust to the choice of

architectural hyperparameters.

4. Wedemonstratethat, despitethe amount of e�ort spent engineeringgood image

descriptors,by using representations obtained from deeplearning, we are able
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to achieve comparableaccuracywith state of the art methods usingthesehand-

crafted descriptors. Moreover, the information captured by the deep learning

representations is complementary to the hand-crafteddescriptors, and by com-

bining the two setsof representations, we are able to improve the state of the

art faceveri�cation results on LFW.

4.2 Background

Herewereviewrelevant work on unconstrainedfaceveri�cati on and on deepbelief

networks for feature representation.

4.2.1 Unconstrained Face Veri�cation

As mentioned in the introduction, the top performing face recognition systems

generally use somenumber of hand-crafted image descriptors such as LBP. Cao et

al. [11] form a pixel-level feature representation by circular samplingsimilar to LBP,

then quantize these feature vectors using random-projection trees. Classi�cation is

doneusing multiple representations and comparingL2 distance.

Wolf et al. [112]usea \One-Shot Similarity" (OSS) measureand extensionssuch

as \Tw o-Shot Similarity" (TSS). The idea of OSSis to learn a discriminative model

speci�c to a pair of test imagesby using a set of background samples. A model is

learnedthat separatesone imagein the pair from the background images,and is then

applied to classify the other image in the pair, and this is repeated for the other

image. By combining OSSand TSS using both linear discriminant analysis (LDA)

and support vector machines(SVM), over variants of LBP and SIFT descriptors,this

method hasset the current state-of-the-art results on LFW.

Nguyenand Bai [71]apply cosinesimilarit y learningmetric (CSML) to faceveri�-

cation, combining pixel intensity, LBP, and Gabor representations. As this approach
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achieveshigh accuracyusing a small number of representations comparedwith [112],

we usea variation on this method in our work, which we describe in Section 4.3.

Kumar et al. [49] take a di�e rent approach, using additional outside supervised

training data to learn binary classi�ers for attributes such as gender, goatee, and

round face,and binary classi�ers that recognizea particular facial regionof a partic-

ular person, referred to as simile classi�ers. Face imagesare represented as vectors

over the outputs of thesedi�eren t classi�ers, and classi�cation is performedusing an

SVM with a radial basisfunction kernel.

Deeplearninghasalsobeenpreviouslyappliedto faceveri�catio n, and wedescribe

this method in the next section. Pinto and Cox [82] also make useof a multi-layer

architecture, where,rather than learning�lters, they perform high-throughput screen-

ing by employing high-end graphicshardware and performing brute-force search for

good feature representations.

Yin et al. [114] leverageposeinformation from the Multi-PIE facedatabase[28],

in the form of imagesof the samefacetakenfrom a number of known poses,and apply

this information to handle intra-classvariation in LFW. By attempting to correct for

intra-personalvariation, they achieve state of the art performance,for methods that

make useof labeled training data external to LFW.

4.2.2 DBNs and Learning

A deep belief network (DBN) is a generative graphical model consisting of a

layer of visible units and multi ple layers of hidden units, where each layer encodes

correlations in the units in the layer below [31]. DBNs and related unsupervised

learning algorithms such as auto-encoders [4] and sparsecoding [77, 53] have been

used to learn higher-level feature representations from unlabeled data, suitable for

usein tasks such as classi�cation. Thesemethods have beensuccessfullyapplied to
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computer vision tasks [89, 117,55, 113,88, 43], as well as audio recognition [56, 66],

natural languageprocessing[13], and information retrieval [96].

Nair and Hinton [69] applied deep learning to object recognition and face veri-

�cation, using a modi�cation to binomial units that they refer to as noisy recti�ed

linear units. To make learning computationally tractable, they subsamplethe face

imagesto 32x32. In addition, their method was not translation invariant and had to

rely on manual alignment through hand-correctedeye coordinates as preprocessing.

In contrast, we take a convolutional learning approach, thus we are able to train the

modelsdirectly on the full-sized imageswithout relying on carefulmanual alignment.

As other related work, Ranzato et al. [91] proposed a deep generative model

with applications to facerecognition (e.g., classi�cation). Also, Susskindet al. [103]

applied3-way RBMs for modelingpairs of faceimages.Comparedto thesemodels,we

considermore scalablealgorithms that can be applied larger-sizedimages(150x150

pixels vs. 48x48pixels) and focus on the challengingtask of faceveri�cation.

Our work also studies three di�eren t strategies for training the deep learning

architecture. The straightforward approach is to train the model using imagesdrawn

from the samedistribution asthe distribution the test imagesaredrawn from, which in

our casewould be learning from facesin the training set. In many machine learning

problems, however, we are given only a limited amount of labeled data, and this

can causean over�tting problem. Thus, we also examinethe strategy of self-taught

learning [86] (related to semi-supervisedlearning [72,12] and transfer learning [105]).

The idea of self-taught learning is to use a large amount of unlabeled data from a

generative distributio n that is di� erent from that of the labeleddata, and \transfer"

low-level structures that can be shared between unlabeled and labeled data. For

instance,we can imagine, for a binary imageclassi�cation problem of classifying cars

versusmotorcycles,using a virtually unlimited amount of unlabeled imagesthat can

be cheaply obtained through the web.
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In the caseof genericobject categorization tasks, Raina et al. [86] and Lee et

al. [55] have shown successfulapplications of self-taught learning, using sparsecod-

ing and deep belief networks to learn feature representations from natural images.

However, self-taught learning hasnot beenusedfor faceveri�cation tasks.

Unlikecategorizinggenericobject images,faceveri�cation focuseson a much more

restricted subsetof images(i.e., faces),requiring a �ne granularit y of discrimination

solelybetweenimageswithin this restricted class.Therefore,there aretwo interesting

questions: �rst, whether features learned from faces, which have been trained to

be useful for generatingface images,are useful for discriminating betweendi�eren t

faces;and second,whether featuresobtained from self-taught learning capture useful

structures and representations that can be \transferred" from natural imagesto the

faceveri�cation problem.

In addition, recent work has shown that random �lter s cangive good performance

in a convolutional architecture [98]. This has led to the suggestionthat one test

di�eren t architecturesquickly usingrandom�lters, and then selectthe top performing

architecture to use with learned weights. In this chapter, we evaluate this strategy

for the task of faceveri�cation using a multiple-layer deeparchitecture.

4.3 Metho ds

In this section, we describe the face veri�cat ion algorithm we use and the deep

learningarchitectureswe apply to learnrepresentations for the veri�cation algorithm.

4.3.1 Recognition Algorithm

Our faceveri�cation algorithm is a metric-learning approach inspired by Cosine

Similarity Metric Learning(CSML) [71]. For the hand-craftedmodel, weusethe same

featuresasin CSML (pixel intensity, LBP, Gabor). For all featurerepresentations, we

usePCA to reducethe dimensionality to 500. We then apply Information-Theoretic
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Metric Learning (ITML) [17] to producea Mahalanobix matrix M , and then perform

a Choleskydecomposition yielding a matrix A such that A0A = M .

Letting x be the representation of an imageafter applying PCA, we obtain a fea-

ture vector for an imageby unit-normalizing Ax . We then form a feature vector for

a pair of imagesby combining the imagefeature vectorsusing element-wise multipli-

cation. Finally, we apply a linear SVM to the feature vectors for pairs of imagesto

perform faceveri�cation.

In practice, we �nd that usingITML improvesperformanceover CSML by several

percentage points. Note that if A is the identit y matrix and the weights of the

SVM are 1, then our systemreducesto cosinesimilarit y. Consistent with previous

work [11], we found that compressionusing PCA followed by normalization gave the

best performance.

4.3.2 Deep Learning

We �rst review the convolutional restricted Boltzmann machine (CRBM) and the

convolutional deepbelief network (CDBN) [55]. We then present its extension,the

local CRBM.

4.3.2.1 Convolutional RB M and DBN

The convolutional restricted Boltzmann machine is an extensionof the restricted

Boltzmann machine (RBM). The RBM is a Markov random �eld with a hidden layer

and a visible layer (corresponding to imagepixels in computer vision problems),with

bipartite connectionsbetweenthe layers(i.e., there are no connectionsamongvisible

nodesor among hidden nodes). In a CRBM, rather than fully connectingthe hidden

layer and visible layer, the weights betweenthe hidden units and the visible units are

local (i.e., 10x10pixels instead of full image) and sharedamongall locations in the

hidden units. The CRBM captures the intuition that if a certain image feature (or

pattern) is useful in somelocationsof the image,then the sameimagefeaturecanalso
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Figure 4.1: Schematic diagramof convolutional RBM with probabilistic max-pooling.
For illustration, we usedpooling ratio C = 2 and number of �lters K = 4. Seetext
for details.

be useful in other locations. Moreover, by tying the weights betweendi�eren t hidden

units, the amount of training data usedto estimatea particular weight is increased.

In this chapter, we utilize a convolutional RBM with real-valued visible input

nodesv and binary-valued hidden nodesh. The visible input nodescan be viewed

as pixel valuesin the NV � NV pixel image, and the hidden nodesare organizedin

2-D con�gurations (i.e., v 2 RNV � NV and h 2 f 0; 1gNH � NH ).

An illustration of a CRBM can be found in Figure 4.1. The CRBM has three

setsof parameters: (1) K convolution �lter weights betweena hidden node and the

visible nodes,whereeach �lter is NW � NW pixels (i.e., W k 2 RNW � NW ; k = 1; :::;K );

(2) hidden biasesbk 2 R that are sharedamonghidden nodes;and (3) a visible bias

c 2 R that is sharedamongvisible nodes.

To make CRBMs more scalable,Lee et al. further developed \probabilistic max-

pooling", a technique for incorporating local translation invariance. Max-pooling

refers to operations wherea local neighborhood (e.g., 2x2 grid) of feature detection

outputs is shrunk to a pooling node by computing the maximum of the local neigh-

bors. Max-pooling makesthe feature representation becomemore invariant to local
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translations in the input data, and it hasbeenshown to be useful in many computer

vision problems[43, 9]. Probabilistic max-pooling enablesthe CRBM to incorporate

max-pooling like behavior, while allowing probabilistic inference(such as bottom-up

and top-down inference). It further enablesincreasinglymore invariant representa-

tions as we stack CRBMs [27].

We can de�ne the energy function of the probabilistic max-pooling CRBM as

follows:

P(v; h) =
1
Z

exp(� E(v; h))

E(v; h) = �
KX

k=1

NHX

i;j =1

NWX

r ;s=1

hk
ij W k

r svi + r � 1;j + s� 1 +

NVX

i;j =1

1
2

v2
ij �

KX

k=1

bk

NHX

i;j =1

hk
ij � c

NVX

i;j =1

vij

s:t :
X

(i;j )2 B �

hk
i;j � 1; 8k; � :

Here, B � refers to a C � C block of locally neighboring hidden units hk
i;j that are

pooled to a pooling node pk
� .

Under this energyfunction, the conditional probabilities can be computedas fol-

lows:

P(vij = 1jh) = N ((
X

k

W k � f hk) ij + c;1) (4.1)

P(hk
i;j = 1jv) =

exp(I (hk
i;j ))

1 +
P

(i 0;j 0)2 B �
exp(I (hk

i 0;j 0))
; (4.2)

where I (hk
ij ) , bk + ( ~W k � v v) ij , N (�) is a normal distribution, ~W refers to ipping

the original �l ter W in both upside-down and left-right directions, � v denotesvalid

convolution, and � f denotesfull convolution.1

1Let v 2 RN V � N V , h 2 f 0; 1gN H � N H , and W k 2 RN W � N W , with NH = NV � NW + 1. By
valid convolution, we mean the region of the convolution that is computed without using any zero-
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At the sametime, the pooling node pk
� is a stochastic random variable that is

de�ned aspk
� ,

P
(i;j )2 B �

hk
i;j , and the marginal posterior can be written asa softmax

function:

P(pk
� = 1jv) =

P
(i 0;j 0)2 B �

exp(I (hk
i 0;j 0)

1 +
P

(i 0;j 0)2 B �
exp(I (hk

i 0;j 0))
: (4.3)

When sampling from the posterior (given the visible nodes),we cane�cien tly sample

the hidden nodes in each block in parallel from multinomial distributions, then set

the pooling node valuesaccordingly.

The objective function is the log-likelihood of the training data. Although exact

maximum likelihood training is intractable, the contrastive divergenceapproximation

allows us to estimatean approximate gradient e�cien tly [30]. Contrastive divergence

is not unbiased,but haslow variance,and hasbeensuccessfullyapplied in optimizing

many undirected graphical models that have intractable partition functions [94, 110,

31].

As in Lee et al., we also apply sparsity regularization. Sincethe model is highly

over-complete, it is necessaryto regularize the model to prevent it from learning

trivial or uninteresting feature representations (cf., see[77, 90] for other methods for

enforcingsparsity.) Speci�cally, we add a sparsity penalty term to the log-likelihood

objective to encourageeach hidden unit group to have a mean activation closeto a

small constant. We implemented this with the following simpleupdate rule (following

each contrastive divergenceupdate):

� bk / p �
1

N 2
H

X

i;j

P(hk
ij = 1jv); (4.4)

padding, such that W k � v v producesa result of sizeNH � NH . By full convolution, we mean that
zero-paddingis used,such that W k � f hk producesa result of sizeNV � NV .
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wherep is a target sparsit y, and each imageis treated asa mini-batch (meaningthat

the CRBM parametersare updated after processingeach image). The learning rate

for the sparsity updates was chosento make the hidden group's averageactivation

(over entire training data) closeto the target sparsity, while allowing variations of

activations depending on speci�c input images.

Sohnet al. [101]showed that the sparseRBM could be seenasa relaxation of an

RBM with a softmax constraint (where at most one hidden unit is activated), and

further, that an RBM with softmaxconstraint and Gaussianvisible units is equivalent

to a Gaussianmixture model. They showed that better results could be obtained by

initializing the weights in a sparseRBM usingthe output of a Gaussianmixture model

trained using expectation maximization. We usethis sameinitialization strategy. In

Appendix B, wegive the details on initializing a sparseRBM with binary visible units

using an equivalenceto a mixture of Bernoullis model.

After training a max-pooling CRBM, we can use it to compute the posterior

of the hidden (pooling) units given the input data. These hidden (pooling) unit

\activ ations" can be usedas input to further train the next CRBM layer.

By stacking the CRBMs, the algorithm can capture high-level features,such as

hierarchical object-part decompositions. In our experiments, we trained up to the

third layer. After constructing a convolutional deepbelief network, we perform (ap-

proximate) inferenceof the whole network in a feedforward (bottom-up) manner.

4.3.2.2 Lo cal Convolutional RBM

The weight sharingschemein a CRBM assumesthat the distribution over features

is stationary in an image with respect to position. However, for imagesbelonging

to a speci�c object class, such as faces, this assumption is no longer true. One

strategy for removing this stationarity assumption is to connect each hidden unit

to only a local receptive �eld in the visible image, as in the CRBM, but remove
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the parameter tying betweenweights for di�eren t hidden units [91]. However, even

with only local connections, without any parameter tying, it is computationally and

statistically intractable to scalethis model to high resolution imagessuch as usedin

LFW, where the full imageshave 250x250resolution. Moreover, without parameter

tying, the model becomessensitive to local deformationsand misalignments.

To maintain the advantagesof a CRBM while taking advantageof global structure,

we divide the image into a number of overlapping regions. A local convolutional

restricted Boltzmann machine extendsthe CRBM by using a separateset of weights

for each region. When trained on imageswith someglobal structure, a local CRBM

can learn a moree�cien t representation than a CRBM sincefeaturesareonly learned

for a particular position if they are useful for the corresponding region. Moreover,

since features are no longer shared globally, a local CRBM may be able to avoid

spuriousactivations of a feature that is only present in a certain location.

Wecanformulate a local CRBM asfollows. First, wedivide the imageinto L over-

lapping regions,with the l-th regionde�ned asf Rl : (r l
min ; r l

max ; cl
min ; cl

max )g, wherer

and c represent row or column index for the region in the image. For convenienceof

presentation, we assumethat each region is square,with height and width equal to

NR . We denoteby V l the \submatrix" of the visible units that correspond to the l-th

region. Let each region have K �lters W l
k of sizeNw � Nw . The hidden units hl

k are

binary random variableswith 2D spatial structure, having sizeNH , NR � NW + 1.

We cannow de�ne the energyfunction of the local convolutional RBM asfollows:2

E(v; h) = �
LX

l=1

KX

k=1

�
V l � fW l

k

� K
H l

k

+
X

ij

1
2

(V l
ij � c)2 +

LX

l=1

KX

k=1

NHX

r =1

NHX

s=1

bl
k

�
H l

k

�
r ;s

;

2Note that we can also de�ne probabilistic max-pooling for the local CRBM. However, for the
simplicit y of presentation, we present a casewithout probabilistic max-pooling.
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where
J

is the element-wise product operator.

Given V �xed, the conditional probability of H can be de�ned as

P(H l
k jV l ) = � (V l � fW l

k + bl
k);

where the � (x) = 1
1+exp( � x) . We can also de�ne the conditional probability of the

visible units given the hidden units as

P(V jH ) = N

 
X

l

I l

 
X

k

W l
k � H l

k

!

+ c;I

!

:

I l (Y) is a projection operator from RNR � NR ! RNV � NV , where Y is an NR � NR

image usedto accumulate the contribution of each local region to the visible layer.

I l (Y) is de�ned as

�
I l (Yr 0;c0)

�
r ;c

=

8
>><

>>:

Yr 0;c0 if (r; c) = (r 0+ r l
min � 1; c0+ cl

min � 1)

0 otherwise:

With theseconditional probabilities, we cantrain the local CRBM following the same

procedureas for the CRBM using contrastive divergence.

4.3.2.3 Learning from Other Represen tations

Deep learning for images is usually performed by letting the visible units be

whitened pixel intensity values. We learn additional novel representations by learn-

ing deepnetworks on Local Binary Patterns, demonstratingthe potential for learning

representations that capturehigher order statistics of hand-craftedimagedescriptors.

Using uniform LBPs (at most two bitwise transitions), we have a 59 dimensionalbi-

nary vector at each pixel location. We � nd a small increasein performanceby �rst
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forming histogramsof 3x3 neighbors (averagepooling), and then learning a binary

CRBM on this representation.

4.4 Exp erimen ts

For our experiments, we usedthe LFW-a3 face imagesaligned using commercial

face alignment software, provided in [112].4 We use three croppings of each image

(150x150,125x75,100x100),resizing to the sameinput size for the visible layer, to

capture information at di�eren t scales.For self-taught learning, we usedimagesfrom

the Kyoto natural imagesdata set [18].5

We usedthe authors' implementation of ITML. 6. To solve the SVM, we usethe

ShogunToolbox [102].7 We set the SVM C parameter using the development view

of LFW. We optimized our CDBN code to usea GPU,8 allowing us to test a single

kernel systemin several minutes and learn weights in a DBN in lessthan an hour.

4.4.1 Setting Arc hitecture and Mo del Hyp erparameters

Oneof the challengesof usinga deeplearning architecture is the number of archi-

tecture and model hyperparametersthat onemust set. For a CDBN, we must decide

the size of the input image,and for each layer, the sizeof the �lters, number of �lters,

max-pooling region size,and sparsity of the hidden units when learning the �lters.

Saxeet al. [98] found somecorrelation betweenperformancewith random �lters

and learned � lters for a given architecture, and suggestedusing search over archi-

3http://www.openu.ac.il/home/hassner/data/lfwa/

4We used LFW-a, as these experiments were carried out prior to the development of the unsu-
pervised alignment method presented in Chapter 5.

5http://www.cnbc.cmu.edu/cplab/data_kyoto.html

6http://www.cs.utexas.edu/ ~pjain/itml/

7http://www.shogun-toolbox.org/

8We usedcode from Graham Taylor: http://www.cs.nyu.edu/ ~gwtaylor/code/GPUmat/ .
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Figure 4.2: Random �lter accuracyversuslearned �lter accuracy. The line indicates
the diagonal y = x. From this �gure, it can be seenthat although there is some
correlation betweenrandom�lter accuracyand learned�lter accuracy, learning �lters
has the bene�t of being robust to the choiceof architecture, increasingthe accuracy
signi�cantly for architectures whererandom �lters give low accuracy.

tectures with random �lter s as a proxy for selectinga best architecture to usewith

learnedweights.

We �rst evaluated the correlation betweenrandom weight and learnedweight per-

formancefor a one layer network with 16 di�eren t architectures, varying the above

architecture hyperparameters.Figure 4.2 shows a scatter plot of random weight per-

formanceversuslearnedweight performance. We �nd a somewhathigh correlation

of 0.40. However, a more interesting �nd ing is that the range of accuracies for the

learned �lters is much more concentrated around higher values comparedwith the

random �lters. Thus, we hypothesizethat, while networks with random �lters can

approach the sameaccuracy asnetworks with learned�lters, given the right architec-

ture, an added bene�t of learning is that the accuracybecomesmore robust to the

speci�c architecture hyperparameters.

Moreover, we �nd that multi-layer networks with random weights at each layer

yield representations that lead to near chancerecognition performance.Empirically,

this seemsto indicate that, at least for the faceveri�cation task, the non-linearities
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Source Rep. Layer Model Accuracy
Kyoto Int. 1 CRBM 0:8527
Faces Int. 1 CRBM 0:8530
Kyoto Int. 2 CRBM 0:8522
Faces Int. 2 CRBM 0:8457
Faces Int. 2 local CRBM 0:8508
Kyoto LBP 1 CRBM 0:8520
Faces LBP 1 CRBM 0:8485
Kyoto Int. 1+2 0:8572
Faces Int. 1+2 0:8582
Kyoto both 1+2 0:8660
Faces both 1+2 0:8642
both both 1+2 0:8688

Table4.1: Veri�cation accuracywith di�eren t deeplearningarchitecturesand training
sources. The secondcolumn indicates the representat ion for the visible units, and
Int. stands for whitened pixel intensity values. Top: Singlerepresentations. Bottom:
Combining representations with linear SVM.

in a multi-layer network is such that random �lters in a convolutional model do not

give good representations, and learning is necessary. Given these�ndings, we set the

hyperparametersby performing a coarsesearch over the possible values,and learning

and evaluating the model on the development view of LFW.

4.4.2 Results

The top sectionof Table 4.1 givesthe accuracyfor individual deeparchitectures.

Sinceweexpect the basicimagefeatureslearnedby a singlelayer CRBM to be largely

edge-like featuresthat are sharedthroughout the image, we apply our local CRBM

model only at the secondlayer. The second layer CRBM and local CRBM have

approximately the samesizehidden layer representation, but the local CRBM is able

to learn more �lters since they are speci�c to each region, and achieves a higher

accuracy. Figure 4.3 shows a visualization of the �lters learnedby the local CRBM.

The bottom sectionof Table 4.1 givesthe accuracy when combining the scoresfrom

multiple deeparchitectures using a linear SVM. As the di�eren t layersare capturing
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complementary information, we are able to achieve higher accuracyby fusing these

scores.

Figure 4.3: Visualization of sample�lters from the secondlayer local CRBM. Each
row represent �lters corresponding to each local region, where the training images
were divided into 9 half-overlapping regions(i.e., the sizeof each region is half the
image size). We can seethat the local CRBM capture characteristic facial parts
corresponding to the local regions.

Table 4.2 givesthe �nal accuracyof our systemusing the deeplearning represen-

tations, and the combined deeplearning and hand-craftedimagedescriptor represen-

tations, in comparisonwith other systemstrained using the image-restricted setting

of LFW. 9 Our system,using only deeplearning representations, is competitiv e with

state of the art methods that rely on a combination of descriptionsof hand-crafted

imagedescriptors,and achieveshighestaccuracyamongexisting deep learning meth-

ods, despite the fact that [69] usedmanual annotations of eye coordinates to align

the faces.

By combining the representations from deeplearning and hand-craftedimagede-

scriptors,weobtain further improvements and achievea newstate of the art accuracy.

9We do not compare with the published accuraciesof CSML [71] or High-Throughput Brain-
Inspired Features[82], as we believe both methods are using View 1 of LFW in a manner leading to
over�tting to View 2, given the overlap betweenthe two views. More information, and a discussion
of View 1/View 2 overlap, is presented in Appendix A. In the table, we give the accuracyof CSML
using our implementation, following the traini ng strategy presented in the CSML paper, which is
not the sameas the strategy usedto obtain the accuracynumbers in the CSML paper.
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Wolf et al. [112] combine hand-crafted image descriptorssuch as LBP, Gabor, and

SIFT, and additionally combine each of theserepresentations for six di�eren t simi-

larities metrics. Results for a single similarit y metric (OSS only) are also given in

Table 4.2. Our generalmethodology of learning additional representat ions through

deeplearning could also be applied to multiple similarit y metrics rather than just a

singlemetric, potentially further improving our results.

Similarly, the recent paper of Yin et al. [114],who achievestate of the art accuracy

using external training data containing pose information to handle intra-personal

variation, relieson a fusionof four di�eren t hand-craftedimagedescriptors,and could

alsopotentially be improved by adding additional deeplearning representations.

Method �̂ � SE

V1-like with MKL [85] 0:7935� 0:0055
Linear recti�ed units [69] 0:8073� 0:0134
CSML [71] 0:8418� 0:0048
Learning-baseddescriptor [11] 0:8445� 0:0046
Attribute and simile [49] 0:8529� 0:0123
OSSand TSS [112] 0:8683� 0:0034
OSSonly [112] 0:8207� 0:0041
Hand-crafted 0:8718� 0:0049
DeepLearning 0:8688� 0:0062
Combined 0:8777� 0:0062

Table4.2: Comparisonof our method with current state-of-the-art methods on LFW.
The right column givesmeanclassi�cation accuracyand standard error of the mean.

4.5 Analysis

We cangain additional insight into the faceveri�cation problem by looking at the

number of representations whosescorecorrectly classi�es each pair. Figure 4.4 give

a histogram over thesevalues, separately for mismatched pairs and matched pairs.

Interestingly, the pairs that are correctly classi�ed by few or no representations are

heavily skewed toward matched pairs.
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Figure 4.4: Histogramsover the number of representations correctly classifyingeach
pair, for matched and mismatched pairs (cut o� at 100pairs).
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Figure 4.5 shows all 53 pairs from View 2 that were incorrectly classi�ed by all

representations usedin our system. Theseimageshighlight a fundamental di�cult y

with faceveri�cation, and veri�cation within an object classin general,namely the

large amount of intra-classvariation due to matched pairs depicting the sameindi-

vidual from di�eren t viewpoints, aswell asfrom other nuisancefactors such aspartial

occlusions.

One di�cult y speci�c to LFW is that these matched pairs depicting the same

individual from di�eren t viewpoints are relatively rare, as the faceshad to �rst be

detectedby a frontal facedetector in order to be included in LFW. Therefore, there

may be insu�cien t training information within LFW itself to properly classifysuch

matched pairs. One solution is to try to add knowledge of how a single face can

appear from multiple viewpoints directly into the classi�cation system, such as the

approach taken by Yin et al. [114],who madeuseof this information as encoded in

the Multi-PIE data set.

It is also interesting to considerlesssupervisedmethods of learning this type of

three dimensionalstructure or being more robust to misalignments and occlusions.

Onepossibility is to arti�cially perturb the trainin g data to introducesuch errors;an-

other possibilit y is to learn correspondencesbetweendi�eren t viewpoints from video.

4.6 Discussion

We have demonstratedthat we can improve upon methods that utilize a combi-

nation of representations from hand-crafted image descriptorsby adding additional

representations from deeplearning. We obtain novel representations through a new

local convolutional RBM model and by applying deep learning to new visible data

such as LBP. By combining such deep learning representations with hand-crafted

descriptors, we achieve new state of the art accuracyon the LFW face veri�cation

database,and our methodology can be readily applied to other systemsas well.
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Figure 4.5: All pairs from LFW incorrectly classi�ed by all representations. The four
mismatched pairs have a red border; all other pairs are matched pairs.
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CHAPTER 5

DEEP LEARNING FOR FA CE ALIGNMENT

In Chapter 3, we developed a method for unsupervisedjoint alignment of images

that is able to improve performanceon recognition tasks such as face veri�cation.

Such alignment removed undesiredvariabilit y due to factors such aspose,while only

requiring weak supervision in the form of poorly aligned examples. However, this

work on unsupervisedalignment of complex, real world imagesrequired the careful

selectionof feature representation basedon hand-crafted imagedescriptors,in order

to achieve an appropriate, smooth optimization landscape.

In this chapter, we instead propose a novel combination of unsupervised joint

alignment with the unsupervised feature learning of Chapter 4. Speci�cally, we in-

corporate deeplearning into the congealingframework. Through deeplearning, we

obtain featuresthat can capture the imageat di�ering resolution basedon network

depth, and that is tuned to the statistics of the speci�c data being aligned. In ad-

dition, we modify the learning algorithm for the restricted Boltzmann machine by

incorporating a group sparsity penalty, leading to a topographicorganization on the

learned�lters and improving subsequent alignment results.

Weapply our proposedalgorithm to the unconstrainedfaceimagesof LFW. Using

the aligned imagesproducedby our proposedunsupervisedalgorithm, we achieve a

signi�cantly higher accuracy in faceveri�cation than obtained using the original face

images,prior work in unsupervisedalignment, andprior work in supervisedalignment.

We alsomatch the accuracyfor the best available, but unpublishedmethod.
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5.1 In tro duction

As previouslymentioned, oneof the most challengingaspectsof imagerecognition

is the largeamount of intra-classvariabilit y, from factors such aslighting, background,

pose,and perspective transformation. For tasks involving a speci�c object category,

such as face veri�cation, this intra-class variabilit y can often be much larger than

inter-classdi�erences. Recognitionperformancecan be signi�cantly improved by re-

moving undesiredintra-classvariabilit y by �rst aligning the imagesto somecanonical

poseor con�guration.

For instance, face veri�cation accuracy can be dramatically increasedthrough

image alignment, by detecting facial feature points on the image and then warping

thesepoints to a canonicalcon�guration . This alignment processcan lead to signi�-

cant gainsin recognitionaccuracyon real world faceveri�cation, even for algorithms

that were explicitly designedto be robust to somemisalignment [112]. Therefore,

the majorit y of facerecognition systemsevaluated on LFW currently make useof a

preprocessedversionof the data set known as LFW-a,1 wherethe imageshave been

aligned by a commercial�ducial point-basedsupervisedalignment method [104].

Fiducial point (or landmark-based)alignment algorithms [112, 19, 6, 118], how-

ever, require a large amount of supervision or manual e�ort. One must �rst decide

which �ducial points to use for the speci�c object class,and then obtain many ex-

ample imagepatchesof thesepoints. Thesemethods are thus hard to apply to new

object classes,sinceall of this manual collection of data must be re-done,and the

alignment results may be sensitive to the choice of �ducial points and quality of

training examples.

As discussedin Chapter 3, an alternative to this supervisedapproach is to take

a set of poorly aligned images(e.g., imagesdrawn from approximately the samedis-

1http://www.openu.ac.il/home/hassner/data/lfwa/
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tribution as the inputs to the recognition system) and attempt to make the images

more similar to each other, using somemeasureof joint similarit y such as entropy.

This is the congealingframework, whereby each image in a set of imagesis itera-

tiv ely transformed to reducethe total entropy of the set. Earlier, we showed how to

extend congealing to work on complex, real-world object classessuch as facesand

cars. However, this requireda careful selectionof hand-craftedfeature representation

(SIFT [61]) and soft clustering, and doesnot achieve as large of an improvement in

veri�cation accuracyas supervisedalignment (LFW-a).

In this chapter, we proposea novel combination of unsupervisedalignment and

unsupervisedfeaturelearning by incorporating deeplearning [31, 4,90, 87, 50]into the

congealingframework. Through deeplearning,wecanobtain a featurerepresentation

tuned to the statistics of the speci�c object classwe wish to align. Moreover, we

can capture the data at multi ple scalesby using multiple layers of a deep learning

architecture. In addition, we incorporate a group sparsity constraint into the deep

learning algorithm, leading to a topographic organization on the learned�lters, and

show that this in turn leads to improved alignment results. We apply our method

to unconstrained face imagesand demonstrate that, using the aligned images,we

achieve a signi�cantly higher faceveri�cation accuracythan obtained both using the

original face imagesand using the imagesproduced by prior work in unsupervised

alignment [35]. In addition, the accuracysurpassesthat achieved using supervised

�ducial points based alignment [19], and matches the accuracy using the LFW-a

imagesproducedby commercialsupervisedalignment.

5.2 Related Work

Cox et al. presented a variation of congealingfor unsupervisedalignment, where

the entropy similarit y measureis replacedwith a least-squaressimilarit y measure[15,

16]. Liu et al. extended congealing by modifying the objective function to allow
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for simultaneous alignment and clustering [60]. Zhu et al. developed a method for

non-rigid alignment using a model parameterizedby mesh vertex coordinates in a

deformableLucas-Kanadeformulation.

In this chapter, we choseto extend the original congealingmethod, rather than

other alignment frameworks, for several reasons. The algorithm usesentropy as a

measureof similarit y, rather than variance or least squares,thus allowing for the

alignment of data with multiple modes. Unlike other joint alignment procedures[15],

the main loop scaleslinearly with the number of imagesto be aligned,allowing for a

greaternumber of imagesto be jointly aligned, smoothing the optimization landscape.

Finally, congealingrequires only very weak supervision in the form of poorly aligned

images.

However, our proposedextensions, using features obtained from deep learning,

could also be applied to other algorithms, which have only been used with a pixel

intensity representation, such as least-squarescongealing[15, 16],and [120], which

allows for non-rigid transformations but requiresadditional supervision in the form

of object part (e.g., eye) detectorsspeci�c to the data to be aligned.

In addition, we augment the learning procedureused to train DBNs by adding

a group sparsity term, leading to a set of learned �lters with a linear topographic

organization. This idea is closelyrelated to the Group Lassofor regression[116]and

Topographic ICA [40], and has been applied to sparsecoding with basis functions

that form a generally two-dimensionaltopological map [46]. We extend this method

to basis functions that are learned in a convolutional manner, and to higher-order

featuresobtained from a multi-layer convolutional DBN.

5.3 Metho dology

We will be using the congealingterminology as discussedearlier in Section 3.2.

We will refer to the congealingalgorithm presented previously as SIFT congealing,
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in contrast with the congealingvariant presented in this section,which we refer to as

deepcongealing.

Given a set of poorly alignedfaceimages, our goal is to iterativ ely transform each

imageto reducethe total entropy over the pooling layer outputs of a CDBN applied

to each of the images. For a CDBN with K pooling layer groups, we now have K

location stacks at each imagelocation (after max-pooling), over a binary distribution

for each location stack.

GivenN unalignedfaceimages,let P bethe number of pooling units in each group

in the top-most layer of the CDBN. We usethe pooling unit probabilities, with the

interpretation that the pooling unit can be consideredasa mixture of sub-units that

are on and o� [51]. Letting p(n)
�;k be the � pooling unit in group k for imagen under

sometransformation Un , de�ne D �;k (1) = 1
N

P N
n=1 p(n)

�;k and D �;k (0) = 1 � D �;k (1).

Then, the entropy for a speci�c pooling unit is

H (D �;k ) = �
X

s2f 0;1g

D �;k (s) log(D �;k (s)) :

At each iteration of congealing,we �nd a transformation for each imagethat decreases

the total entropy
P K

k=1

P P
� =1 H (D �;k ). Note that if K = 1, this reducesto the

traditional congealingformulation on the binary output of the singlepooling layer.

5.3.1 Learning a Topology

As congealingreducesentropy by performing local hill-climbing in the transfor-

mation parameters,a key factor in the successof congealingis the smoothnessof this

optimization landscape. In SIFT congealing, smoothnessis achieved through soft

clustering and the properties of the SIFT descriptor. Speci�cally, to compute the

descriptor, the gradient is computedat each pixel location and addedto a weighted

histogram over a �xed number of angles.The histogram bins have a natural circular

topology. Therefore, the gradient at each location contributes to two neighboring
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histogram bins, weighted using linear interpolation. This leadsto a smoother opti-

mization landscape when congealing. For instance, if a face is rotated a fraction of

the correct angle to put it into a good alignment, there will be a corresponding partial

decreasein entropy due to this interpolated weighting.

In contrast, there is no topology on the �lters producedusing standard learning

of a CRBM. This may lead to plateausor local minima in the optimization landscape

with congealing, for instance,if a section of a faceis rotated betweentwo �lters. Thi s

problem may be particularly severe for �lters learned at deeper layers of a CDBN.

For instance,a second-layer CRBM trained on faceimages would likely learn multiple

�lters that resemble eye detectors, capturing slightly di�eren t t ypes and scalesof

eyes. If these�lters are activating independently, then the resulting entropy of a set

of imagesmay not decreaseeven if eyes in di�eren t imagesare brought into closer

alignment.

A CRBM is generally trained with sparsity regularization [54], such that each

�lter responds to a sparseset of input stimuli. A smooth optimization for congealing

requiresthat, as an imagepatch is transformed from onesuch sparseset to another,

the changein pooling unit activations is alsogradual rather than abrupt. Therefore,

we would like to learn �lters with a linear topological ordering, such that when a

particular pooling unit p�;k at location � and associated with �lter k is activated,

the pooling units at the samelocation, associated with nearby �lters, i.e., p�;k 0 for k0

closeto k, will alsohave partial activation. To learna topology on the learned�lters,

we add the following group sparsity penalty to the learning objective function (i.e.,

negative log-likelihood):

L sparsity = �
X

k;�

s X

k0

wk0� kp2
�;k 0

wherewd is a Gaussianweight ing, wd / exp(� d2

2� 2 ).
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Let the term array be usedto refer to the set of pooling units associated with a

particular �lter, i.e., p�;k for all locations � . Thi s regularization penalt y is a sum (L1

norm) of L2 norms, each of which is a Gaussianweighting, centered at a particular

array, of the pooling units acrosseach array at a speci�c location. In practice, rather

than weighting every array in each summand, we use a � xed kernel covering �v e

consecutive �lters, i.e., wd = 0 for jdj > 2.

The rationale behind such a regularization term is that an L1 norm encourages

sparsity whereasan L2 norm doesnot. This sumof L2 normsthusencouragessparsit y

at the group level, wherea group is a set of Gaussianweighted activations centered

at a particular array. Therefore, if two �lters are similar and tend to both activate

for the samevisible data, then a smaller penalty will be incurred if these�lters are

nearby in the topological ordering, as this will lead to a more sparserepresentation

at the group L2 level.

To account for this penalty term, we augment the learningalgorithm by taking a

step in the negative derivative with respect to the CRBM weights. To compute the

derivativ e, we �rst needto compute the derivative of the pooling unit with respect

to the CRBM weights:
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If we now de�ne J as

J k
ij = p� ( ij );k (1 � p� ( ij );k )hij k ;

we can e�cien tly compute the full gradient using convolutions as

r W k L = �
X

k0

1
q P

k00wk00� k0p2
�;k 00

wk� k0(v � ~J );

where� denotesconvolution and ~J meansJ ipp ed horizontally and vertically.
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As mentionedin Chapter 4, weinitialize the �lters usingexpectation-maximization

undera mixture of Gaussians/Bernoullis,beforeproceedingswith convolutional RBM

learning. Therefore, when learning with the group sparsity penalty, we periodically

reorder the �lters using the following greedy strategy. Taking the �rst �lter, we

iterativ ely add �lters one by one to the end of the �lter set, picking the �lter that

minimizes the group sparsity penalty.

5.4 Exp erimen ts

We learn three di�eren t convolutional DBN models to use as the feature repre-

sentation for deep congealing. First, we learn a one-layer CRBM from the Kyoto

images,2 a standard natural imagedata set, to evaluate the performanceof congeal-

ing with self-taught CRBM features. Next, we learn a one-layer CRBM from LFW

face images,to compareperformancewhen learning the featuresdirectly on images

of the object classto be aligned. Finally, we learn a two-layer CRBM from LFW face

images,to evaluate performanceusinghigher-orderfeatures. For all threemodels,we

alsocomparelearning the weights using the standard sparseCDBN learning, as well

as learning with group sparsity regularization. Visualizations of each set of learned

weights are given in Figures5.1, 5.2,and 5.3.

During learning, we used a pooling size of 5x5 for the one-layer models, and a

pooling sizeof 3x3 in both layers of the two-layer model. We useda varianceof 1 in

the Gaussianweighting for group sparsity regularization. For computing the pooling

layer representation to usein congealing, we modi�ed the pooling sizeto 3x3 for the

one-layer models and 2x2 for the secondlayer in the two-layer model, and adjusted

the hidden biasesto give an expectedactivation of 0.025for the hidden units.

2http://www.cnbc.cmu.edu/cplab/data_kyoto.html
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(a) Without topology (b) With topology

Figure 5.1: Visualization of �rst layer �lters learned from Kyoto natural images,
without topology on left and with topology on right. By learning with a linear
topology, nearby �lters (in row major order) aresimilar, such asthe similarly oriented
edge�lters in the third and fourth rows,encouragingpartial activations in neighboring
layerswhen a pooling unit in a particular layer is activated.

(a) Without topology (b) With topology

Figure 5.2: Visualization of �rst layer �lters learnedfrom faceimages,without topol-
ogy on left and with topology on right.
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(a) Without topology (b) With topology

Figure 5.3: Visualization of secondlayer �lters learned from face images,without
topology on left and with topology on right. Learning with topology groupstogether
�lters for particular facial features,such as eye detectorsat the end of the row third
from the bottom.

In Figure 5.4, we show a selectionof imagesunder several alignment methods, for

which the methods produced di�eren t transformations. Each image is shown in its

original form, and aligned using SIFT Congealing,Deep Congealingwith topology,

using a one-layer and two-layer CDBN trained on faces,and the LFW-a alignment.

We evaluate the e�ect of alignment on veri�cation accuracyusingView 1 of LFW.

For the congealingmethods,400imagesfrom the training setwerecongealedand used

to form a funnel to subsequently align all of the imagesin both the training and test

sets.

As the veri�cation system, we used the SVM LBP classi�er presented in Chap-

ter 4. Speci�cally, we usesquareroot LBP featurescomputed over non-overlapping

10x10pixel regionsfrom a 150x80cropped region of the full LFW images.We apply

whitening PCA, reducing the representation to 500 dimensions,and normalize the

feature vector for each image in a pair beforecombining using element-wise multipli-
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Figure 5.4: Sampleimagesfrom LFW produced by di�eren t alignment algorithms.
For each set of �v e images,the alignments are, from left to right: original images;
SIFT Congealing;Deep Congealing,Faces,layer 1, with topology; DeepCongealing,
Faces,layer 2, with topology; Supervised(LFW-a).
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cation to generate a single feature vector for the pair, which is the input to a linear

SVM.

Table 5.1 givesthe veri�c ation accuracyfor this veri�cation systemusing images

producedby a number of alignment algorithms. Usinga CDBN representation learned

with a groupsparsity penalty, leadingto learned�lters with topographicorganization,

consistently gives a higher accuracyof one to two percentage points. We compare

with two supervised alignment systems, the �ducial points basedsystem of [19],3

and LFW-a. Note that LFW-a was producedby a commercialalignment system,in

the spirit of [19], but with important di�erences that have not beenpublished [104].

Congealingwith a one-layer CDBN trained on faces,with topology, givesveri�cation

accuracysigni�cantly higher than using imagesproducedby [19], and comparableto

the accuracyusing LFW-a images.

Alignment Accuracy
Original 0.742
SIFT Congealing 0.758
DeepCongealing,Kyoto, layer 1 0.807
DeepCongealing,Kyoto, layer 1, with topology 0.815
DeepCongealing,Faces,layer 1 0.802
DeepCongealing,Faces,layer 1, with topology 0.820
DeepCongealing,Faces,layer 2 0.780
DeepCongealing,Faces,layer 2, with topology 0.797
Combining Scoresof Faces,layers1 and 2, with topology 0.831
Fiducial Points-basedAlignment [19] (supervised) 0.805
LFW-a (commercial) 0.823

Table 5.1: Unconstrained faceveri�cation accuracyon View 1 of LFW using images
producedby di�eren t alignment algorithms. By combining the classi�er scorespro-
duced by layer 1 and 2 using a linear SVM, we are able to achieve higher accuracy
using unsupervised alignment than obtained using the widely-usedLFW-a images,
generatingusing a commercialsupervised�ducial-p oints alignment algorithm.

3Using code available at http://www.robots.ox.ac.uk/ ~vgg/research/nface/
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Moreover, we can combine the veri�cation scoresusing imagesfrom the one-layer

and two-layer CDBN trained on faces,learning a secondlinear SVM on theseveri-

�cation scores. By doing so, we achieve a further gain in veri�cation performance,

achieving an accuracy of 0.831,exceeding the accuracyusing LFW-a. This suggests

that the two-layer CDBN alignment is somewhatcomplementary to the one-layer

alignment. In other words,although the two-layer CDBN alignment producesa lower

veri�cation accuracy, it is not strictly worsethan the one-layer CDBN alignment for

all images,but rather is aligning accordingto a di�eren t setof statistics, and achieves

successon a slightly di�eren t subsetof imagesthan the one-layer CDBN model. As

a control, we performed the samescorecombination using the scoresproducedfrom

imagesfrom the one-layer CDBN alignment trained on faces,with topology, and the

original images. This gave a veri�ca tion accuracyof 0.817, indicating that the im-

provement from combining the oneand two-layer scoresis not merely obtained from

using two di�eren t setsof alignments.

5.5 Discussion

In this work, we have shown how to combine unsupervisedjoint alignment with

unsupervised feature learning. By congealing on the pooling layer representation

givenby a CDBN, weareable toachievesigni�cant gains in veri�cation accuracyover

existing methods for unsupervisedalignment. By adding a group sparsity penalty to

the CDBN learning algorithm, we can learn �lters with a linear topology, providing

a smoother optimization landscape for congealing.Using faceimagesalignedby this

method, we obtain higher veri�cation accuracy than the supervised �ducial points

basedmethod of [19]. Further, despitebeing unsupervised,our method is still able

to achieve comparableaccuracy with the widely used LFW-a images,obtained by

a commercial�ducial point-basedalignment systemwhosedetailed procedureis not

publishedyet. Wethusbelievethat our proposedmethod is an important contribution
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in developing generic alignment systemsthat do not require domain-speci�c �ducial

points.

One direction for future work is to optimize the congealingalgorithm. In our

implementation, oneof the main bottlenecks is the time takento transform each image

at each iteration of congealing. Therefore, we limit ourselves to the center 150x150

croppedregionof each image. This placesa limit on the number of layersand pooling

sizesin the CDBNs that can be used. Optimizing the congealingalgorithm such that

the full 250x250LFW imagescan be usedwill allow for a large number of CDBNs to

be usedas feature representations, possibly generatingbetter alignments. Another

natural extensionof this work is to usethe local CRBM model presented in Chapter 4

to learn featuresspeci�c to individual regions of the faceand take advantage of the

global structure of the face. Our current implementation is however slightly slower

than a standard CRBM and would needto be slightly optimized to be usedwithin

the congealingalgorithm.
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CHAPTER 6

CONCLUSIONS

The aim of this dissertation has been to improve face recognition in real-world

scenarioswhereacquisition of the faceimagescannot be controlled.

First, we developed a data set, LFW, for studying unconstrained face veri�ca-

tion that, in contrast to existing face databasesat the time, contained face images

reecting the variabilit y encountered in everyday life. Since its introduction, LFW

has becomea de facto standard for measuringperformance on unconstrained face

veri�cation, with over 20 publishedveri�cation methods being evaluated on LFW.

Next, we demonstratedhow weakly superviseddata, in the form of unlabeledface

images,could be usedto improve faceveri�cation performance. We �rst show how to

extend the unsupervisedjoint alignment method of congealing to imagesof complex

objects such asfacesand cars. By applying congealingto a set of poorly alignedface

images,we can automatically align the imagesand reduceunwanted variation due to

pose.

Second,we usedeeplearning to perform unsupervisedfeature learning from the

unlabeled face images. We develop a new local convolutional restricted Boltzmann

machine that takes advantage of global structure by learning �lt ers speci�c to dif-

ferent regionsof the images. We show that we can combine theselearned feature

representations with standard representations obtained from hand-crafted imagede-

scriptors to achieve state of the art faceveri�cation results using a single similarit y

metric.
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Lastly, we combine the above two approaches,using deeplearning featureswithin

a congealing framework. We modify the learning algorithm by adding a sparsity

penalty on groupsof �lters, resulting in a linear topology on the learned�lters. By

iterativ ely minimizing the entropy of these�lte r responses,we areable to perform un-

supervisedalignment and achieve an improvement in veri�cation accuracymatching

that obtained by a supervisedalignment basedon detecting facial �duc ial points.

6.1 Future Work

Although there still exists a signi�cant gap betweenhuman and machine perfor-

manceon LFW, the rate of increasein machine veri�cation performancehasrecently

slowed. This raisesa question of whether there is su�cien t information within the

LFW training data to learn a classi�er that achievesnear human label performance.

As mentioned earlier, the di�cult to classifypairs in LFW tend to be matched pairs

wherethe two imagesare from very di�erent poseangles. In constructing LFW, the

primary assumption that wasmadewasthat the faceimageswereinitially detectedby

a frontal facedetector. Therefore,thesedi�cult to classifypairs are outliers, formed

from non-frontal faceimagesat the limit of the facedetector's abilit y to successfully

detect.

Sincethesepairs only form a small fraction of the LFW training data, it may be

the casethat a classi�er could, in principle, learn to properly classifysuch pairs, but

fails to do sodue to insu�cien t training data, assuggestedby Pinto and Cox [83]. It

is worth noting that the current state of the art method on LFW of Yin et al. [114]

makesuseof outside training data in the form of the Multi-PIE database[28], using

information contained in the samefacestaken from di�eren t views.

One direction for future research would be to create a follow-up to LFW that

replacesthe frontal facedetector with either a multi-view facedetector or manually

annotated face regions, thereby leading to a broader distributio n over face pairs at
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di�ering poseangles.Another possibledirection is to learn the typeof correspondence

betweendi�ering viewsusedby Yin et al . from weakly superviseddata, such asvideo.

Finally, this dissertationhasfocusedon improving faceveri�cation through weakly

supervisedlearning. Thesetechniquesleveragemore readily obtained training data,

soanother direction for future work would be to apply theseideas to other veri�cation

tasks and �ner-grained recognition betweenobjects of the sameclass.Possibletasks

include di�eren tiating between di� erent makes of cars [22] and di�eren t t ypes of

o wers [74].
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APPENDIX A

LFW VIEW 1/VIEW 2 OVERLAP

Rather than a traditional training, validation, and testing split of the data, LFW

wasorganizedinto two views,View 1 for model selectionand View 2 for performance

evaluation. As a result, the two viewshavesomeoverlap. In this appendix, wediscuss

a consequenceof this designchoiceand the potential for over�tting by improper use

of View 1.

A.1 Prop er Use of View 1 and View 2

As �rst indicated in the Labeled Facesin the Wild technical report [38], LFW

includes two de�ned views of the data: View 1 for model selectionand algorithm

development, and View 2 for performancereporting. The rationale for allowing data

reusebetweenviews,making the viewsnot mutually exclusive, wasto allow for larger

training and test set sizes.As stated in Chapter 2, although this leads to somebias

in the results, we arguethat this bias should be small and outweighed by the bene�t

of larger set sizes.

Due to this overlap, however, we cautioned against training methods that may

inadvertently memorizeinstancesfrom View 1. It is important to note that these

views do not form a traditional training/v alidation/testing split of the data; in par-

ticular, performance is measuredon ten separatefolds of View 2, each with its own

de�ned training data. To draw attention to this issue,we heregive examplesof two

methods that may have potentially inadvertently over�tted to the test data due to

inappropriate usageof View 1 data.
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In their paper, Pinto and Cox [82] mistakenly assumethat View 1 and View 2

are mutually exclusive,1 emphasizingthat this allows them to tune performanceon

View 1 while avoiding selectionbias artifacts. As we highlight later, there is in fact

a large overlap between View 1 and View 2, creating the potent ial for inadvertent

but signi�cant over-�tting to the test data. As they perform brute forcesearch using

clustersof high-endgraphicshardware, we are unable to re-implement their method

and train solelyon View 2, and thus cannot directly test to what extent their method

bene�ted from their useof View 1 data.

From personal communication with Nguyen and Bai [71], we learned that the

performanceaccuracypublishedin their paper useda di�eren t training strategy than

presented in the paper. To achieve the results in the paper, they performed cosine

similarit y metric learningusingView 1 training asthe training set,and View 1 testing

asthe validation set. They then applied the learnedmetric to View 2, only using the

View 2 training data for each fold to adjust the threshold for determining matched

and mismatched pairs.

Although they no longer have saved results using the training strategy outlined

in the paper, which only madeuseof View 2, we wereable to run a comparisonusing

our own implementation of their algorithm.

Following the training strategy aspresented in the paper (in our view, the proper

strategy in accordancewith the intended use), their system consistently performed

worse than the published results, obtaining 81.8% accuracy using the square root

LBP feature representation. By improperly training on View 1 rather than View 2,

we increasedour accuracy to 83.3%,a statistically signi�cant increase,despite the

fact that View 1 has signi�cantly lessavailable training data than using 9 folds of

View 2, strongly suggestingthat over�tting is occurring.

1From the paper: \Note that LFW View 1 and View 2 do not contain the sameindividuals and
are thus mutually exclusive sets."
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Category Number In View 1 %
View 1 Images 4491
View 1 Pairs 3200
View 2 Images 7701 3637 47.2
View 2 Pairs 6000 758 12.6

View 2 Type Overlap In View 1 %
Matched Pairs Exact 758 12.6
Matched Pairs Both Images 244 8.1
Matched Pairs One Image 927 30.9
Mismatched Pairs Exact 0 0
Mismatched Pairs Both Images 681 22.7
Mismatched Pairs One Image 1488 49.6
Pairs Any 4098 68.3

TableA.1: Top: Number of uniqueimagesappearingin at leastonepair, and number
of pairs, in both viewsof LFW; and subsetof View 2 alsopresent in View 1. Bottom:
For pairs in View 2, the degreeto which the pair is present in View 1 as well, e.g.,
\Both Images" meansthat both imagesin the pair are present in View 1, but not
together as a pair.

A.1.1 Overlap in Views

To get a better senseof the amount of overlap betweenView 1 and View 2, and

hencepotential for over�tting to the test data, we generatedsomestatistics presented

in Table A.1. Out of the total number of unique imagesappearing in at least one

pair of View 2, nearly half alsoappear in at least onepair of View 1. Out of the 6000

pairs usedin View 2, 758 also appear in View 1. Moreover, for 4098 of the pairs in

View 2, at least one imagein the pair appearsin View 1.

Following the suggesteduse recommendationin the LFW technical report, and

using View 1 to set a small number of hyper-parameters,such as choiceof kernel or

number of features,probably doesnot lead to much over�tting, despitethis overlap.

However, using View 1 to learn many parametersof a high-capacity system,such as

the speci�c feature representation in high-throughput feature learning or the learned

metric in cosine-similarity metric learning, hasthe potent ial to be unfairly over�tting

104



to the test data, given that 12.6%of the test pairs are seenat training time, and for

an additional 60% of the test pairs, at least one of the imagesin the pair is seenat

training time, allowing the systemto learn how to either match that imageto oneof

its true matches,or discriminate it from at least one falsematch.

Between theseextremesof setting a small number of hyper-parametersto setting

large numbers of parametersin a high-capacity system,there is a continuum of pos-

sible training strategies.Given the lack of a clear threshold indicating how much use

of View 1 is acceptablein setting parameters without signi�cantly bene�ting from

the overlap with View 2, this problem suggeststhat in the long run, an ideal data set

should contain su�cien tly many examplesto allow for mutually exclusive training,

validation, and test sets.
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APPENDIX B

MIXTURE OF BERNOULLIS

Recently, Sohn et al. [101] proposedan e�cien t training algorithm for sparse,

convolutional RBMs by establishingconnectionsbetweenGaussianmixture models

and sparseGaussianRBMs. In this appendix, we provide the mathematical details

for extending this e�cien t training algorithm to learning sparsebinary convolutional

RBMs, usedin the secondand higher layersof a deepnetwork.

To do so, we show an equivalencebetweenBernoulli mixture models and binary

RBMs with a softmax constraint, enabling direct conversion from one model to the

other. The softmax constraint can then be relaxed into the sparseRBM of Lee et

al. [54] in the samemanner as in Sohn et al. Using this training method, sparse

RBMs can be learnedwith almost no hyperparametertuning.

B.1 Bernoulli Mixture Mo dels

A Bernoulli mixture model with observedvariablesf vi g and hiddenvariablesf hj g

indicating mixture component can be de�ned as

P(h = j ) = � j

P(vi = 1jh = j ) = � (Wij + ci );

where� (x) = 1
1+exp( � x) is the sigmoid function, � j is the prior probability of mixture

component j , and Wij and cj are the parameters for mixture component j .
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The joint probability can thus be computedas

P(v; h = j ) = � j

dY

i =1

�
� (Wij + ci )vi (1 � � (Wij + ci ))1� vi

�
;

and the posterior probability can be computedas

P(h = j jv) =
� j

Q d
i =1 [� (Wij + ci )vi (1 � � (Wij + ci ))1� vi ]

P
j 0 � j 0

Q d
i =1 [� (Wij 0 + ci )vi (1 � � (Wij 0 + ci ))1� vi ]

This model can be trained with the Expectation Maximization (EM) algorithm.

B.1.1 Binary RBM with a Softmax Constrain t

The binary RBM (with softmax constraint) can be written as

P(v; h) =
1
Z

exp(vT Wh + bT h + cT v)

subj. to
X

j

hj � 1:

The partition function Z can be written as

Z =
NX

j =1

X

v

exp(
X

i

(Wij + ci ) vi + bj )

=
NX

j =1

exp(bj )
dY

i =1

[1 + exp(Wij + ci )] :

We can �r st verify that the conditional probability P(vjh = j ) is the sameasthat

of the Bernoulli mixture model:

P(vjh = j ) =
exp(vT Wj + bj + cT v)

exp(bj )
Q d

i =1 [1 + exp(Wij + ci )]

=
dY

i =1

� (Wij + ci )vi (1 � � (Wij + ci ))
1� vi :
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We then write the prior P(h) and match it with that of the Bernoulli mixture

model:

P(h = j ) =
1
Z

exp(bj )
dY

i =1

[1 + exp(Wij + ci )]

=
exp(bj )

Q d
i =1 [1 + exp(Wij + ci )]

P N
j 0=1 exp(bj 0)

Q d
i =1 [1 + exp(Wij 0 + ci )]

= � j :

Solving for bj , we obtain

bj = log� j �
dX

i =1

log[1 + exp(Wij )] + logk:

The constant k can be canceledout when normalizing wit h the partition function, so

we can simply write bj as

bj = log� j �
dX

i =1

log[1 + exp(Wij )] :

We have now establishedthe conversion formula between the Bernoulli mixture

model and binary RBM with softmaxconstraint. Wecanalsoverify that the posterior

probability under the binary RBM is equivalent to the posterior probability under

the Bernoulli mixture model:

P(h = j jv) =
exp(vT Wj + bj + cT v)

P
j 0 exp(vT Wj 0 + bj 0 + cT v)

=
exp(bj )

Q d
i =1 exp(vi Wij + vi ci )

P
j 0 exp(bj 0)

Q d
i =1 exp(vi Wij 0 + vi ci )

=
� j

Q d
i =1 exp(vi W ij + vi ci )Q d

i =1 log[1+exp( W ij + vi ci )]

P
j 0 � j 0

Q d
i =1 exp(vi W ij 0+ vi ci )

Q d
i =1 log[1+exp( W ij 0+ vi ci )]

=
� j

Q d
i =1 � (Wij + ci )vi [1 � � (Wij + ci )]

1� vi

P
j 0 � j 0

Q d
i =1 � (Wij 0 + ci )vi [1 � � (Wij 0 + ci )]

1� vi
:
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B.1.2 Conversion from Bernoulli Mixture Mo del to Binary RBM

Basedon the equivalenceshown above, we can convert from the Bernoulli mixture

model to binary RBM with softmax constraint using the following formulas:

Wij = Wij

bj = log� j �
dX

i =1

log[1 + exp(Wij )] :

Training a Bernoulli mixture model via EM is signi�cantly easierthan learning a

sparsebinary RBM. Therefore,by �rst learning a Bernoulli mixture model, one can

obtain a good initialization to begin training a sparsebinary RBM.
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