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Abstract

Many domains of linguistic research posit feature bundles as an explanation for various phenomena. Such hypotheses are often evaluated on their simplicity (or parsimony). We take a complementary approach. Specifically, we evaluate different hypotheses about the representation of person features in syntax on the basis of their implications for learning the Person Case Constraint (PCC). The PCC refers to a phenomenon where certain combinations of clitics (pronominal bound morphemes) are disallowed with ditransitive verbs. We compare a simple theory of the PCC, where person features are represented as atomic units, to a feature-based theory of the PCC, where person features are represented as feature bundles. We use Bayesian modeling to compare these theories, using data based on realistic proportions of clitic combinations from child-directed speech. We find that both theories can learn the target grammar given enough data, but that the feature-based theory requires significantly less data, suggesting that developmental trajectories could provide insight into syntactic representations in this domain.

1 Introduction

Representing surface realizations as bundles of features is ubiquitous in linguistics. For example, in syntax, different forms that result from subject-verb agreement are taken to be the result of different feature bundles. Relevant features for subject verb agreement in English include at least the tense and the number of the subject. Although there is little variation in the different surface forms for English verbs, the verb *walk* does differ when the subject is singular and the tense is present (*walks*), compared to when the subject is singular and the tense is past (*walked*).

Features are often taken to be either privative or binary (though these are not the only possibilities). For example, some might argue that the English singular/plural distinction is based on a privative feature: a noun phrase can either be specified as plural or not specified for number (*e.g.*, [plural] and [ ]). In this case, when *dog* is marked with “[plural]”, it is realized as *dogs*. Others might argue that the distinction is based on a binary feature: a noun phrase can be specified as “plus” or “minus” (*e.g.*, [+plural] and [−plural]). In this case, when *dog* is marked with “[+plural]”, it is realized as *dogs*.

Feature representations are typically evaluated based on the extent to which they simplify linguistic analyses, that is, on their ability to provide parsimonious descriptions of cross-linguistic grammatical patterns. For a concrete example of this type of argument, see Adger and Smith (2010), who argue that both the intra-dialectal variation in the inflection of the verb *be* in Buckie Scottish English as well as the inter-dialectal variation in the inflection of the verb *be* in English more broadly is nicely explained by a feature system involving binary-valued features of Singular, Participant, and Author.

In this paper, we take a different approach to evaluating feature representations, focusing on their implications for learning (for similar approaches, see Pearl and Sprouse, 2013; Pearl et al., 2017; Rasin and Katzir, 2017; Pearl and Sprouse, 2019). Specifically, we investigate how person features might be represented in the syntactic component of the grammar, using the domain of clitics as a case study and the learnability of a phenomenon involving clitics as a metric for plausibility. We find that both of the representational theories that we test can learn the target grammar given enough data, but that they differ considerably in the amount of data they require. This suggests that children’s learning trajectory has the potential to provide insight into syntactic representa-
tions in this domain.

2 The Person Case Constraint

Clitics are bound morphemes (i.e., morphemes that cannot stand on their own). The clitics relevant to the PCC are pronominal clitics, which encode first, second, and third person, and they must occur immediately next to a free morpheme, usually a verb. For example, (1) shows a Spanish sentence where the direct and indirect objects of a ditransitive verb are both realized as clitics. The clitics are immediately before the verb, and, in this case, they encode first and third person, respectively.

(1) Me lo cuentas
1.sg.dat 3.sg.acc tell
‘(You) tell it to me’

Interestingly, when the direct and indirect objects to a ditransitive verb are both realized as clitics, not all combinations are possible. For example, compare (1) to (2), where the first person clitic serves as the direct object and the third person clitic serves as the indirect object (i.e., the opposite of (1)). The sentence in (2) is ungrammatical.1

(2) *Me le recomendó
1.sg.acc 3.sg.dat recommend.pst
‘S/he recommended me to her/him’

Note that even though the first person clitic occurs before the third person clitic in both (1) and (2), the literature usually talks about the ungrammaticality of (2) with the starred string “*3 1”. This is meant to indicate the underlying argument structure relations—namely, in the syntactic analysis of (2), but not (1), the dative third person argument is structurally higher than first person argument, as shown in (i). This is generally written as “*3 1”, meant to reflect the fact that the third person argument structurally precedes the first person argument, even though the surface string order of the clitics is the opposite.

(i) *

Nonetheless, as (1) shows, there are some instances where the surface string order of the clitics does match the underlying argument structure relations. This depends on a variety of language specific factors, including at least the nature of the particular verb and ordering effects between some of the clitics in some languages.

The ungrammaticality of (2) is part of a broader phenomenon called the Person Case Constraint (PCC) (see, e.g., Bonet, 1991, 1994); the PCC will be the central focus of our case study on the representation of person features.

Ignoring the possible combinations of direct and indirect objects with either both first person or both second person arguments2 gives seven different possible direct and indirect object pairings: 1 2, 1 3, 2 1, 2 3, 3 1, 3 2, and 3 3. There are four attested variants of the PCC, each of them banning a different subset of these seven possible clitic combinations. The four variants of the PCC (and their names) are given in Table 1, along with languages/dialects that are known to instantiate each of them (note that these tables include 3 3 and thus differ slightly from those reported in Graf, 2012, p. 86).

Because there are different variants of the PCC that occur cross-linguistically, a child will have to learn which variant their language instantiates on the basis of input.

3 Evaluating two theories of the PCC

We use a Bayesian learning model to evaluate the plausibility of two theories of the representation of person features. The first theory is one in which first, second, and third person have no further structure; they are just represented as atomic features in the grammar, like in (3). We refer to this as the simple theory of the PCC because the grammar is assumed to simply state, for each possible clitic combination, whether it is grammatical.

(3) a. 1 = 1
b. 2 = 2
c. 3 = 3

We compare this to another theory in which first, second, and third person are represented as feature bundles, consisting of two values, one for the binary feature Author and one for the binary feature Participant, as in (4) (Nevins, 2007). We refer to this as the feature-based theory of the PCC.

(4) a. 1 = \[
\begin{array}{c}
+\text{Auth} \\
+\text{Part}
\end{array}
\]
b. 2 = \[
\begin{array}{c}
-\text{Auth} \\
+\text{Part}
\end{array}
\]

2The combinations with both first or both second person arguments are often ignored in this literature because of other complicating factors. Specifically, these combinations are also governed by another part of the grammar, Binding Theory (see, e.g., Chomsky, 1981).
Based on corpus data from child-directed speech, we model the learning of one PCC variant in order to investigate the plausibility of these different representations of person features. The remainder of this section lays out these two representational theories in more detail.

### 3.1 A simple theory of the PCC

The simple theory of the PCC states, for each clitic combination, whether or not it is grammatical. For this theory, person features are atomic (cf. (3)), and the grammar simply states that some combinations (e.g., *2 1) are banned. Given that there are 7 clitic combinations, this leads to $2^7 = 128$ possible grammars, some of which are shown in Table 2.

<table>
<thead>
<tr>
<th>Grammar</th>
<th>1 2 3</th>
<th>1 2 3</th>
<th>1 2 3</th>
<th>1 2 3</th>
<th>1 2 3</th>
<th>1 2 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>SG1</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>SG2</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>SG3</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>SG4</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>SG5</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>SG6</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>SG7</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>SG8</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
</tr>
</tbody>
</table>

... ... ... ... ... ... ... ...

| SG21    | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   |
| SG22    | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   |
| SG23    | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   |

... ... ... ... ... ... ... ...

| SG35    | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   |
| SG36    | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   |
| SG37    | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   |

... ... ... ... ... ... ... ...

| SG128   | ✔   | ✔   | ✔   | ✔   | ✔   | ✔   |

Table 2: Some of the 128 possible simple grammars (SG) for the PCC

### 3.2 A feature-based theory of the PCC

Nevins (2007) proposes a feature-based theory of the four PCC varieties. This theory is much more...
restrictive in that it allows many fewer possible types of grammars. For this theory, it is crucial that first, second, and third person are represented as feature bundles, consisting of two binary feature values, as shown above in (4).

The features Author and Participant are taken to be primitive features in the theory of morphosyntax, and each can be valued as either + or −. Broadly, this theory relies on how these features bundles can (or cannot) co-occur with one another in concert with a syntactic operation called Agree.

To spell out the details more carefully, clitics are understood to be the morphophonological realization of a syntactic operation called Agree (see, e.g., Borer, 1984). The possible grammars in this feature-based theory thus consist of different possible specifications for the feature(s) that trigger(s) Agree. Specifically, there is a syntactic probe, v, that, when introduced into the derivation, triggers Agree. Nevins assumes that the probe can be specified to search for either marked and/or contrastive Author and Participant features (cf. Calabrese, 1995; Nevins, 2007, p. 285–290).

The marked version of each feature is its + value. A contrastive instance of the Participant feature is one that occurs in the presence of −Auth; when Participant occurs with +Auth, it is not contrastive because there is no possible feature bundle

\[
\begin{bmatrix}
+\text{Auth} \\
-\text{Part}
\end{bmatrix}
\]

(cf. fn. 4). In other words, if the feature bundle contains +Auth, it must necessarily also contain +Part. A contrastive instance of the Author feature is one that occurs in the presence of +Part; i.e., when you have a feature bundle that contains −Part, then it must necessarily also contain −Auth.

Given this theory of clitics and the PCC, there are then nine possible feature-based grammars (FG), which are all given the first column of Table 3. In the grammar specifications in this table, ‘u’ indicates that the probe, v, is looking for a feature of the type that follows the ‘u’ to Agree with. Furthermore, we indicate, for example, contrastive Author as ‘uAuth/+Part’, which can be read as

“The probe is looking for an Author feature that occurs in the context of +Part”.

Here, we walk through two example derivations. For further discussion and derivations, see Nevins (2007, p. 290–301).

Let’s first consider the clitic order *1 2, which is disallowed in Strong PCC languages. The feature specification that is claimed to give rise to Strong PCC languages is FG₆,

Nevins argues that there are two conditions that govern the application of Agree (2007, p. 295), Contiguous Agree and Matched Values.

(5) Contiguous Agree: For a relativization R of a feature F on a Probe P, and x ∈ Domain(R(F)), there exists y such that y > x and p > y and y ∈ Domain(R(F))

“There can be no interveners between P and x that are not in the domain of relativization that includes x”

(6) Matched Values: For a relativization R of a feature F, ∃α, α ∈ {+, −}, ∀x, x ∈ Domain(R(F)), val(x, F) = α

“All elements within the domain of relativization must contain the same value”

In other words, Contiguous Agree requires that any argument that occurs in between the probe and the target of Agree must also itself be a target of Agree, and Matched Values requires that all arguments that are in the domain of the Agree operation must share the same value (e.g., both must be +Auth; one cannot be −Auth and the other +Auth).

Now, in the case of *1 2 when the grammar is FG₆ (i.e., the Strong PCC), where the probe, v, seeks to Agree with arguments bearing contrastive Author, a partial derivation will look like the one in (7).

(7) *  

\[
\begin{bmatrix}
+\text{Auth} \\
+\text{Part}
\end{bmatrix}
\]

In this case, the condition Matched Values is violated. Both the first person indirect object and the second person direct object are in the domain of
Agree for the feature uAuth[/+Part] on the probe, v (because they both have Author features that occur in the context of +Part). However, they have differing values for Author, so Matched Values is violated, giving rise to the ungrammaticality of *1 2 when the grammar is FG6.

Next, let’s consider the case of *3 1, which is disallowed in Weak PCC languages. The feature specification that is claimed to give rise to Weak PCC languages is FG2, where the probe, v, seeks to Agree with arguments bearing a marked Participant feature. In the case of *3 1 when the grammar is FG2, a partial derivation will look like the one in (8).

(8) *

Here, the probe is looking for a +Part feature; this means that it can agree with the direct object; however, there is a structurally higher element—namely, the third person indirect object, –Auth –Part—that intervenes between the probe, v, and the target of Agree but is not in the domain of the probe because it does not contain a +Part feature. This violates the condition Contiguous Agree, so the clitic order *3 1 is thereby disallowed in FG2.

Walking through the derivations for all seven possible clitic orders for all nine feature-based grammars gives the results shown in Table 3.6

### Table 3: The 9 possible feature-based (FG) grammars for the PCC, according to Nevins (2007)

<table>
<thead>
<tr>
<th>Probe</th>
<th>Grammar</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>v[    ]</td>
<td>FG1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>v[u+Part]</td>
<td>FG2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>v[u+Auth]</td>
<td>FG3</td>
<td>✓</td>
<td>✓</td>
<td>*</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>v[u+Part]</td>
<td>FG4</td>
<td>✓</td>
<td>✓</td>
<td>*</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>v[uAuth/[+Part]]</td>
<td>FG5</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>v[uAuth/[−Auth]]</td>
<td>FG6</td>
<td>*</td>
<td>✓</td>
<td>*</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>v[uAuth/[+Part]]</td>
<td>FG7</td>
<td>*</td>
<td>✓</td>
<td>*</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>v[uPart]</td>
<td>FG8</td>
<td>*</td>
<td>✓</td>
<td>*</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>v[uPart/[−Auth]]</td>
<td>FG9</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

### 4 The learning model

We use Bayesian modeling to implement a computational-level learning model that infers a grammar, given a bunch of sentences with ditransitive verbs and two clitics. In the case of the feature-based theory of the PCC, there are 9 grammars, and so the hypothesis space is much smaller. In the case of the simple theory of the PCC, there are 128 grammars, and so the hypothesis space is much larger.

Using realistic proportions of the occurrences of these types of constructions in child-directed speech, we seek to establish how much data would be needed to learn the correct grammar under each of these theories.

6The feature-based grammar for the Strong PCC would be FG6, as noted, or FG7 (these two feature-based grammars are extensionally equivalent), the feature-based grammar for the Ultrastrong PCC would be FG12, the feature-based grammar for the Weak PCC would be FG2, and the feature-based grammar for the Me-First PCC would be FG3. The remaining grammars would then delimit the predicted typology of PCC languages. FG1 would be a language without PCC effects (and perhaps also without clitics), like English; there would be two further predicted types of PCC languages, FG5, which Nevins calls a “Me-Last” language, and FG1 and FG5, which are extensionally equivalent in only allowing 3; 3 constructions (note that Nevins (2007) does not consider 3 3 constructions).
4.1 The generative model

We assume the generative model depicted in Figure 1. A generative model encodes the assumptions a learner would have about how the data it observes are generated.

Figure 1: Generative model

Our generative model assumes that there is a grammar, \( g \), that determines how often certain clitic combinations will be used. In the case of the simple theory of the PCC, \( g \) will be one of \( SG_1, \ldots, SG_{128} \), and in the case of the feature-based theory of the PCC, \( g \) will be one of \( FG_1, \ldots, FG_9 \).

This grammar \( g \) is assumed to generate a vector of probabilities, \( \tilde{\theta} \), which governs the frequency of use of each of the different clitic combinations in the language. In other words, \( \tilde{\theta} \) determines how often one would expect to see each clitic combination in a corpus containing \( N \) ditransitive sentences that have cliticized both internal arguments. In our model, we assume that the elements of \( \tilde{\theta} \) corresponding to any clitic orderings that are disallowed under \( g \) are set to zero, and that the remaining elements of \( \tilde{\theta} \) are generated from a Dirichlet distribution with dimensionality equal to the number of permitted clitic orderings,

\[
\tilde{\theta} \mid g \sim \text{Dir}(1, \ldots, 1)
\] (1)

This Dirichlet distribution encodes a belief that any value of \( \tilde{\theta} \) that is consistent with the grammar is equally likely, a priori.

The instances of clitic combinations that a learner observes, represented in our generative model as \( \tilde{s} \), are then assumed to be sampled from \( \tilde{\theta} \). For example, if, in the corpus, there were 3 instances of the 1 3 clitic combination, 6 instances of the 3 3 clitic combination, and no others, then \( \tilde{s} \) would be \((0, 3, 0, 0, 0, 6)\). The generative model assumes that \( \tilde{s} \) are sampled from a multinomial distribution with parameter \( \tilde{\theta} \),

\[
\tilde{s} \mid \tilde{\theta} \sim \text{Multinom}(N, \tilde{\theta})
\] (2)

The learner observes the clitic combinations in its corpus and infers which of the possible grammars was most likely to have generated these data.

4.2 Inferring the grammar

Given a count of the occurrence of each of the seven possible clitic orders, \( \tilde{s} \), from a corpus of sentences, the posterior probability of each possible grammar, \( p(g \mid \tilde{s}) \), can be computed. Using Bayes’ rule, \( p(g \mid \tilde{s}) \) can be calculated as

\[
p(g \mid \tilde{s}) = \frac{p(\tilde{s} \mid g)p(g)}{\sum_g p(\tilde{s} \mid g')p(g')}
\] (3)

We assume a uniform prior probability distribution over grammars, \( p(g) \). The likelihood term, \( p(\tilde{s} \mid g) \), is calculated by integrating over all possible values of \( \tilde{\theta} \),

\[
p(\tilde{s} \mid g) = \int p(\tilde{s} \mid \tilde{\theta})p(\tilde{\theta} \mid g)d\tilde{\theta}
\] (4)

Note that the complexity of each hypothesized grammar differs because in grammars that rule out some clitic combinations, the corresponding values of \( \tilde{\theta} \) are set to zero, and the corresponding likelihood terms have fewer values of \( \tilde{\theta} \) to integrate over. Because of this, a grammar that allows fewer clitic combinations will have a higher likelihood than a grammar that allows more clitic combinations, when some counts in \( \tilde{s} \) are zero (cf. Tenenbaum and Griffiths, 2001). This is so because a more complex grammar needs to integrate over values of \( \tilde{\theta} \) that give probability to things that do not occur in the learner’s input.

For example, in trying to determine how likely it is that \( g \) is either \( SG_1 \) or \( FG_1 \), both which allow all 7 possible clitic combinations, \( p(\tilde{s} \mid \tilde{\theta}) \) is

\[
\frac{N!}{n_1 \cdots n_7} \prod_{i=1}^7 \theta_i^{n_i}
\]

and \( p(\tilde{\theta} \mid g) \) is

\[
\frac{\Gamma(\sum_{i=1}^7 n_i)}{\prod_{i=1}^7 \Gamma(n_i)} \prod_{i=1}^7 \theta_i^{n_i-1}
\]

On the other hand, if trying to determine how likely it is that \( g \) is either \( FG_3 \) or \( SG_21 \), both which allow 5 of the 7 possible clitic combinations, \( p(\tilde{s} \mid \tilde{\theta}) \) will be

\[
\frac{N!}{n_1 \cdots n_5} \prod_{i=1}^5 \theta_i^{n_i}
\]

and \( p(\tilde{\theta} \mid g) \) will be

\[
\frac{\Gamma(\sum_{i=1}^7 n_i)}{\prod_{i=1}^7 \Gamma(n_i)} \prod_{i=1}^5 \theta_i^{n_i-1}
\]

To calculate the likelihood that \( g \) is, for example, \( FG_1 \), we can substitute these terms into Eq. 4,
which yields Eq. 5 (cf. Gelman et al., 2014).

$$
\frac{\prod_{i=1}^{7} \Gamma(n_i + \alpha_i)}{\Gamma \left( \sum_{i=1}^{7} n_i + \alpha_i \right)} \frac{N!}{n_1! \cdots n_7!} \prod_{i=1}^{7} \Gamma(\alpha_i)
$$

(5)

On the other hand, if calculating the likelihood that \( g \) is instead \( FG_3 \), then all of the instances of ‘7’ in Eq. 5 would be replaced with ‘5’.

Having defined the learning model, we can now give it data to learn from, based on child-directed speech, and see what difference the size of the hypothesis space makes.

5 Simulations

We conducted several simulations based on realistic proportions of clitic combinations taken from child-directed speech.

5.1 Data

We estimated the frequency of each clitic combination in child-directed speech based on their distribution in the Aguirre Corpus (Aguirre, 2003), from CHILDES (MacWhinney, 2000). This corpus contains 30 files for one Spanish-speaking child between the ages of 1;7 and 2;10. We extracted the 13,411 child-directed utterances from the files using the Python package PyLangAcq (Lee et al., 2016). Then, we used the Python package spaCy (Honnibal and Montani, 2017) to parse these utterances. This allowed us to extract utterances where two clitics preceded a verb; i.e., we extracted the sentences with clitic clusters that are relevant for learning the PCC. We found 50 instances of 1 3, 148 instances of 2 3, 4 instances of 3 2, and 68 instances of 3 3. This indicates that the speakers in this corpus speak a Me-First PCC language, since these constructions are only compatible with that kind of PCC language. We failed to observe any instances of 1 2, even though this construction is grammatical in Me-First PCC languages (cf. Table 1).

Training corpora for our models were created based on the frequency distribution found in the Aguirre Corpus. Because counts from this corpus were used as the weights for the random sampling, we applied smoothing so that the simulations had some probability of including the 1 2 construction, which is grammatical in Me-First PCC languages (again, cf. Table 1) but had a zero count in the Aguirre corpus. The smoothing consisted of adding 0.1 to all of the counts for grammatical constructions from the Aguirre corpus. For each simulation, we randomly sampled \( n \) PCC constructions with weights based on the smoothed frequency profile found in the Aguirre corpus; we did this for three values of \( n \): 66, 666, and 6,666. These values were chosen because Hart and Risley (1995) estimate that children hear 333,333 utterances per year in their first three years of life. Moreover, 2\% of the utterances in the Aguirre Corpus were relevant for learning the PCC, so 2\% of 333,333 is 6,666 (see subsection 5.3 for more discussion).

5.2 Results

We trained Simple learning models and Feature-based learning models. Each model used the data that we generated on the basis of the Aguirre corpus to compute a posterior distribution over all the grammars in its hypothesis space. We ran 1,000 replications of each model at each corpus size, \( n \), and we averaged the results of these 1,000 replications. These mean posterior probabilities are plotted in Figure 2 (to make the plots more readable, only grammars with a posterior probability equal to or greater than 0.1 are plotted).

As can be seen in Figure 2, the grammar with the highest posterior probability is the correct grammar for all three corpus sizes under the Feature-based learning model. That is to say, in these cases, the model has converged on \( FG_3 \), which is the feature-based grammar for the Me-First PCC (cf. fn. 6).

On the other hand, for the Simple learning model, the simulations converge on \( SG_{85} \) when the corpus size is 66 and 666, but the simple grammar that instantiates the Me-First PCC variety is in fact \( SG_{21} \); \( SG_{85} \) differs from \( SG_{21} \) in disallowing 1 2. (\( SG_{87} \) furthermore disallows 3 2, compared to \( SG_{21} \); see Table 2.) Nonetheless, when the corpus size is 6,666, the Simple learning model does correctly converge on \( SG_{21} \).

5.3 Discussion

In our simulation results, we saw that the Feature-based learning model is able to converge on the correct grammar much quicker than the Simple learning model. In fact, if data are sparse, the Simple learning model converges on unattested PCC varieties. The Simple learning model clearly needs more data to learn the target grammar.
As noted, we chose the corpus sizes that we did because Hart and Risley (1995) estimate that children hear 1 million utterances in their first 3 years, or 333,333 utterances per year. Moreover, the Aguirre corpus contained 13,411 child-directed utterances, and we found 270 utterances with clitic clusters, which is \( \approx 2\% \). Two percent of 333,333 is 6,666. Thus, a young learner might hear 6,666 clitic combinations in one of their early years of life.

This suggests that the Simple learning model may in fact have enough data that it needs in order to converge on the correct target grammar, but there are several things one would want to further investigate. First, one would want to know when a child has fully acquired the PCC restrictions of their language. To the best of our knowledge, there is very little research on this. Tsakali and Wexler (2010) reported that Greek-acquiring children seem to know the PCC restrictions of their language by age 5, but they tested this by eliciting acceptability judgments, which are often hard to do with younger children. At best, this might be an upper bound for when children know the PCC restrictions of their language. Indeed, Blasco (2000) showed that Spanish-acquiring children were correctly producing both accusative and dative clitics in Spanish by the age of 2;2, if not earlier. Whether this means that they know the PCC restrictions at such a young age is an open question.

Second, there is a difference between input and intake (cf. Omaki and Lidz, 2015); that is to say, just because a learner hears 6,666 clitic clusters, does not mean that the learner uses those utterances for learning. A learner might be inattentive, a learner might fail to perceive a given utterance, a learner might fail to parse a given utterance, etc. Especially at a very early age, when the child hasn’t yet learned the syllable structure of their language, it seems unlikely that the child would learn anything about the PCC variant of their target language upon hearing a clitic cluster in their input.

Moreover, as can be seen by examples (1) and (2), the surface string order does not necessarily reflect the underlying argument structure relations, which can interact with other language specific factors in a variety of ways. For example, in many dialects of Spanish, the clitics must occur in a certain order, regardless of the underlying argument structure relations (cf. fn. 1). Absent definitive knowledge of both the argument structure of the verb and such language specific factors as clitic ordering effects, it might be advantageous for a learner to ignore some of its input (cf. Perkins et al., 2017).

Thus, if a child really did know the PCC variant of their target language by age 2;2, our results might argue against the Simple learning model, if not all of the clitic clusters in the child’s input are taken up and used for learning. Nevertheless, there is much we don’t yet know about the acquisition of...
the PCC.

Additionally, there is more that could be done on the modeling side of things. For example, the models we’ve presented abstract away from additional complexities of the assumed grammars, such as the necessity of the Agree operation for Nevins’s (2007) theory of the PCC or the necessity of the features Author and Participant. If such additional complexities also need to be learned, (i.e., if they are not already known at the time when PCC learning begins), one would want to create learning models that include these complexities and run further simulations.

Ultimately, this work is intended as a computational-level analysis that begins to help set an upper bound on how much data children would need to use in order to learn the PCC, given particular theoretical and representational assumptions. We’ve compared the feature representations assumed by Nevins’s (2007) feature-based theory to the feature representations assumed in a simple theory of the PCC. In addition to Nevins’s (2007) theory, there are other more restrictive theories of the PCC (e.g., Béjar and Rezac, 2003; Pancheva and Zubizarreta, 2018; Graf, 2019); so future modeling work should also seek to establish upper bounds for the theoretical and representational assumptions of these analyses. Given that they’re more restrictive theories, one might expect the results to be similar to the results for the Feature-based learning models reported here, but such modeling work may nevertheless help distinguish between them, when coupled with better information about the acquisition of the PCC.

6 Conclusion

In this paper, we used a learning model to investigate how person features might be represented in the syntactic component of the grammar. We compared two possibilities: one where the person features are represented as atomic units (cf. (3)) and one where the person features are represented as feature bundles, consisting of values for the binary features Author and Participant (cf. (3)).

We simulated different-sized corpora based on realistic distributions in the input to children and evaluated these learning models against the simulated data. We found that the Feature-based learning model is able to learn the target grammar much quicker than the Simple learning model. Given enough data, the Simple learning model will converge on the correct grammar; however, if data are sparse, the Simple learning model will converge on unattested PCC variants, which might tell against the simple theory of the PCC. That is, this suggests that the larger hypothesis space, in addition to being possibly unparsimonious, may lead learners astray, particularly if data are sparse.

One would particularly want to know how much input the child actually gets, how much of that the child uses, and when the child has fully acquired the PCC restrictions. Such information, coupled with our results, would inform whether one of these ideas about the representation of person features in the grammar is more plausible than another.
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