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Abstract

Analyzing publicly available content on various social media sites such as YouTube and Twitter, as well as social network sites such as Facebook, has become an increasingly popular method for studying socio-political issues. Such public-contributed content, primarily available as comments, let people express their opinions and sentiments on a given topic, news-story, or post, while allowing social and political scientists to extend their analysis of a political discourse to social sphere. We recognize the importance of Facebook in such analysis and present several approaches and observations of collecting and analyzing public comments from it. In particular, we demonstrate what it takes to do this manually, what we could learn from it, and how we can automate this process using a Facebook Harvester tool we have developed. In addition, we show how a hybrid approach can be formed giving us quick and easy data collection, and meaningful data analysis with substantially less effort than a manual approach. We believe these methods and tools will be highly valuable for political scientists in studying various political discourses as they take place in the Web 2.0 world.
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Introduction

The public messages exchanged by social network site members, sometimes called comments or wall postings are a new type of text-based communication. These messages are unusual in that they are public – either world-visible or visible to all of a members’ friends – and can be permanently associated with the identity of the poster, more directly and publicly so than listserv
postings (Thelwall, 2009). Due to the nature of these postings, that is, being public and available for harvesting,\(^1\) they make an excellent choice for a social or political scientist to capture and study them as a proxy for people’s voices for a given political discourse.

Thelwall (2009) argued that the widespread use of social network sites (SNS) in many countries (Boyd and Ellison, 2007) makes them an important object of study, and also gives an opportunity to investigate informal interpersonal communication on a larger scale than previously possible. In another study, Thelwall (2010) looked at the role of emotion in SNSs and whether emotion is typically reciprocated, and whether Friends express and/or receive similar levels of emotional expression to each other. His findings indicate statistically significant evidence for a weak correlation between the strength of positive emotion exchanged between Friends and received by Friends. This has larger implications on understanding how information propagates from person to person and source to source using SNS, and what they mean to the receiver of information (Shah, 2010).

In this workbench note, we take the problem of collecting and analyzing public comments from Facebook, one of the most popular SNSs, and demonstrate the pros and cons of various approaches. Specifically, we walk the reader through a series of steps that one may have to take for manually studying a political topic on Facebook, demonstrate a fully-automated process, and then a hybrid approach for collecting and analyzing public comments from Facebook. This note

\(^{1}\) According to Facebook Statement of Rights and Responsibility: 2.4, “When you publish content or information using the ‘everyone’ setting, it means that you are allowing everyone, including people off of Facebook, to access and use that information, and to associate it with you (i.e., your name and profile picture).”
provides a brief overview of the relevant literature, describes our methods, and their implications for studying political discourses. The system used for automatic and hybrid approaches is one of the crucial and sustaining contributions of this note.

Background

In the growing body of literature on SNSs, several articles have been published focusing on Facebook in particular (e.g., Mayer and Puller, 2008). These studies examine a diverse array of topics, from social capital (Ellison et al., 2007), to information disclosure (Gross and Acquisti, 2005), to temporal patterns in messaging (Golder et al., 2007).

More recently the Facebook data team (2010) looked at the usage of words in different “word categories” in status updates. This led them to discover some patterns in how people use status updates differently, and how their friends interact with different status updates.

Some research in this area has focused on the uses and gratifications of Facebook as Joinson (2008) does. Lampe et al. (2007) meanwhile explored the relationship between profile structure (namely, which fields are completed) and number of friends. Also, Ellison et al. (2007) examined the relationship between use of Facebook, and the formation and maintenance of social capital. They claimed that the site is tightly integrated into the daily media practices of its users; the typical user spends about 20 minutes a day on the site, and two-thirds of users log in at least once a day (Cassidy, 2006). Much of the existing academic research on Facebook has focused on identity presentation and privacy concerns (e.g., Gross & Acquisti, 2005; Stutzman, 2006). Looking at the amount of information Facebook participants provide about themselves, the
relatively open nature of the information, and the lack of privacy controls enacted by the users, Gross and Acquisti (2005) argued that users may be putting themselves at risk both offline (e.g., stalking) and online (e.g., identify theft). Other early Facebook research examined student perceptions of instructor presence and self-disclosure (Hewitt & Forte, 2006; Mazer, Murphy, & Simonds, 2007), temporal patterns of use (Golder, Wilkinson, & Huberman, 2007), and the relationship between profile structure and friendship articulation (Lampe, Ellison, & Steinfield, 2007).

Ringel et al. (2010) explored the phenomenon of using social network status messages to ask questions. They conducted a survey of 624 people, asking them to share the questions they have asked and answered of their online social networks. They presented detailed data on the frequency of this type of question asking, the types of questions asked, and respondents’ motivations for asking their social networks rather than using more traditional search tools like Web search engines. They reported on the perceived speed and quality of the answers received, as well as what motivates people to respond to questions seen in their friends' status messages.

When studying the existing literature on Facebook, it becomes clear that there is a lack of research on extracting and analyzing public comments from Facebook. At the same time, collecting and studying such data could be highly valuable method for researchers looking at various political discourses. This motivated us to take on the task of looking at the comments that appear on various Facebook pages with a focus on studying people’s comments and the discussions that follow. In other words, we are interested in the ‘meaningful’ discussions and debates that take place on Facebook and want to analyze these messages to be able to make sense of them.
Method

We started by asking ourselves – “how would one collect and analyze Facebook comments without any specialized support?” The answer to this is given in the following subsection as a step-wise procedure. We then describe a tool that we have developed to automatically collect a large number of Facebook comments and status updates. Finally, we show how we could combine this automated process for data collection to manual analysis and form a hybrid approach.

Manual data collection and analysis

In order to understand the process of analyzing public comments on Facebook, we visited numerous Facebook pages, and collected and analyzed data (comments) manually. Following are some of our experiences and observations that resulted from this process.

• The layout of most of Facebook pages is set up in a way that the administrator of the page posts a news piece or a bold statement, and that creates a discussions thread that can go on for a while, sometimes days after the original posting. For example, Reform Immigration FOR America (http://www.facebook.com/reformimmigrationforamerica) is a page that is dedicated to the issue of immigration. Their mission statement as it appears on their info page is: “the U.S. immigration system no longer works. Fixing it presents a daunting challenge, but action must be taken sooner rather than later. The time is NOW to do the right thing and fight for practical solutions that benefit all of us and are rooted in the restoration of the rule of law, earned citizenship, united families, and fair treatment of workers.” We chose a wall post with a statement that was a quote from a senator who had spoken on the senate floor. We found 97 comments on this post that we
copied and pasted to a word file in a matter of seconds. Once all the comments were captured, we started going through each one and analyzing them based on relevancy, sentiments, objectivity, and the quality of messages. The objective of this analysis was to find “useful” comments that help us understand people’s reactions to the wall post. Assessing each of the collected comments for these criteria took approximately 30-40 minutes.

- We noticed that in contrast to sports or entertainment pages on Facebook, political pages generate comments that are to the point and for the most part relevant to the given topic at hand. Comments on other pages are sometimes unrelated and completely irrelevant to the page topic. Pages that tackle social/political topics such as healthcare reform or child obesity also generate meaningful discussions that we are able to analyze thoroughly. For example, the popular music group Coldplay has a Facebook page\(^2\) that is used for reaching out to their fans and informing them of their activities such as tour dates, etc.

The layout is very much similar to the other Facebook pages. There are announcements about the band, and each announcement generates hundreds of comments. These comments are overwhelmingly centered around the fans’ passion and devotion to the group. For instance, a link about a Christmas show in Liverpool\(^3\) generated 1,310 comments and 18,960 people Liked it. The comments were transferred to a word file and analyzed using the same criteria mentioned before, which took nearly two hours. The majority of the comments were in English and although there were no real discussions

\(^2\) http://www.facebook.com/coldplay/

\(^3\) http://www.facebook.com/coldplay/posts/182958395063566
included, the great many of messages contained strong positive sentiments about the mentioned show.

- A good example for the social/political page is Join the Coffee Party Movement page on Facebook\(^4\), which carries the same layout as the other pages. One of the links on this page that we examined was a statement made by the administrator, which has generated a great discussion thread, and 67 people had commented and 764 had Liked. By analyzing the messages (about 40 minutes), we found that a great majority of comments were relevant to the subject of statement and also the majority could be assessed based on sentiment. The sentiments were a mixture of negative/positive and the discussions were for the most part meaningful. There were agreements and strong disagreements with the statement and each created replies by the other commentators.

- When it comes to Facebook pages for corporations such as Starbucks, we found that there were fewer discussions and more open-ended opinionated comments that center on Starbucks as a brand. By looking at about 200 comments from this page (about 1 hour), we can see that the majority of commentators were expressing their love or loyalty for the brand and sharing stories that centered on Starbucks. We found no meaningful discussion threads, but only sentiments that were overwhelmingly positive towards the brand.\(^5\)

\(^4\) http://www.facebook.com/coffeeparty/posts/144485285605017

\(^5\) Note that the sentiment analysis was done by a single individual, which may have biased such subjective judgment. For a more complete analysis, one may want to involve multiple coders in the process.
Given that we wanted to analyze a comment based on its objectivity, sentiment, relevance and other criteria, it would be simply hard to do this only via the automatic process. For example, if we are to determine whether a comment holds sentiments, we must read it to be able to decide whether it is negative/positive. Sometimes a comment is issued in a sarcastic tone and holds the opposite sentiment of what it appears to show. This can only be detected through manual data analysis. The same argument can be made for objectivity and relevance. The most significant disadvantage of this approach, however, is the great amount of time it takes to evaluate large collections of data. Several of our analyses took about one hour for less than 100 comments.

Given that many interesting and important political topics generate thousands of comments, and that these comments keep coming constantly, it becomes prohibitively expensive to study many of these political discourses using public comments. The following subsection demonstrates how we could collect a large amount of data from Facebook and start analyzing it with very little effort.

**Automatic data collection and analysis**

We have developed a Facebook Harvester to quickly and effectively collect a large amount of data from a Facebook page. This data includes the status updates as well as the wall postings. The harvester uses newly introduced Facebook Open Graph APIs[^6]. Figures 1 to 3 show the working of this web-based harvester using screenshots.

[^6]: http://developers.facebook.com/docs/opengraph
Figure 1: Main menu for the Facebook Harvester.

Figure 2: Starting a new harvesting process requires a Facebook page ID.

Figure 3: The harvesting process is now running in the background.

The result of running this harvesting process was thousands of messages (status updates and wall comments) within a few minutes. The data collected with these processes is stored in structured
format using MySQL. One could easily export this data in other structured formats, such as comma-separated values (CSV), or XML for further analysis. One could also run SQL queries on the MySQL database directly to filter, sort, and analyze the data.

We ran a similar harvesting process for a climate change group’s Facebook page available at http://www.facebook.com/pages/Climate-Change/. The results of the data collection are shown in Figure 4 as a partial snapshot obtained using Sequel Pro. We have also developed a front-end web-based interface to display the collected data from harvesting processes (Figure 5).

7 http://www.sequelpro.com/
Figure 4: A snapshot (back-end) of the data collected from the Climate Change Facebook page.
Figure 5: A snapshot (front-end) showing various harvesting jobs run and comments collected for 'Climate Change'.

Hybrid approach

At times and depending on the objective (whether it is sentiment analysis or relevance), it is both easier and more accurate to analyze the comments by simply reading them and going through them one by one. However, the manual approach may not be the most practical when it comes to
larger size data. When we are faced with thousands of comments, it can be difficult and we are looking to analyze them without the intention of investigating the details of each message, the automatic approach is our best solution.

Here we provide a hybrid approach, in which the data collection is done automatically and the analysis is facilitated with the help of sorting and filtering features of the system. Following on the same example of the previous subsection, we have collected a large number of comments from a climate change Facebook page using automated processes. This itself saved us enormous amount of time, but now we are left with thousands of these comments and it could take days to go through them.

To aid us in this process, we can use querying, sorting, and filtering using the Sequel Pro or a similar tool for database access and manipulation. This processing may differ depending on the objective of the. For instance, we may only want to look at messages that contain a certain word to see how many people are using a negative/positive term to address an issue and at the same time want to know the number of likes to those comments. Figure 6 shows a snapshot of the data with messages containing ‘climate’ word in them, and sorted by the number of comments to that message. This simple restructuring of the data was obtained by an SQL query taking only a fraction of a second to run. The obtained data is now a small subset (a few dozen messages), and more suitable and manageable for analyzing only the messages that explicitly talk about the climate, with the processing prioritized using the number of comments posted on a given message. This allows for a more thorough examination of discussions that take place on a given topic.
Figure 6: Filtered data filtered for messages with 'climate' in them, and sorted using the comments counts in the ascending order.

Another way of prioritizing message processing could be by using the length of a given message. We observed that more meaningful messages tend to be lengthier than those without useful or interesting critique. Figure 7 shows a snapshot of the results ordered by the message length.
Figure 7: Data ordered by the message length.

Implications and Future Work

We demonstrated how one could go about collecting public comments data from Facebook and analyzing them manually. We pointed out general observations and specific lessons learned using several examples. It was clear that such data can be a valuable asset for studying a political discourse, but very expensive without additional technology support. We then presented Facebook Harvester, a web-based tool we have developed to collect public comments and their attributes from a Facebook page. These comments include status updates and wall posts. Furthermore, we showed how such automated data collection could be combined with simple filtering to provide us significantly less expensive analysis methods. This can be extremely helpful in studying various socio-political issues. A couple of scenarios are presented below.
• **General scenario.** The White House posts constant updates, announcements, and contents on their Facebook page, 8 which includes pictures and videos. On a given post, there are typically few hundreds to few thousands comments posted by the visitors. One could not only collect these data once, but also keep collecting them at regular interval (e.g., daily) using our harvester. Such automated data collection and a few simple filtering could allow one to monitor White House’s official stand on certain issues and people’s opinions on them.

• **Specific scenario.** Starbucks recently rolled out a new brand logo, which created quite a bit of stir in the loyal fans and customers. Not surprisingly, they stared posting comments on Starbucks’ Facebook page expressing their opinions and sentiments. Using our system, one could easily collect Starbucks status updates and wall comments from Facebook to study these opinions and sentiments, as well as Starbucks’ own reactions to these comments.

The Facebook Harvester is available for public access and use for free under a Creative-Commons license at http://www.infoextractor.org/fbh/. We are currently working on extending this tool to allow collecting data from sites other than Facebook, such as CNN.com and CNNMoney.com, which incorporate Facebook wall on their posts or news-stories for people to comment using their Facebook credentials. We also plan on including other popular sites where people post comments on socio-political issues, such as nytimes.com.

---

8 [http://www.facebook.com/WhiteHouse](http://www.facebook.com/WhiteHouse)
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