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ABSTRACT

EVALUATION AND VALIDATION DISTRACTION DETECTION ALGORITHMS ON MULTIPLE DATA SOURCES

SEPTEMBER 2018

SHASHANK KUMAR MEHROTRA

B.E., PES INSTITUTE OF TECHNOLOGY, BANGALORE

M.S. I.E.O.R., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by Professor Shannon C. Roberts

This study aims to evaluate algorithms designed to detect distracted driving. This includes the comparison of how efficiently they detect the state of distraction and likelihood of a crash. Four algorithms that utilize measures of cumulative glance, past glance behavior, and glance eccentricity were used to understand the distracted state of the driver and were validated on two separate data sources (i.e., simulator and naturalistic data). Additionally, an independent method for distraction detection was designed using data mining methods. This approach utilized measures like steering degree, lane offset, lateral and longitudinal velocity, and acceleration. The results showed a higher likelihood of distracted events when cumulative glances were considered. However, the state of distraction was observed to be higher when glance eccentricity was added. Additionally, it was observed that glance behavior using the four legacy algorithms were better detectors of the state of distraction as compared to the data mining method that used vehicular measures. This research has implications in understanding the state of distraction, predicting the
power of different methods, and comparing approaches in different contexts (naturalistic vs simulator). These findings provide the fundamental building blocks towards designing advanced mitigation systems that give drivers feedback in instances of high crash likelihood.
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CHAPTER 1
INTRODUCTION

Distracted driving has been long recognized as an important epidemiological issue in the United States with major loss of life and property reported each year. According to the National Highway Transportation and Safety Administration (NHTSA), out of the 37,461 crash related fatalities in 2016, 3,450 fatalities were attributed to distracted driving (NHTSA, 2017). In terms of economic damage, distracted driving crashes caused $40 billion in economic costs and were responsible for 16% of all economic impacts from motor vehicle crashes in 2010 (Kahn & Gotschall, 2015).

Several policy changes and measures have been taken to prevent drivers from distracted driving behavior (Vegega, Jones, & Monk, 2013) and the number of distracted driving fatalities has declined. Despite growing awareness about distraction, eliminating injuries and fatalities due to distracted driving poses a major challenge for the research community and policy makers alike. The National Safety Council (NSC) reported in 2015 that nearly 27% of all crashes involved texting. However, NSC reports that there is a huge under-reporting of such crashes, which leads to a lack of understanding of the severity of the issue (National Safety Council, 2013). Apart from the use of technology while driving, distraction has also been reported due to influences of passengers (Caird, Simmons, Wiley, Johnston, & Horrey, 2018) and drowsiness (Yeo, Li, Shen, & Wilder-Smith, 2009) (MacLean, Davies, & Thiele, 2003).

There are two main types of distractions based on the task the driver is performing. Tasks that cause eyes-off-the-road are commonly known as visual distractions since they divert focal vision from the road and diminish the driver’s ability to anticipate hazards. This causes
degradation in lane keeping, even though drivers can perceive the outline of the roadway (Horrey & Wickens, 2004). Likewise, tasks that take the driver’s mind-off-the-road are termed cognitive distractions. It reflects the shared central processing demand of driving and secondary tasks. Cognitive distraction does not directly interfere with focal vision and is therefore less disruptive to hazard detection and vehicle control compared to visual distraction. Liang et al., (2009) explored the effects of combined distractions (audio-visual) on driving performance. It was found that frequent off-road glances, longer total eye-off-road time, and high gaze concentration in cases when drivers look at the road tend to cause high deviation in lane positioning and discrete steering correction. Apart from visual and cognitive distractions, manual distraction also plays a role in influencing driving performance. Manual distraction involves the performance of a task by using one’s hands or feet, like eating or drinking. For the purposes of this research, manual distraction was not considered.

Researchers over the past decade have established several frameworks that have established how distraction leads to impairment. Distracted driving finds resonance in the multiple resource theory (MRT) proposed by Wickens (2002). MRT explains how multiple tasks influence performance, the interference of tasks performed concurrently, and its consequences on performance predictions. Additionally, Engstrom et al., (2013) proposed how biases in perception of sensory inputs, values, contexts, and cognition affect the outcome of decisions. Additionally, several frameworks have been proposed by Shinar et al., (2017) to explain the influence of experience on driving performance and how strategic levels of maneuvering while driving would influence their performance. A majority of past research considers these frameworks as the guiding principle upon which the effect of distraction is measured and helps
classify the impact different types of distractions have on driving (Liang, Lee, & Yekhshatyan, 2012).

With a growing understanding of how distraction impacts driving, there has been an emphasis on understanding methods to determine distraction and model them algorithmically. Work done by Senders et al. (1967) helped model the relationship between vehicle parameters and driving uncertainty. Additionally, eye-glance behavior has been extensively explored to understand how it impacts the degree of distraction. Several visual distraction detection algorithms have been developed (Donmez et al., 2007; J Engström & Mårdh, 2007; Fletcher & Zelinsky, 2007; Kircher & Ahlström, 2009; Klauer et al., 2010; Pohl et al., 2007) that can help determine the distracted state of the driver. These approaches are based on evaluating the glance patterns and using deterministic methods to classify the state of the driver.

While traditional approaches have been developed, over the last few years, a wide range of data mining methods have been applied to determine the state of distraction. Work done by Schwarz et al. (2016) looked to establish a methodology using a random forest algorithm along with vehicle and driver-based data. Research done by Lee et al. (2013) explored relationships between distraction and driving performance decrements by exploring vision-based algorithms around eyes off the road. Liang et al. (2007) explored the use of Support vector machines (SVM) in predicting the likelihood of crashes attributed to visual distraction. Additionally, data mining approaches have been useful in drowsiness detection by Mc Donald et al. (2013) and Yeo et al. (2009).

When exploring different methods to detect distraction, it is important to consider the type of data that is used. More specifically, it is important to consider whether the data was
generated in a naturalistic study or was obtained from a controlled experimental environment. Liang et al., (2012) explored the effect of visual distraction in the case of 100 cars naturalistic driving study. Additionally, SHRP2 has been used by Victor et al. (2015) to understand the relationship between glance behavior, driver inattention, and crash risk across different dimensions like the risk of precipitation events. In comparison, several studies have been done in a simulated environment to understand the influence of distraction. Studies by Donmez et al. (2008), Schwarz et al. (2016), and Liang et al. (Liang et al., 2007) (2010) are focused on understanding visual and cognitive distractions based on data obtained from driving simulators.

While past research has explored the nature of driver distraction through different methods, there are a few drawbacks of these algorithms. While almost all of these have been developed based on naturalistic data or simulator data, there has been no work to cross validate the results on different data sources. Also, while most of the algorithms either depend on the eye glance data or vehicular parameters, there has been little research on exploring how more robust methods can be established by combining these data.

This study aims to:

1. validate distraction detection algorithms (legacy algorithms) based on the glance location, duration, and eccentricity across two data sources.
2. explore how data mining methods compare to traditional methods in terms of detecting distraction and crash/near crash likelihood.
CHAPTER 2
BACKGROUND

Driving related fatalities are a major public health issue in the United States. According to the Traffic Safety Facts 2016 (NHTSA, 2017), 37,461 people were killed due to the traffic related accidents. Apart from the fatalities, the economic cost is a major concern with $242 billion lost in 2010 (Kahn & Gotschall, 2015). Additionally, the indirect economic costs could inflate the costs to $836 billion, which amounts to about 4.5% of the GDP of the United States. The figures paint a grim scenario of the total loss incurred due to motor vehicle crashes. This issue poses a huge challenge for human factors and transportation safety researchers who are search for methods to decrease these fatalities.

While several causes contribute to these fatalities, human choices that lead to crashes are an important area of focus. Human choices include speeding, alcohol-impairment, unrestrained passenger occupants, drowsiness, as well as distracted driving. Estimates report that 94% of the crashes can be attributed to human error (Singh, 2015). Additionally, Lee (2008) stated that in the past 50 years of research in transportation safety, the continuous challenge to reducing traffic fatalities is improving driver behavior. A few programs like Mothers Against Drunk Driving (Fell & Voas, 2006) have been successful in reducing the increase of alcohol related crashes. Past research done by Shults et al. (2004) establishes the effectiveness of laws against unrestrained occupants while driving. These studies establish how increased awareness and policy changes can enforce safer choices while driving.

One specific human choice that causes traffic fatalities is distracted driving. While several states have imposed strict laws about texting while driving (Goodwin, O’Brien, & Foss, 2012;
Ibrahim, Anderson, Burris, & Wagenaar, 2011), the laws have not resulted in sustained positive effects. While there were fewer fatalities due to distracted driving in 2016 as compared to 2015, the NSC (National Safety Council, 2013) states under reporting of distracted driving caused by cell phones. Additionally, with the advent of technologically advanced in vehicle information systems (IVIS), the use of such systems while driving can cause interference between the primary driving task and the secondary task (Kim, Kwon, Heo, Lee, & Chung, 2014)(Young, 2012).

In the remainder of this Background section, distraction is explored in the context of driving. First, this section looks to define distraction and various aspects of how distraction impacts driving. Second, a theoretical foundation of distraction from the point of view of attention allocation and the multiple resource theory is explored. Additionally, methods of detecting driving distraction and how they are useful in categorizing distraction are covered. Finally, the algorithms for detecting distractions and crash like events are explored.

2.1 Definition of distraction

Regan et al., (2011) explained the umbrella term Driver Inattention as a phenomenon “when the driver’s mind has wandered from the driving task for some non-compelling reason” such as when the driver is “focusing on internal thoughts (i.e., daydreaming, problem solving, worrying about family problems, etc.) and not focusing attention on the driving task”. Inattention is defined both by driver activity (for example, driver speaking on the phone while driving) and driver state (for example, drowsiness). This would lead us to categorize different aspects of driver inattention based on the activity and state of the driver. Figure 1 shows the categorization of different types of distraction.
2.1.1 Driver Restricted Attention (DRA)

Lack of attention to critical activities for ensuring that safe driving happens, which is linked to something that physically prevents (due to biological factors) the driver from detecting (and hence from attending to) information critical for safe driving.

2.1.2 Driver Misprioritized Attention (DMPA)

Lack of attention to critical activities for ensuring that safe driving happens. Hancock et al., (2009) explained DMPA as “engaged in what is considered ‘the wrong’ aspect of the driving task at the time in question”.

2.1.3 Driver Neglected Attention (DNA)
Lack of attention to activities critical for safe driving brought about by the driver neglecting to attend to activities critical for safe driving. For example, a driver approaching an unsignalized T-intersection intending to turn right who does not see a cyclist on a parallel bike path approaching from the right because the driver does not look in this direction, as defined by Engstrom et al. (2009).

While DNA and DMPA appear similar, the priority in DMPA is in safely driving while focusing on a single aspect of driving. DNA is a lack of safe driving altogether.

2.1.4 Driver Cursory Attention (DCA)

Insufficient or no attention to activities critical for safe driving brought about by the driver giving cursory or hurried attention to activities critical for safe driving. An example is a driver who is in a hurry and does not look both ways when merging and, in doing so, ends up colliding with another vehicle.

2.1.5 Driver Diverted Attention (DDA)

The diversion of attention away from activities critical for safe driving toward a competing activity, which may result in insufficient or no attention to activities critical for safe driving. This category of inattention is synonymous with “driver distraction”. The definition proposed here is almost identical to that coined for driver distraction by Lee et al. (2013): “Driver distraction is a diversion of attention away from activities critical for safe driving toward a competing activity.” This is the base definition that used to define distraction.
Werneke et al., (2012) states that the causes for distraction related errors were due to one of the following:

1. drivers looked but failed to see, or
2. drivers failed to look, and thus saw the other traffic participant too late to avoid a collision.

Keeping this in mind, it becomes essential to study how drivers make decisions while inattentive. To understand this decision-making process, it is important to establish how drivers maintain attention and process information based on their expertise. In the next section, these viewpoints are explained in detail.

2.2 Attention, information processing, and decision-making models

To understand attention allocation, it is important to explore the theoretical foundations of attention as well as how attention impacts information processing and driver decision making. This section introduces the theory behind inattention. First, the multiple resource theory is explored because it serves as the theoretical foundation of this research. Then, focus on attention selection in the context of driving is explained. Further, this section explores how task selection and prioritization is done in the context of driving.

2.3 Multiple resource theory

Multiple Resource Theory (MRT) is a theory of understanding performance when a person wants to perform multiple tasks. The implications of this theory stem from the predictions regarding the ability of a driver to perform while multi-tasking, which causes a higher workload.
Theoretically, this theory helps explain and predict the dual task interference between concurrently performed tasks.

The multiple resource theory proposes that there are four important categorical and dichotomous dimensions that account for variance in time-sharing performance. The dimensions are: (1) stage of processing (2) modalities involved in perceiving the task (3) codes (access and responses) and (4) visual processing. Each of these dimensions has two discrete 'levels'. The theory assumes that two tasks that demand the same level of a given dimension (e.g., two tasks demanding visual perception) will interfere with each other more than two tasks that demand different levels on the given dimension (e.g. one visual and one auditory task). Figure 2 represents these four dimensions in greater detail.

2.3.1 Stage of processing

The resources used for perceptual/cognitive activities, e.g., involving working memory, appear to be the same, and those resources are functionally separate from those underlying the selection and execution of responses. Evidence for this dichotomy is provided when the difficulty of responding in a task is varied but does not affect performance of a concurrent task whose demands are more perceptual and cognitive in nature. Conversely, another example is when increases in perceptual cognitive difficulty do not influence the performance of a concurrent task whose demands are primarily response-related.
2.3.2 Modality

Division for attention between the visual and auditory channels is better than between two auditory channels or two visual channels. This implies that cross-modal time-sharing is better than intra-modal time-sharing. Two competing visual channels, if they are far enough apart, will require visual scanning between them, at an added cost. If they are too close together, they may impose confusion and masking, just as two auditory messages may mask one another if they occupy nearby or overlapping temporal frequencies.

2.3.3 Access and response (code of processing)

This dimension defines the distinction between analogue and verbal processes. This accounts for the relatively high degree of efficiency with which manual and vocal responses can be time-shared, if manual responses are usually spatial in nature (e.g., tracking, steering, joystick, or mouse movement) and vocal ones are usually verbal in nature (e.g., speaking).
2.3.4 Visual processing

This dimension helps differ between focal vision and ambient vision. Focal vision is primarily (but not exclusively) foveal and supports object recognition and high acuity perception, such as that involved in reading text and recognizing symbols (Wickens, 2008). The distribution of the ambient vision is across the entire visual field and preserves its competency in peripheral vision.

2.4 Attention selection and multitasking in driving

Engstrom et al. (2013) suggested that the process of selection of attention involves the selection of a schemata which is set to be activated, with attention being the outcome of this process. The two types of schemata are defined as: a) basic (i.e., sensory motor and semantic-vision for action and vision for perception) and b) task context (i.e., functional representation in parallel). The selection of schema are based either on habitual selection due to associated task context or deliberate selection due to cognitive control. Actions driven by cognitive control may be viewed as “willed” or self-regulated as opposed to those triggered by the schema system alone. Cognitive control is required in cases whenever there is a conflict in schema selection that cannot be resolved by routine, automatic scheduling alone. The selection of schema is based on the interactive flow of facilitations and inhibitions, which may cause the schema with the strongest activation to prevail while the competing schema is suppressed or fails. Lastly, the process of selecting the schema is based on the value system, which is determined by the relevance of stimuli and actions for behavioral goals.
2.4.1 Information processing models

The information processing model is useful in understanding the sequence involved in the execution of the driving task. The information processing model contains three elements of cognition: perception, thinking and understanding of the world around the driver, as shown in Figure 3. The driver’s sensory system gathers information, which is then perceived, and provides a meaningful interpretation, which is aided by prior knowledge. Perception leads directly to the selection and execution of a response, as when a driver swerves to avoid a converging car. However, some action is delayed, or not executed at all, as information in working memory is manipulated. Long-term memory is used to create a more permanent representation of the information. Central to all these processing is the dependency on the availability of the mental or cognitive (attention) resources. All of these processes are linked together with the feedback loop. The actions generate new information to be sensed and perceived.
2.4.2 Decision making models

Yet another model discusses how the driver makes decisions based on factors like how the trip is planned and when to brake. The model uses three levels of activity to describe the complex tasks that comprise driving: strategic, tactical, and control (Michon, 1985). Strategic tasks focus on the purpose of the trip and the drivers’ overall goal, many of which are decided before the driver starts driving. For example, a strategic decision is to decide how to get to a location on a Monday morning. Tactical tasks focus on the choice of maneuvers and immediate goals in getting to a destination. This may include speed selection or headway maintenance. Finally, control tasks are focused on the momentary operation of the vehicle, such as maintaining the regulated speed and lane position. The hierarchy is described in Figure 4.
2.5 Driving distraction

This research considers MRT as the model to explain driving distraction as it best explains how multi-tasking affects performance based on the availability of resources and the structure of the task. In the context of MRT, to understand how the lack of working memory and increased demand cause driving inefficiency, it is important to contextualize these demands in the context of driving. Driving distractions reflect the shared central processing demand of driving and secondary tasks, which is in line with the theory. While distractions are disruptive, it is important to understand whether it is due to an increase in demand, the way the task is constructed or, if it affects one or more modalities. This research can potentially answer some of these questions through understanding distraction detection methods. In the next section, methods of distraction detection are introduced.

2.6 Methods of detecting distraction

In the context of distracted driving, a detection algorithm tries to determine the state of the driver based on their glance behavior or vehicle dynamics. These can provide a prediction of
the likelihood of a crash like event. The detection criteria are established by determining whether a driver’s glance behavior is in or around their field relevant for driving (FRD). The FRD, which includes the driver looking forward, at the speedometer, as well as looking at the left, right and rearview mirrors, are indicative of safe driving behavior. Any glance away from FRD is considered unsafe driving behavior and is penalized. For this research, algorithms using this criterion are referred to as “legacy” algorithms.

Four legacy algorithms were explored in this research. The first is the cumulative glance (CG) algorithm (Klauer, Dingus, Neale, Sudweeks, & Ramsey, 2009) considers the total glances in a 6 second window when there is a crash or a near crash in the 5th second of the window. The second is the cumulative glance current duration (CGCD) algorithm (Donmez, Boyle, Lee, & Mcgehee, 2006), which considers the current glance or a glance that has occurred in the last 3 seconds. These glances are weighted, which gives an evaluation of the driver risk. Third, the cumulative glance current duration and glance eccentricity (CGCDGE) algorithm (Engstrom and Mardh, 2007) considers glance eccentricity and the summation of all the glances that occur before a crash like scenario. Finally, the Buffered cumulative glance and current duration (Buffer CGCD) algorithm (Kircher & Ahlström, 2013) uses a buffer to track the progress of the driver. When the driver glances towards the speedometer and mirrors, the buffer is updated with a latency of 0.1s; any other glance is updated with a latency of 1s. All legacy algorithms work with the underlying principle that when drivers look away from the road, they will have poor driving performance and a higher likelihood of crashing.

While the above criteria are limited to FRD, it is not the only criteria and methodology used to determine the degree of distraction. Past research has established distraction detection estimates based on how drivers perform when subjected to distractions. A majority of this
research has been done using machine learning methods. Work done by Schwartz (2016) uses random forest models based on vehicle and driver-based data. Research done by Lee et al., (2013) explored relationships between distraction and driving performance decrements by exploring vision-based methods using the criteria of eyes off the road. Liang et al., (2007) explored the use of support vector machines (SVM) in predicting the likelihood of crashes attributed to visual distraction.

In this research, both legacy as well as machine learning methods have been explored for detecting distraction and events. This analysis was conducted on two different data sources to understanding their validity. The next section focuses on the implementation and evaluation of these methods.
In this research, legacy as well as machine learning methods have been explored for detecting distraction and events. The study is separated into two phases. The first phase of the analysis uses the glance behavior data in the naturalistic and simulator data. The objective in this phase is to understand the performance of the four legacy algorithms across data sources. The second phase involves the simulator data only. In this phase, distraction detection was explored using data mining methods, more specifically, Support Vector Machines (SVM).

This section explains the legacy algorithms and how they have been evaluated. Additionally, the section covers the experimental design, how the data was collected, and how the analysis was carried out. Finally, this section introduces SVMs as the method of classifying between different types of distractions.

3.1 Legacy algorithms

3.1.1 Cumulative glance

This legacy algorithm defines distraction as looking away from the road for two seconds within a six second window.

Step One:

Define the distracted locations versus the non-distracted locations; non-distracted locations are forward, rearview, right side mirror, left side mirror while the rest of the locations are classified as distracted.
Step Two:

Identify whether the person is distracted or not distracted at each frame using the criteria explained in the first step.

Step Three:

For each driver, create a sliding six second window with the event occurring in the 5th second. The number of distracted glances within the sliding window is then added. The legacy algorithm defines distraction (and a near-crash/crash event) as having a total of two distracted glances within the six second window. This operation is repeated for each driver.

3.1.2 Cumulative glance current duration

This legacy algorithm was primarily designed to measure distraction in terms of glances towards an in-vehicle information system (IVIS) display. For this research, there are no tasks that focus on the interaction with the IVIS. Thus, any glances away from the road were considered a distraction which include glances towards the passenger and looking at an object inside a car while driving.

Step One:

Define the distracted locations versus the non-distracted locations; non-distracted locations are forward, rearview, right side mirror, left side mirror while the rest of the locations are classified as distracted.

Step Two:
Identify whether the person is distracted or not distracted at each frame using the criteria explained in the first step.

Step Three:

For each driver, the total number of distracted glances in the last three seconds are summed.

Step Four:

Define the risk due to distraction as a combination of the current glance (weight of 0.2) and the cumulative glance (weight of 0.8), as such:

\[ 0.2 \times \text{Current Glance} + 0.8 \times \text{Cumulative Glance} \]

Where current glance is 0 when the driver looks on road and 1 when their eyes are off the road. The cumulative glance is calculated in Step 3.

For considering the driver to be in a state of distraction, any risk value above 2 was considered.

3.1.3 Cumulative glance current duration and glance eccentricity

In addition to the criteria observed in the previous two legacy algorithms, this algorithm considers glance eccentricity as a factor in determining the degree of visual demand on the driver. Three ellipses were used to quantify the eccentricity of off-road glances, as done in the 100-Car Study (Dingus et al., 2006). The ellipse was defined in the Table 1.
Table 1: Definition of the ellipses for each glance location in the CGCDGE algorithm

<table>
<thead>
<tr>
<th>Ellipse</th>
<th>Location</th>
<th>Eccentricity (in glance radian)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ellipse I</td>
<td>Left forward, right forward, instrument panel</td>
<td>0.39</td>
</tr>
<tr>
<td>Ellipse II</td>
<td>Center mirror, radio/HVAC, left mirror</td>
<td>1.12</td>
</tr>
<tr>
<td>Ellipse III</td>
<td>All other glances away from road</td>
<td>2.02</td>
</tr>
</tbody>
</table>

Step One:

For each location, define the degree of eccentricity. The degree of eccentricity is explained in Table 1.

Step Two:

Based on step 1, glances away from the road were penalized. The penalization was done based which ellipse they were categorized in as shown in Table 1. The eccentricity was chosen corresponding to which ellipse the location was categorized in. It is expressed numerically in terms of glance radian as shown in Table 1

\[
\text{Visual Distraction} = \frac{6.5758 - 1}{0.06 \times \text{glance radian} + 0.152}
\]

Values above 32 are indicative of the driver being distracted.

3.1.4 Buffered-cumulative glance current duration and glance eccentricity

This legacy algorithm is also referred to as AttenD. The buffer with a maximum value of two seconds is decremented over time when the driver looks away from the field relevant for
driving (FRD), which is represented by the intersection between a circle of a visual angle of 90° and the vehicle windows, excluding the area of the mirrors. When the glance is inside the FRD, the buffer is incremented until the maximum value is reached. There was a latency of 0.1 s before increasing the buffer after a decrement phase when the driver looks at the mirrors and the speedometer. Additionally, there was a latency of 1 s before increasing the buffer after a decrement phase when the driver looks anywhere but forward, towards the mirror or the speedometer. The buffer is indicative of the state of the distraction of the driver.

Step One:

Define the locations as found in Table 2.

Table 2: Classification of each glance location for the Buffered-CGCDGE algorithm

<table>
<thead>
<tr>
<th>Glance Location</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward</td>
<td>Field Relevant for Driving (FRD)</td>
</tr>
<tr>
<td>Rearview Mirror</td>
<td>On Driving (OD)</td>
</tr>
<tr>
<td>Left Side Mirror</td>
<td>On Driving (OD)</td>
</tr>
<tr>
<td>Interior Object</td>
<td>Off Road (OR)</td>
</tr>
<tr>
<td>Right Side Mirror</td>
<td>On Driving (OD)</td>
</tr>
<tr>
<td>Task displayed on screen</td>
<td>Off Road (OR)</td>
</tr>
<tr>
<td>Cell Phone</td>
<td>Off Road (OR)</td>
</tr>
<tr>
<td>Instrument Cluster</td>
<td>On Driving (OD)</td>
</tr>
</tbody>
</table>
Step Two:

For each sequence of glances, generate the transition glance, e.g., if the person looks from Forward to the Rearview Mirror, code the transition as "FRD-OD". The sequence is explained in detail in Table 3.

Step Three:

Define the buffer as buffer = 2. Penalize based on the glance transitions shown in Table 3.

Table 3: Penalization for glance transitions for the Buffered-CGCDGE algorithm

<table>
<thead>
<tr>
<th>Glance Sequence</th>
<th>Buffer Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>FRD-FRD</td>
<td>No change in the buffer</td>
</tr>
<tr>
<td>FRD-OR</td>
<td>Reduce the buffer by 0.1 with a minimum of 0</td>
</tr>
<tr>
<td>FRD-OD</td>
<td>Reduce the buffer by 1 with a minimum of 0</td>
</tr>
<tr>
<td>OR-OR</td>
<td>Reduce the buffer by 0.1 with a minimum of 0</td>
</tr>
<tr>
<td>OR-OD</td>
<td>Reduce the buffer by 1 with a minimum of 0</td>
</tr>
<tr>
<td>OR-FRD</td>
<td>Increase the buffer by 0.1 with a delay of 1; the maximum value is 2</td>
</tr>
<tr>
<td>OD-OR</td>
<td>Reduce the buffer by 0.1 with a minimum of 0</td>
</tr>
</tbody>
</table>
3.2 Inputs and outputs for each legacy algorithm

Based on the explanation of the four legacy algorithms, the inputs and outputs for each algorithm are defined in Table 4.

<table>
<thead>
<tr>
<th>Name of the legacy algorithm</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>CG</td>
<td>Glance Location</td>
<td>Total glances</td>
</tr>
<tr>
<td>CGCD</td>
<td>Glance Location</td>
<td>Risk due to distraction</td>
</tr>
<tr>
<td></td>
<td>Glance Duration</td>
<td></td>
</tr>
<tr>
<td>CGCDGE</td>
<td>Glance Location</td>
<td>Visual Distraction</td>
</tr>
<tr>
<td></td>
<td>Glance Duration</td>
<td>State</td>
</tr>
<tr>
<td></td>
<td>Glance Eccentricity</td>
<td></td>
</tr>
<tr>
<td>Buffered-CGCDGE</td>
<td>Glance Location</td>
<td>Total Buffer Time for the Driver</td>
</tr>
<tr>
<td></td>
<td>Glance Duration</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Glance Eccentricity</td>
<td></td>
</tr>
</tbody>
</table>
3.3 Data mining methods

This study also focuses on advanced methods to ensure better pattern recognition of crashes, which could lead to accurate detection of these events. For example, past research has established distraction detection frameworks based on how drivers perform when subjected to distracting tasks. Research done by Kutila et al., (2006); Liang et al., (2007); Tango et al., (2013); Wollmer et al., (2011); Yeo et al., (2009) has used SVM as a method for detecting distraction in multiple contexts including camera based classification and even using EEG data.

SVMs are based on statistical learning theory and can be used specifically for classification and pattern recognition. They are also used for understanding the relationships between variables which have linear or non-linear relationships (Furey et al., 2000; Suykens & Vandewalle, 1999). Apart from linear SVMs, polynomials, splines, radial basis function networks, and multilayer perceptron’s SVMs have been successfully applied. In the context of distraction detection, SVM has been applied in the past for classification (Liang et al., 2007; Tango & Botta, 2013; Wollmer et al., 2011).

For this study, linear SVM was used to classify distracted behavior. The algorithm was trained with glance behavior as well as the vehicle measures for each driver to classify the type of distraction correctly.

3.4 Data

3.4.1 Naturalistic data
The 100-Car Naturalistic Driving Study (100 Cars) was developed to cement an understanding of driver behaviors and conditions that lead to crashes or near-crash events. This study comprehensively compiled the impact of distracted behavior on crashes/near-crashes as well as environmental factors. It also compiled the impact of eye glance behavior on near-crash/crash risk.

The data was collected from 2003 to 2004 (Neale et al., 2002) and includes eye glance behavior and vehicular dynamics. The study compiled many extreme cases of driving behavior and performance including: severe fatigue, impairment, judgment error, risk taking, willingness to engage, aggressive driving, and traffic violations. The data collated approximately 2,000,000 vehicle miles with almost 43,000 hours of data wherein 241 primary and secondary drivers participated in the study. Sixty percent of the drivers were male whereas 40% of the drivers were female. With respect to age, 34% of the drivers were between the age of 18-24 years, 35.5% of the drivers were between the age of 25-44, and 30.5% of the drivers were above the age of 45. Additionally, in the context of driving experience, females reported beginning to drive at an average age of 17.1 years (SD = 3.51 years), while males began driving at an average age of 16.2 years (SD = 1.94 years). Ethnically, the group of drivers were predominantly Caucasian (78%) vs non-Caucasians (22%). The pool of participants had some sort of education with a majority (41%) having attended 4-year college. With respect to traffic violations, almost all the participants reported violations: there were 0.7 violations per participant in the 5 years prior to the beginning of the study in 2003-04.

The baseline database was created specifically for this analysis by randomly selecting a stratified sample of 20,000 6-second segments, referred to as baseline epochs.
3.4.2 Driving simulator data

Past research has found that the novice drivers have increased crash risk compared to experienced drivers when subjected to distractions like dialing a cell phone, eating, or drinking (Klauer et al., 2014). In comparison to past studies on teen driving behavior, the focus was on recreating a driving scenario wherein the young drivers were exposed to typical distracted scenarios. To do that, driving with passengers was considered a typical scenario as it has been identified that the influence of passengers does impact driver performance (Ouimet et al., 2013).

3.4.3 Definition of an event

For the events that occurred during the simulator study, the definitions used were the same as defined for the 100 cars study:

- Any physical contact between the subject vehicle and another vehicle, fixed object, pedestrian, cyclist, animal, etc., as assessed by either the lateral or longitudinal accelerometers was termed a crash. The most predominant type of crash in the simulator data was a rear end crash.

- A Near-crash was a conflict situation requiring a rapid, severe, evasive maneuver to avoid a crash.

3.5 Experimental Design

3.5.1 Recruitment
There were 24 pairs of participants that were recruited through communications (online and print advertisements) on campus at University of Massachusetts, Amherst. The age group selected was between 18-20 years. All participants needed to have a valid driving license of the United States. Each participant was recruited who satisfied the criteria and were asked to participate with a friend/collleague/partner.

3.5.2 Apparatus

For this study, the driving simulator at the Human Performance Laboratory, University of Massachusetts, Amherst was used. It is a fixed base driving simulator which uses Realtime Technologies, Inc. (RTI) simulation software (Figure 5). The simulator is a full car cab (4-door 2013 Ford Fusion) with nine visual channels. The five forward channels plus the rear channel create a 330-degree field-of-view (FOV). The side-view mirrors, virtual dash, and 17-inch touch screen center stack are simulated with LCD panels. A 5.1 channel audio system external to the car cab provides the environmental sounds such as traffic, passing vehicles, and road noise. An internal audio system provides the engine sounds and vibrations, as well as pre-programmed voice commands and any other scripted sounds. The participant in the automobile can move through the virtual world using the vehicle controls as if in a real automobile and the visual representation of the virtual roadway changes appropriately in response to drivers’ actions. Vehicle data is continuously collected at a frequency of 96 Hz.
The eye tracker, a Mobile Eye XG by Applied Science, allows one to track and record eye movements to study behavioral scanning patterns. The eye tracker is comprised of a pair of safety goggles equipped with two lightweight cameras: one to track eye movements and the other to capture the scene that the user sees. The device is worn by each participant while they are driving as shown in Figure 6. The two videos are recorded, processed, and interleaved on a device that outputs a video file with cross-hairs displaying the drivers gaze and the associated coordinate data in a separate data file. The eye tracking data was recorded at a frequency of 33 HZ.
3.6 Procedure

Each pair of participants was asked to participate in the drive for 90 minutes. Before the experiment, participants gave consent. The consent forms were approved by the Institutional Review Board (IRB). Next, they were asked whether they had any pre-conditions that would inhibit them from driving. Afterwards, they were given instructions about the experiment. Participants were given a test-drive to acclimate them to the driving simulator.

The driving environment was a highway scenario like I-93 in Western Massachusetts. The road included 4 straight stretches and 4 curves with medium to low traffic density. There were two points on each road where there was more than the regular traffic density. After the participants completed their drives, they were asked to fill out the post drive questionnaire which included the sensation seeking questionnaire, driver behavior questionnaire, their driving history, and demographic information. Each participant was compensated $25.
3.7 Distracting tasks

There were three distraction tasks: visual, cognitive and combined distractions. The control condition was no distraction. The visual task was dialing a phone number displayed on the screen (Figure 7). While participants drove alone, the cognitive task was the Delta Flight Information task (Angell et al., 2006), where the driver is asked questions after listening to Delta Flight information. When the participants drove with a passenger, they were asked to perform a chain task, which was a variant of the task conducted by Crundall et al. (2005). The participants were asked to say a word and the other person would add another word to previous word, thereby creating a chain of words. In the opposing drive (where the driver and passenger switch roles), a similar task was completing using double digit numbers. The combined visual and cognitive task required a display of arrows in random directions (Figure 8). The participants were asked to answer two questions based on the arrow image, similar to Liang & Lee (2010).

Figure 7: Visual distraction task

To overcome any learning effects, all tasks were counterbalanced. Additionally, all phone numbers were changed in each drive, a separate set of questions were asked for the Delta Flight
Information, and a unique randomized set of arrows were used so the participant could not anticipate the answers before each drive.

![Figure 8: Combined distraction task](image)

3.8 Eye tracking

With each eye tracking video, two independent coders examined each frame to identify where the driver glanced at each moment of time. The areas of interests are defined in Table 5.

<table>
<thead>
<tr>
<th>Area of Interest</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward</td>
<td>Looking in front with eyes on the road or on a car</td>
</tr>
<tr>
<td>Rear-View Mirrors</td>
<td>Looking at the rearview mirror</td>
</tr>
<tr>
<td>Left/Right Mirrors</td>
<td>Looking at either the left or right mirror</td>
</tr>
<tr>
<td>Cell Phones</td>
<td>Looking at a cell phone</td>
</tr>
<tr>
<td>Speedometer</td>
<td>Looking at the speedometers</td>
</tr>
</tbody>
</table>
The glances were coded for these areas of interest using BORIS (Friard & Gamba, 2016). In case of a conflict, additional researchers examined the coding discrepancy.

3.9 Vehicle data

The vehicle data was captured by the high-fidelity simulator. The data was pre-processed, and six dependent variables were extracted, including: time, acceleration (m/s²), lateral acceleration (m/s²), offset in lane position (meters), degree of rotation of the steering wheel (degrees), velocity of the vehicle (mph), lateral velocity (mph), and vertical velocity of the vehicle (mph). The data was compiled for all participants using R statistical analysis software (R Core Team, 2017).
CHAPTER 4

RESULTS

This section looks at the comparison of the results obtained from the legacy algorithms on both data sources. While interpretation and validation of these legacy algorithms is the primary objective, exploring distracted driving behavior and the glance behavior leading up to the crash like event is also important and of interest. In this section, glance behavior for both data sets is explored and then used to evaluate the legacy algorithms. Along with the evaluation, machine learning methods that detect distraction are also explored.

4.1 Exploratory analysis of glance behavior

For the 100-cars study, only participants who were involved in crash like events due to distraction have been considered. After selecting those relevant to this study, the start and end time of the glance location for each drive was reduced to a frequency of 1Hz. Upon data pre-processing, the glance behavior of each drive was analyzed 5 seconds before the precipitating event. This can be attributed to the fact the past research has indicated that 6 to 8 seconds of reaction time is required to avoid a crash (Lamble, Laakso, & Summala, 1999). In the 100 cars study, it is observed that 74.30% of glances were towards the forward roadway. Another 16.46% of glances were distributed between drivers looking at interior objects (including conversing with passengers), cell phones, and having their eyes closed. The remaining 9.24% of the glances are directed towards looking left, right and rearview mirrors, which could be attributed to drivers attempting to maintain situational awareness leading up to, during, and after a crash like event. This distribution is shown in Figure 9.
Figure 9: Glance locations (excluding Forward) for the distracted participants 5 seconds before the crash in the 100 Cars dataset
Figure 10: Glance locations (excluding Forward) for the distracted participants 5 seconds before the crash for the simulator data

Similar findings were observed from the simulator data: the participant is observed to be looking forward more than 90% of the time. For the remaining 10%, the driver is completing the visually distracting tasks, which is shown in Figure 10. While the results may seem counter-intuitive that during crash events the person looks forward, it is interesting to observe that their glances off the road might influence the crash like scenario. This provides preliminary evidence that crash likelihood could increase due to glances away from the road. Additional analysis around sequence of glances leading up to the crash could provide more evidence to the existing analysis and could help further understand eye glance behavior.
4.2 Evaluation of the legacy algorithms

Next, the four legacy algorithms, the Current Glance (CG), the Current Glance Cumulative Duration (CGCD), the Current Glance Cumulative Duration and Glance Eccentricity (CGCDGE), and Buffered-CGCDGE, were evaluated. The legacy algorithms were implemented using the criteria explained in the Methodology section. The metric used for the purposes of explaining the predicting power of the algorithm is Odds Ratio (OR). An odds ratio (OR) is a measure of association between an exposure and an outcome. The OR represents the odds that an outcome will occur given a condition, compared to the odds of the outcome occurring in the absence of that condition. If OR>1, then the condition has a higher effect on the outcome; if OR<1, then the condition has a lower effect on the outcome; and if OR=1, then the condition has no effect on the outcome. An example would be the odds of a driver being involved in a crash like event where the condition is that the driver is distracted, compared to the driver being involved in a crash if they are not distracted. In this example, an OR > 1 indicates that the drivers is more likely to be in a crash if they are distracted.

All legacy algorithms can detect distraction where the OR of predicting distraction is greater than 1 for both datasets (Figure 11). It may be noted that CGCDGE is not included in Figure 12 because the odds ratios were ~20,000, which is exaggerated due to the high penalization rate for task completion. The highest odds are for legacy algorithms that account for the glance history, which is in-line with expectations.
Figure 11: Odds ratios for detecting distraction for different time windows

Figure 12: Odds ratios for detecting an event for different time windows
As far as event detection is concerned, different results were observed. CG outperforms all the other legacy algorithms in terms of event detection as shown in Figure 12. This could be attributed to the design of CG which considers distraction as “looking away from the road for 2 seconds in a 6 second window” (Klauer et al., 2010) where the event occurs in the 5th second. Additionally, it is interesting to note that the odds improve with an increasing time window. This could be attributed to having more data for detection and thus providing better odds in detecting an event. Also, an unexpected result was observed for the Buffered-CGCDGE on the simulator data where it outperforms CG until the 15 second window. While it is difficult to pinpoint one cause for this, Buffered-CGCDGE does include the most parameters out of all the legacy algorithms, which could lead to the odds being exacerbated due to previous glance behavior.

4.3 Impact of distraction on vehicle measures

For this study, the vehicle measures obtained from the simulator data was used to understand driver behavior when subjected to different distractions. As discussed in the methodology section, the participants were subjected to three different types of distractions – visual, cognitive and combined (visual and cognitive). The measures used for this analysis are velocity, acceleration (or deceleration), lane offset, lateral velocity, and steering wheel angle.

4.4 Detection of distraction using support vector machines

To select the variables for training and validating the machine learning algorithm, Pearson’s correlation was used. In Table 6 below, the cross-correlation of all the variables is displayed. The values highlighted in green indicate a strong positive or negative correlation between the variables in the respective row and column. Apart from lane offset, all other
variables have a strong correlation between each other. Based on this information, the variables chosen for model development were: velocity (measured in mph), lateral velocity (measured in mph), and steering wheel movements (measuring the rotation of the steering wheel in radians).

Table 6: Correlation matrix for vehicle measures

<table>
<thead>
<tr>
<th></th>
<th>Lateral Acceleration</th>
<th>Steering Wheel</th>
<th>Lateral Velocity</th>
<th>Velocity</th>
<th>Lane Offset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lateral Acceleration</td>
<td>1.0000000</td>
<td>-0.4633717</td>
<td>-0.7432685</td>
<td>0.1009258</td>
<td>-0.1123495</td>
</tr>
<tr>
<td>Steering Wheel</td>
<td>-0.4633717</td>
<td>1.0000000</td>
<td>0.5453632</td>
<td>0.4193530</td>
<td>0.1036230</td>
</tr>
<tr>
<td>Lateral Velocity</td>
<td>-0.7432685</td>
<td>0.5453632</td>
<td>1.0000000</td>
<td>0.2616517</td>
<td>0.1046672</td>
</tr>
<tr>
<td>Velocity</td>
<td>0.1009258</td>
<td>0.4193530</td>
<td>0.2616517</td>
<td>1.0000000</td>
<td>-0.0107414</td>
</tr>
<tr>
<td>Lane Offset</td>
<td>-0.1123495</td>
<td>0.1036230</td>
<td>0.1046672</td>
<td>-0.0107414</td>
<td>1.0000000</td>
</tr>
</tbody>
</table>

To arrive at the best possible classifier, only data 60 seconds before and after the event was used. Upon filtering the data for this criterion, the four variables were standardized by using the scale function (R Core Team, 2017) which converts all the variables to have a mean of 0 and a standard deviation of 1. Next, the classifier was trained with a sample of 1000 observations. The validation was carried out with another unique 1000 observations. The analysis was done in the R programming language (R Core Team, 2017) using the package “e1071” (Meyer, Dimitriadou, Hornik, Weingessel, & Leisch, 2017). The package was chosen due to its simplicity and abundant online resources.

In both training and validation, it appears that the models cannot detect the state of distraction. Table 7 below shows the best accuracy, precision, and recall values from all 1000 iterations.
### Table 7: Distraction detection results for machine learning methods

<table>
<thead>
<tr>
<th>Distraction</th>
<th>Training</th>
<th>Validating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Precision</td>
</tr>
<tr>
<td>Visual Distraction</td>
<td>0.603</td>
<td>0.5734</td>
</tr>
<tr>
<td>Cognitive Distraction</td>
<td>0.534</td>
<td>0.3428</td>
</tr>
<tr>
<td>Combined Distraction</td>
<td>0.579</td>
<td>0.322</td>
</tr>
</tbody>
</table>

The results show that while using pattern recognition or data mining methods, vehicle measures may not be enough in detecting distraction. Additionally, when glance locations were included in the model development, the results were poor.

All in all, this research provides validation of legacy algorithms and attempts to propose a better solution for the detection of distraction. The results indicate that distraction can be detected best with glance history and glance eccentricity. However, event detection is best when only considering glance history. Additionally, this research indicated that data mining approaches do not outperform legacy approaches in terms of detecting of distraction. While there are no definitive reasons, it is possible that the current state alone may not be enough to consider the state of distraction. In the future, cumulative glances in combination with driving behavior should be considered to detect the likelihood of distraction or event.
CHAPTER 5
DISCUSSION

This research has addressed the comparison of four legacy algorithms over two different data sources. While research in the past has evaluated these legacy algorithms (Liang et al., 2012; Seppelt et al., 2017), the novelty of the research lies in comparison across two different data sources. The results indicate that these legacy algorithms provide an efficient way to detect distraction, which is expected based on their focus on classifying glances away from the road as distraction. However, an even more interesting finding is the way these legacy algorithms can detect events, which have implications on predicting whether the driver will crash (Donmez et al., 2008). As explained in the background section, these results connect to the multiple resource theory (MRT). Additionally, the relatively inefficient distraction detection using SVMs using vehicle data explains the limitations of relying on only vehicle data to detect driver state. This section looks to address these findings, their implications, and their limitations within the scope of this study.

5.1 Detection of distraction and events due to the legacy algorithms

Based on the results, it is evident that the performance of the four legacy algorithms is excellent with respect to detecting distraction. This has been consistent with past research in terms of the odds ratios being similar as found by Liang et al., 2012. Additionally, it was found that the Cumulative Glance algorithm efficiently detects the likelihood of an event, which it is supposed to do by design. This implies that legacy algorithms that detect the likelihood of an event might indirectly detect the likelihood of a distraction. However, legacy algorithms that
detect the likelihood of distraction may not detect events. This can explain the relatively poor performance of legacy algorithms other than CG in detecting the likelihood of an event.

The distraction impairs the drivers’ situational awareness because the attention allocation is towards a non-driving objects, which leads the driver to be negligent (Regan et al., 2011). Thus, a key finding from these results is the consideration of the previous glances when determining the state of distraction. Additionally, the high odds of CGCDGE confirms the extent to which the eyes are off the road can detect the state of distraction.

Another aspect to consider is the comparable results for these legacy algorithms on the naturalistic as well as simulator data. This has a huge implication as far as distraction detection is concerned. More specifically, while past research has focused on either the naturalistic or simulator data, no study has explored both sources of data together. The results of this validation study indicate the applicability of these legacy algorithms in distraction detection across different data sources.

5.2 Vehicle data in detecting distraction

While the eye glance data and the legacy algorithms were efficient in detecting the level of distraction, the vehicle data was not as useful. The SVM, which relies on vehicle data, does not perform well in detecting the state of distraction. There are several possible reasons for this lackluster result. First, this method may not be useful when considering vehicle data. For the simulator data, no major differences between the distracted state and the non-distracted state in terms of the vehicle measures were observed. Additionally, the major difference between SVM and the legacy algorithms is cumulative driving measures or glances. The addition of cumulative glances as input to the SVM may improve its’ results.
Second, while SVM is a good approach, it is not the only machine learning approach that is applicable for detecting distraction. Exploring alternate methods like decision trees or unsupervised learning methods could possibly yield better results in terms of classifying the state of the driver. Another advantage of using these methods could be the possible increase the accuracy of distraction detection with an increase in data. For example, Kircher et al. (2010) used measures like steering entropy, variance in speed, and throttle behavior in predicting visual distraction. Tango (2013) used visual behavior as well as lane performance metrics as a factor in detecting distraction using SVMs. Additionally, studies done by Caird et al., (2018) used metrics like weather, road type, and traffic as a factor in predicting an event. Future studies could combine legacy algorithms along with different machine learning approaches to provide robust methods for detection and prediction.

5.3 Limitations and future work

The definition of distraction as stated in this research deems the driver unable to focus on activities critical for ensuring safe driving when subjected to distracting tasks. While this definition does establish a fundamental understanding of driving behavior, it has limitations. For example, if a driver is distracted, eye glance measures may not be sufficient in indicating the state of distraction. The driver could potentially not be engaged in the distracting task if their attention divided. More research is needed to clearly delineate periods of distraction versus no distraction. Future work should consider multiple measures of a “ground truth” of distraction.

While validating legacy algorithms on naturalistic data is an efficient way to understand performance, the data used was recorded in 2003-04, which is approximately 15 years ago. Validating these legacy algorithms on newer data sources would be a better way to understand
efficiency. Data sources like SHRP2 (Campbell, 2012) are perfect sources for validation, however they are not publicly available. Similarly, simulator data from a different study might produce other interesting findings. These approaches could help validate this study and could potentially put forth a better method of detecting driver distraction.

In this study, the vehicle measures have only been used for classifying the type of distraction. While this establishes a useful baseline in understanding driving behavior, the use of vehicle measures for event classification is a logical next step.

Although this study looks at distraction from a holistic point of view, one limitation is the application of this information. Legacy algorithms can be used to design feedback systems to mitigate distraction (Donmez et al., 2008). This feedback system would prevent the driver from being distracted and provide them with warnings to adapt their behavior in near-real time. For these circumstances, it is important to understand the efficiency of these legacy algorithms (i.e., how long it takes to detect distraction) in providing real time feedback. This would be building block for designing feedback systems in the future.


Kircher, K., & Ahlström, C. (2013). The driver distraction detection algorithm AttenD.


