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In the second stage, ROIAlign is used to locate the feature map's relevant areas, and 

a branch is used to generate one mask for each object at the pixel level. We keep mask-

branch in the architecture because it is beneficial to increase the object detection accuracy. 

The Softmax classifier is used for multi-target classification. The Softmax layer in the 

detection model is retained to get the corresponding probabilities of the three different 

categories. 

 

 

 

Figure 5: The Mask R-CNN Architecture 

 

 

3.2.3 Instructor and Screen Filter 

A lecture video recorded in the classroom contains many objects, usually more than 

one person or one screen. Figure 6a shows the detection results. In this case, the system is 

designed to filter out irrelevant objects. In Figure 6b, the system filters out some people 
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who present their backs in the video. In Figure 6c, the system filters out some objects that 

were detected on the screen. 

 

 

Figure 6: The Process of  Filtering the Instructor and Screen 

 

Frontal Human Torso Filter: We trained an object detector to recognize and 

present bounding boxes for faces and persons in the video. According to the detection 

results, we verified the relationship between each detected person and face. The IoU 

formula is proposed to calculate if each person’s bounding box 𝑃! overlaps with a face’s 

bounding box 𝐹". If the value of IoU does not equal zero, it means that the person presents 

his front torso in the video. In this way, the system saves all persons with frontal torso and 

filters out all persons with their back to the screen. 

 

Intersection over Union (IoU) 

IoU	 =
𝑃! ∩ 𝐹"
𝑃! ∪ 𝐹"

 

where the object P$ should be keep, If  IoU ¹ 0 
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Redundant Objects Filter Out of the Screen: We proposed an approach to filter 

out redundant and irrelevant objects using a parameter named the Union of Max (UoM). 

The (UoM) is calculated as the union of the area (𝑆%&') of the screen and the area (	𝑂!) of 

the object over the area of 𝑆%&'. If the UoM is equal to one, then the object (	𝑂!) is fully 

overlapped with the screen (𝑆%&'). 

      

Union of Max (UoM)  

 

𝐔𝐨𝐌	 =
𝑆%&'	È	𝑂!
𝑆%&'

 

 

 

where the redundant object (𝑶𝒊) is filtered out (if UoM=1) 

 

 

Another problem was more than one instructor in the video when the system was 

filtering out some irrelevant objects. It is hard for the system to tell which person is the 

main instructor. To solve this problem, we proposed the following main Instructor 

classifier. 

 

3.2.4 Main Instructor Classifier 
 

As noted in Section 2.1, the main instructor is the person the audience is supposed 

to pay attention to. It is challenging for the system to recognize the main instructor in the 

following scenarios: 
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1) More than one person is presented in a frontal view. In this case, the system has 

no idea how to detect which person is the main instructor.  

2) Some people presenting the frontal view may pop up shortly in the video. 

 

 

 

Figure 7: Overview of identifying the main instructor. Given a video, the proposed 
approach generates the Instructor Proposed Container (IPC) that map unique instructor 
identity to an instructor feature list that includes feature, times, and ROI. The system will 
stop until the detector detects only one instructor in the following consecutive 10 seconds. 

 

The goal here is to recognize and identify the main instructor using visuals in Figure 

7. The object detection model is utilized to detect the face, person and screen in the 

experiments. After the object detection, the new results are run frame by frame. For each 

result, we used the instructor filter (Sec 3.2.2) to determine the front human torso. Once a 

front human torso is determined in this process, the detected result will be stored in the 

Instructor Proposed Container (IPC).  The IPC structure is similar to a hash table that can 

map a unique identity (ID) to an instructor information list that includes features, times, 

and ROIs. The IDs represent the keys in the hash table. The instructor information is stored 
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as values. As a result, the system can search the instructor features in the following video 

frame.  

We then use a histogram-based method to calculate the correlation between the 

previous instructor's features and the current instructor's features.  

 

Histogram-Based Classifier: This is a method to compare the similarity between 

two different size images. The three reasons we utilize a histogram-based classifier are:  

1) Different instructors wear clothes in various styles and colors. We choose the 

instructors’ clothes as distinguishing features.  

2) Slight differences may exist between two consecutive frames in terms of the 

same instructor; 

3) This method consumes few computing resources.  

The equation of computing correlation between two images is shown below: 

 

𝑑(𝐻), 𝐻*) =
∑ 7𝐻)(𝐼) −	𝐻1	;7𝐻*(𝐼) −	𝐻2	;+

=∑ 7𝐻)(𝐼) −	𝐻1;+
*
∑ 7𝐻*(𝐼) − 𝐻2;

*
+

 

 
 

where 

𝐻𝑘 = 	
1
𝑁@𝐻,(𝐽)

-

 

 

(N is the total number of histogram bins) 
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The system decides whether the instructor's detected feature should be updated in 

the original identity (ID) or add a new identity into IPC (we set the default threshold a as 

0.5). The system calculates each front human torso's correlation value with each instructor 

in the IPC using the histogram-based classifier after each torso being filtered. And then 

find the maximum value from the obtained calculated values. If the maximum correlation 

value is higher than a, the current instructor's feature will be updated into the existing 

corresponding instructor's information list. Otherwise, a new instructor identity (ID) and 

corresponding information list will be added to IPC. At the same time, the system will 

determine that if only one instructor is detected in consecutive 10 seconds in the video, the 

detector will stop detection. In the end, the analyzer will output the bounding box of the 

main instructor. 

In summary, we successfully solve the two problems presented at the beginning of 

this part. Besides, our system uses less memory when updating the instructor’s feature of 

each frame. It uses fewer computing resources by using the histogram-based verification 

algorithm. 

 

3.3 Video Renderer 

The video renderer will rerun the original video from the beginning with the 

bounding boxes of the main instructor and screen generated from the analyzer (Figure 8). 

Due to different shooting conditions, the screen’s angles in the video are different. It is 

necessary to correct the skewed screen presented in each frame. We describe the approach 
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for screen contour detection (Sec. 3.3.1), screen contour filter (Sec. 3.3.2), screen 

viewpoint correction (Sec. 3.3.3), and adaptive object reorganization (Sec. 3.3.4). 

 

 

Figure 8: The Video Renderer Architecture 

 

3.3.1 Screen Contour Detection 

After the model detection, the system gets the bounding box information [y, x, h, 

w] for each object from detection return values, which means the top-left coordinate point 

(x, y), height, and width of the bounding box. 

The four points of a rectangular screen may construct a skewed screen. The system 

exacts the screen contour to correct the screen viewpoint to a rectangular one. Fortunately, 

the outside of the screen boundary usually has the same feature. The brightness is the main 

feature is selected to divide the edges. 

Before detecting the screen's contour, the screen region is preprocessed because it 

is susceptible to noise in the image. The first step is to remove the image's noise with a 5 x 

5 Gaussian filter. This also contributes to reducing the impact of some small objects for 

screen contour detection. The brightness channel is the image itself for grayscale images, 


